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Greetings from the General Chair 

It’s our great pleasure to invite you to join us for the 1st International 

Conference on Sensing, Measurement and Data Analytics in the Era 

of Artificial Intelligence (ICSMD 2020), which will invite experts 

and scholars in the vibrant field to meet and exchange ideas on the 

development of sensing methodologies, measurement technologies, 

and data analytics approaches with applications in various 

engineering domains in the era of artificial intelligence. 

The ICSMD 2020 will be held in Xi’an, China on October 15-17, 

2020. It is technically supported by the IEEE IMS TC-7 Signals and 

Systems in Measurement, the IEEE IMS TC-3 Condition Monitoring 

and Fault Diagnosis Instrument and the IEEE Instrumentation and Measurement Society, and 

financially sponsored by National Natural Science Foundation of China, and it will be 

organized by Xi’an Jiaotong University.  

The ICSMD2020 will be the 1st edition of the conference and beginning of the series. 

Nowadays, sensing is the basis of intelligence, and measurement is the premise of intelligence. 

With the rapid development of intelligent manufacturing and intelligent equipment, there is an 

urgent need for the support of the basic theory and technology of sensing and measurement. 

Highly integrated micro/nano sensor, high-speed and high-precision measurement, digital twin 

and big data analysis, fault detection and isolation, intelligent health management, and so on, 

are more closely related and reinforced each other, which is exactly the aim of ICSMD 2020.  

Xi'an is one of the oldest cities in China, with a history of more than 3,100 years. Called 

Chang'an before the Ming Dynasty, Xi'an is one of the birthplaces of the ancient civilization in 

the Yellow River Basin area of the country. This city used to be the capital city of 13 dynasties, 

and Xi'an is also the eastern terminus of the Silk Road and home to the Terracotta Warriors.  

We are looking forward to meeting you in the very beautiful city Xi’an, China, during October 

15-17, 2020. Definitely ICSMD 2020 will provide you a pleasant experience, new contacts and 

happy stay in Xi’an.  

 

 

Chairman of ICSMD 2020 
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Organization Committee 

Honory Chairs:  

Prof. Asoke Nandi    Brunel University London, UK 

Prof. Xuefeng Chen    Xi'an Jiaotong University, China 

 

General Chairs: 

Prof. Ruqiang Yan    Xi'an Jiaotong University, China 

Dr. George Xiao    National Research Council, Canada 

 

Technical Program Co-Chairs: 

Prof. Datong Liu    Harbin Institute of Technology, China 

Prof. Weihua Li    South China University of Technology, China 

 

Special Session Co-Chairs: 

Prof. Qingbo He    Shanghai Jiaotong University, China 

Prof. Jinxing Liang    Southeast University, China 

 

Publication Chair:  

Dr. Yu Chen    Xi'an Jiaotong University, China 

 

Publicity Chair: 

Lingli Cui, Beijing University of Technology, China 

 

Local Arrangement Chair: 

Prof. Liuyang Zhang    Xi'an Jiaotong University, China 
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ICSMD 2020 Special Session Chairs 

Session 1: Advanced sensing and intelligent 

computation for medical signals   

Chengyu Liu（Southeast University ) 

Zhi Tao（Soochow University） 

 

Session 2: Fault prognosis and life prediction 

Yi Qin（Chongqing University） 

Chuan Li（Chongqing Technology and Business 

University） 

 

Session 3: Advanced sensors and intelligent signal 

processing methods for navigation   

Yuyong Xiong （Shanghai Jiao Tong University） 

Dong Wang（Shanghai Jiao Tong University） 

 

Session 4: Intelligent Sensing, Measurement & 

Data Analytics for Vehicles 

Zhongkui Zhu（Soochow University） 

Zaigang Chen（Southwest Jiaotong University） 

 

Session 5: Condition Detection and Evaluation, 

System Control and Protection, Data Mining of 

Railway Track-vehicle-grid System 

Zhigang Liu（Southwest Jiaotong University） 

Alfredo Núñez（Delft University of Technology） 

 

Session 6: Advanced sensors and intelligent signal 

processing methods for navigation 

Haoqian Huang（Hohai University） 

Di Liu（Southeast University） 

 

Session7: Intelligent sensing and data analytics for 

smart manufacturing & Others  

Yongbo Li（Northwestern Polytechnical 

University） 

Siliang Lu（Anhui University） 

 

Session 8: Flexible sensing and intelligent 

diagnosis/prognosis for rolling bearings & Session 

15 NDT&E and Intelligent Monitoring & Others 

Hongrui Cao（Xi’an Jiaotong University） 

Yuhua Cheng（University of Electronic Science 

and Technology of China） 

 

Session 9: Quartz MEMS devices and technologies  

Jing Ji (Xidian University) 

 

Session10: Advanced Measurement and Data 

Processing for Aerospace 

Jingli Yang（Harbin Institute of Technology） 

Lianlei Lin（Harbin Institute of Technology） 

 

Session 11: Intelligent Sensing and High Precision 

Measurement for Aerospace Advanced Sensing, 

Monitoring and Diagnosis in Smart Grid  

Yu Chen（Xi’an Jiaotong University） 

Zhe Li（Shanghai Jiaotong University） 

 

Session 12: Intelligent Sensing and High Precision 

Measurement for Aerospace   

Chairs: Guangcun Shan(Beihang University),  

Yong Zhang(Xi’an Jiaotong University)  

 

Session 13: Intelligent Anomaly Detection, Fault 

Diagnosis and Prognostics for Aero-engines  

Jianzhoong Sun（Nanjing University of 

Aeronautics and Astronautics） 

Liansheng Liu（Harbin Institute of Technology） 

 

Session 14: THz Testing and Intelligent Sensing & 

Others 

Liuyang Zhang（Xi’an Jiaotong University） 

Shuncong Zhong（Fuzhou University） 

 

Session 15: NDT&E and Intelligent Monitoring  

Yuhua Cheng（University of Electronic Science 

and Technology of China） 

Liuyang Zhang（Xi’an Jiaotong University） 

 

Poster Presentations 

Datong Liu （Harbin Institute of Technology） 

Yu Chen（Xi’an Jiaotong University） 
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Social Events 

Opening Ceremony  

Date & Time: 08:40 – 9:00, October 16th (Friday) 

Location: Main Hall, Empark Grand Hotel (3F) 

 

Meals 

All meals are included with your registration fee.  

 

Banquet 

Date & Time: 18:30 – 20:00, October 16th (Friday) 

Location: Main Hall, Empark Grand Hotel (3F) 

 

Closing Ceremony 

Excellent Paper Awards will be awarded at Closing Ceremony. All presenters are advised to attend the closing 

ceremony. 

Date & Time: 17:20 – 17:40, October 17th (Saturday) 

Location: Main Hall, Empark Grand Hotel (3F) 
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ICSMD 2020 Reviewers 

Liu Datong, Harbin Institute of Technology 

Li Weihua, South China University of Technology 

Libing Bai, University of Electronic Science and 

Technology of China 

Zhipeng Cai, Southeast University 

Zheng Cao, Anhui University 

Hui Cao, Xi`an Jiaotong University  

Huiliang Cao, North University of China 

Zaigang Chen, Southwest Jiaotong University 

Shiqian Chen, Southwest Jiaotong University 

Yu Chen, Xi`an Jiaotong University 

Cong Chen, University of Electronic Science and 

Technology of China 

Zhixiong Chen, Shanghai University of Engineering 

Science 

Xiaoxi Ding, Chongqing University 

Xiaohui Gu, Shijiazhuang Tiedao University 

Weiguo Huang, Soochow University 

Haoqian Huang, Hohai University 

Zhiyi He, Hunan University 

Changbo He, Anhui University 

Wangpeng He, Xidian University 

Yawei Hu, Anhui University 

Zhiwei Han, Southwest Jiaotong University 

Hongkai Jiang, NorthwesternPolytechnicalUniversity 

Jing Ji, Xidian University 

Gaoqiang Kang, Southwest Jiaotong University 

Xin Li, Hunan University 

Xin Li, Nanjing Institute of Technology 

Zhe Li, Shanghai Jiao Tong University 

Yuwen Li, Southeast University 

Yuanyuan Li, University of Electronic Science and 

Technology of China 

Fucai Li, Shanghai Jiao Tong University 

Hongkun Li, Dalian University of Technology 

Naipeng Li, Xi`an Jiaotong University 

Xuefeng Li, Tongji University 

Li Li, Harbin University of Science and Technology 

Zhixiong Li, Ocean University of China 

Yongbin Liu, Anhui University  

Fang Liu, Anhui University 

Chengyu Liu, Southeast University 

Wenqiang Liu, Southwest Jiaotong University  

Jing Liu, Northwestern Polytechnical University 

Pengpeng Liu, Unit 92942, People's Liberation Army 

Siliang Lu, Anhui University 

Jinxing Liang, Southeast University 

Lei Mao, University of  Science and Technology of 

China 

Jiale Mao, Xi`an Jiaotong University 

Jinhua Mi, University of Electronic Science and 

Technology of China 

Yizhen Peng,Chongqing University 

Fei Qin, University of Chinese Academy of Sciences 

Na Qin, Southwest Jiaotong University 

Zheng Qian, Beihang University 

Yi Qin, Chongqing University 

Guangcun Shan, Beihang University 

Changqing Shen, Soochow University 

Juanjuan Shi, Soochow University 

Chong Shen, North University of China 

Haidong Shao, Hunan University 

Jinliang Shao, University of Electronic Science and 

Technology of China 

Chao Sun, Harbin Institute of Technology 

Lulu Tian, University of Electronic Science and 

Technology of China 

Yunpu Wu, Southwest Jiaotong University 

Haotian Wu, SouthChinaUniversityofTechnology 

Dong Wang, Shanghai Jiao Tong University 

Jun Wang, Soochow University 

Xingxing Wang, Soochow University 

Chenguang Wang, North University of China 

Yi Wang, Chongqing University 

Shuang Wang, Xi`an Jiaotong University 

Weize Wang, East China University of Science and 

Technology 

Hongrui Wang, Southwest Jiaotong University 

Yanxue Wang, Beijing University of Civil 

Engineering and Architecture 

Yu Wang, Xi`an Jiaotong University 

Min Xia, Lancaster University 

Wanli Xu, JiMei University 

Yonggang Xu, Beijing University of Technology 

Yuyong Xiong, Shanghai Jiao Tong University 

Jiawei Xiang, Wenzhou University 

Chang Yan, Southeast University 

Haizi Yao, HuangHuai University 

Wennian Yu, Chongqing University 

Cheng Yang,China Shipbuilding Industry Research 

Institute of Integrated Technology and economy  

Zhongkui Zhu, Soochow University 

Jie Zhou, Hunan University 

Meng Zhao, Xidian University 

Liuyang Zhang, Xi`an Jiaotong University 

Shuncong Zhong, Fuzhou University 

Junping Zhong, Southwest Jiaotong University 

Jie Zhang, University of Electronic Science and 

Technology of China 

Ruiheng Zhang, University of Electronic Science and 

Technology of China 
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Keynote Speeches 

Big Data Analytics for Intelligent Sensing and Measurement 

Robert X. Gao, Ph.D. 

Cady Staley Professor and Chair 

Department of Mechanical and Aerospace Engineering 

Case Western Reserve University 

Cleveland, OH 44106-7222， USA 

Email: robert.gao@case.edu 

Abstract 
Continued advancement in sensing and measurement technologies has led to an ever-increasing 

amount of data of a broad variety of forms and physical natures to be acquired from virtually 

all aspects of industrial and commercial fields. As rich information are embedded within these 

“big data”, how to efficiently leverage them by means of effective data analytic methods to 

enhance manufacturing and contribute to economic development has become both a challenge 

and an opportunity. 
 

This talk presents essential elements of and promising solutions enabled by big data analytics 

that complement measurement systems in the interpretation of high volume, broad variety, and 

low veracity data through enhanced pattern recognition and information extraction, with 

applications in machinery fault diagnosis, service life prognosis, and product quality control, 

to ultimately contribute to value creation. Case studies of machine learning methods such as 

deep learning in analyzing time series and image data and revealing mechanisms underlying 

manufacturing processes are discussed. Using assembly in manufacturing as a scenario, the 

talk highlights how multiphysics sensing and data analytics can be integrated for the 

recognition of current and prediction of future human actions during assembly operations to 

realize human-robot collaboration (HRC) in smart factories of the future. 

 

Biographical Sketch 
Dr. Gao is the Cady Staley Professor of Engineering and Department Chair of 

Mechanical and Aerospace Engineering at Case Western Reserve University in 

Cleveland, Ohio.  Since receiving his Ph.D. degree from the Technical University 

of Berlin, Germany in 1991, he has been working on multi-physics sensing, design 

and modeling of instrument systems, and machine learning techniques for 

improving the observability of dynamical systems such as manufacturing 

equipment and processes.  Dr. Gao is a Fellow of the Institute of Electrical and 

Electronic Engineers (IEEE), American Society of Mechanical Engineers (ASME), 

International Academy for Production Engineering (CIRP), and Society of 

Manufacturing Engineers (SME). He currently serves as a Senior Editor for the 

IEEE/ASME Transactions on Mechatronics, and is a recipient of the IEEE Best Application in 

Instrumentation and Measurement Award, IEEE Instrumentation and Measurement Society Technical 

Award, ASME Blackall Machine Tool and Gage Award, SME Eli Whitney Productivity Award, an NSF 

Early CAREER Award. 
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High-speed 3D Optical Sensing, Information Processing, and Applications 

Song Zhang, Ph.D. 

Professor and Assistant Head for Experiential Learning 

School of Mechanical Engineering 

Purdue University 

West Lafayette, IN 47907, USA 

Email: szhang15@purdue.edu  

Abstract 

Advances in optical imaging and machine/computer vision have provided integrated smart 

sensing systems for the manufacturing industry; and advanced 3D sensing could have profound 

impact on numerous fields, with broader applications including manufacturing, autonomous 

vehicles, and biomedical engineering. Our research addresses the challenges in high-speed, 

high-resolution 3D sensing and optical information processing. For example, we have 

developed a system that simultaneously captures, processes and displays 3D geometries at 30 

Hz with over 300,000 measurement points per frame, which was unprecedented at that time (a 

decade ago). Our current research focuses on achieving speed breakthroughs by developing the 

binary defocusing techniques; and exploring novel means to store enormously large 3D data 

by innovating geometry/video compression methods. The binary defocusing methods coincide 

with the inherent operation mechanism of the digital-light-processing (DLP) technology, 

permitting tens of kHz 3D imaging speed at camera pixel spatial resolution. The novel methods 

of converting 3D data to regular 2D counterparts offer us the opportunity to leverage mature 

2D data compression platform, achieving extremely high compression ratios without 

reinventing the whole data compression infrastructure. In this talk, I will present two platform 

technologies: 1) superfast 3D optical sensing; and 2) real-time 3D video communication. I will 

also cover some of the applications that we have been exploring including autonomous vehicles, 

biomedical engineering, forensic sciences, along with others. 

Biographical Sketch  

Song Zhang is a Professor and the Assistant Head for Experiential 

Learning, School of Mechanical Engineering at Purdue University. He 

received his Ph.D. (2005) and M.S. (2003) degrees in Mechanical 

Engineering from Stony Brook University, and B.S. (2000) degree 

from University of Science and Technology of China. His primary 

research focuses on high-speed 3D optical sensing/imaging and optical 

information processing. He has over 200 publications including 130 

journal articles and 2 books. 16 of his journal articles were selected as 

cover page highlights. His publications have been cited over 10,900 

times with an h-index of 51. Besides being utilized in academia, technologies developed by his 

team have been used by Radiohead (a rock band) to create a music video House of Cards; and 

by the law enforcement personnel to document crime scenes. He has received awards including 

AIAA Best Paper Award, IEEE ROBIO Best Conference Paper Award, Best of SIGGRAPH 

Disney Emerging Technologies Award, NSF CAREER Award, Stony Brook University’s 

inaugural “Forty under 40 Alumni Award”, Discovery in Mechanical Engineering award, CoE 

Early Career Faculty Research Excellence Award from Purdue and Iowa State University, 

Purdue University Faculty Scholar. He was a technical editor for IEEE/ASME Transactions on 

Mechatronics. He currently serves as an associate editor for Optics Express, as well as Optics 

and Lasers in Engineering. He is a fellow of SPIE and OSA.  
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Digital Twin: State-of-the-art and Its Application 
 

Fei Tao, Ph.D., Professor 

School of Automation Science and Electrical Engineering 

Beihang University, P.R.China 

Email: ftao@buaa.edu.cn 
 

 

Abstract 
 

The global academic research of digital twin (DT) is first investigated, and a comparative 

analysis of digital twin research in USA, Germany, and China is then given out. Ten industry 

applications of digital twin are then introduced, especially the application of digital twin shop-

floor. In order to better understand and use digital twin, some hot topics related to digital twin 

will be discussed, such as the concept of digital twin, the applicable guideline of digital twin, 

standards of digital twin, and so on. 
  

Biographical Sketch 

Fei Tao is currently a Professor at the School of Automation Science and 

Electrical Engineering, Beihang University (BUAA), Beijing, China. His 

current research interests are digital twin driven product 

design/manufacturing and service, and smart manufacturing service. In these 

fields, he has authored 4 monographs as the first author and published over 

50 papers in Nature, CIRP Annals and IEEE/ASME Transactions, of which 

20 are ESI high cited papers, and his publication has over 15000 citations in 

Google Scholar. Prof. Tao is a Global Highly Cited Researcher in 2019. He 

is currently the Editor-in-Chief of the International Journal of Service and 

Computing-Oriented Manufacturing (IJSCOM), the Associate Editor of Robotic and Computer 

Integrated Manufacturing (RCIM). He is also a CIRP Associate Member and IEEE Senior 

Member. He is currently the Vice-Dean of the Research Institute of Science and Technology of 

BUAA. 
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Invited Talk 

How to Write and Publish a Scientific Paper in English 

Fujun Liang, Ph.D 

Abstract 

The talk of Dr. Fujun Liang includes the following points: 

1. What is scientific writing?  

2. Deciding the paper style. 

3. Collecting the writing materials. 

4. Planning the structures. 

5. Writing in formal language. 

6. Focusing on scientific content. 

7. Creating new value. 

8. Preparing paper submission. 

 

  Biographical Sketch  

Fujun Liang, member of the Democratic League of China, is currently a 

Senior Editor, quality director of CJME, part-time professor of Beijing 

University of Posts and Telecommunications, and National Science and 

Technology Expert. He teaches writing and editing skills for China 

Association for Science and Technology, China Editology Society of 

Science Periodicals, and China Machine Press. He has been invited to give 

lectures in universities, scientific research institutes and academic 

conferences for many times. He has published more than ten books, such as 

Writing and Submission of SCI papers, Standard Writing and Editing of Academic Papers, etc. 
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ICSMD 2020 Organizer 

 

ICSMD 2020 Conference Sponsors 

IEEE INSTRUMENTATION & MEASUREMENT SOCIETY 

IEEE IMS TC-7 Signals and Systems in Measurement 

IEEE IMS TC-3 Condition Monitoring and Fault Diagnosis Instrument  

ICSMD 2020 Supporters 

Iharbour Academy of Frontier Equipment

 

National Natural Science Foundation of China 
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Awards 

Best Paper Award 

For the paper: Parameter Study of the Variable Reluctance Energy Harvester for Smart Railway Axle 

Box Bearing 

Authors: Yun Gong, Sijia Wang, Zhengqiu Xie, Wenbin Huang 

Chongqing University, China 

 

For the paper: Modeling Voice Pathology Detection Using Imbalanced Learning 

Authors: Ziqi Fan, Jinyang Qian, Di Wu, Yishen Xu, Baoyin Sun, Zhi Tao 

Soochow University, China 

Best Student Presentation Award 

For the Paper: Decoupled Feature-Temporal CNN: Explaining Deep Learning-Based Machine Health 

Monitoring 

Authors: Rui Zhao，Zhenghua Chen, Chaoyi Zhu, Zery Chan, Jinjiang Wang, Ruqiang Yan 

Beihang University, China  

Best Poster Award 

For the paper: Modified Generative Adversarial Network for Super-Resolution of Terahertz Image 

Authors: Zhen Zhang, Liuyang Zhang, Xuefeng Chen, Yafei Xu 

Xi'an Jiaotong University, China 
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Technical Program 

Oral Presentations 

Friday, October 16, 2020 

Keynote Speech 1  (9:00-9:45) 

Big Data Analytics for Intelligent Sensing and Measurement 

Robert X. Gao, Ph.D. 

Cady Staley Professor and Chair 
Department of Mechanical and Aerospace Engineering 
Case Western Reserve University 

Keynote Speech 2  (9:45-10:30) 

High-speed 3D Optical Sensing, Information Processing, and Applications 

Song Zhang, Ph.D. 

Professor and Assistant Head for Experiential Learning 
School of Mechanical Engineering 
Purdue University 

10:50-12:30 
Session 4: Intelligent Sensing, Measurement & Data Analytics for Vehicles 
Chairs: Zhongkui Zhu (Soochow University), Zaigang Chen (Southwest Jiaotong University) 
Main Hall 

(10:50-11:10) A Fuzzy Logic-based Method for Proton Exchange Membrane Fuel Cell Fault 

Diagnosis ……………………………………………………………………………………………………1 

Mengliu Pei (University of Science and Technology of China) 

Chen Zhang (University of Science and Technology of China) 

Mingruo Hu (Shanghai Jiao Tong University) 

Lisa Jackson (Loughborough University) 

Lei Mao (University of Science and Technology of China) 

(11:10-11:30) On-line Fault Diagnosis of Proton Exchange Membrane Membrane Fuel Cell 

Using Polarization Curve …………………………………………………………………………………7 

Shuyou Wu (Wuhan Second Ship Design and Research Institute) 

Xu Peng (Wuhan Second Ship Design and Research Institute) 

Lei Mao (University of Science and Technology of China) 

Ao Liu (Wuhan Second Ship Design and Research Institute) 

Liang Dong (Wuhan Second Ship Design and Research Institute) 

Tong Wang (Wuhan Second Ship Design and Research Institute) 

(11:30-11:50) Suppression of Low-Frequency Magnetic Interference on Eddy Current 

Displacement Sensor with Nanometer Resolution …………………………………………………11 

Chengliang Pan (HeFei University of Technology) 

Shupeng Ren (HeFei University of Technology) 

Fei Yang (HeFei University of Technology) 

Chao Shi (HeFei University of Technology) 

Heng Zuo (Nanjing Institute of Astronomical Optics & Technology, Chinese Academy of Sciences) 

Zhihua Feng (University of Science and Technology of China) 

file:///E:/IEEE数据库提交/ICSMD2020%20program/keynote%20speech/ICSMD2020_Keynote_Abstract_RGao.pdf
file:///E:/IEEE数据库提交/ICSMD2020%20program/keynote%20speech/ICSMD2020_Keynote_Abstract_SZhang.pdf
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(11:50-12:10) Vibration Feature of Locomotive Axle Box with a Localized Defect in its Bearing 

Outer Race …………………………………………………………………………………………………17 

Yuqing Liu (Southwest Jiaotong University) 

Zaigang Chen (Southwest Jiaotong University) 

(12:00-12:30) Buckling and Postbuckling Analysis Method of Stretchable and Flexible Sensor 

Networks Based on ABAQUS……………………………………………………………………………21 

Shuguang Hu (Nanjing University of Aeronautics and Astronautics) 

Yu Wang (Nanjing University of Aeronautics and Astronautics) 

Lei Qiu (Nanjing University of Aeronautics and Astronautics)  

10:50-12:30 
Session 6: Advanced Sensors and Intelligent Signal Processing Methods for Navigation 
Chairs: Haoqian Huang (Hohai University), Di Liu (Southeast University) 
International Hall 

(10:50-11:10) Visual Inertial Calibration of Mobile Robotic System Based on Reinforcement 

Learning ……………………………………………………………………………………………………27 

Wenxing Zhu (Southeast University) 

Lihui Wang (Southeast University) 

(11:10-11:30) Geomagnetic Matching Navigation for Aircraft Based on Improved Iterative 

Closest Contour Point Algorithm ………………………………………………………………………33 

Ninghui Xu (Southeast University) 

Lihui Wang (Southeast University)  

(11:30-11:50) An Improved Interacting Multiple Model Algorithm for INS/DVL Integrated 

Navigation System ………………………………………………………………………………………39 

Lanhua Hou（Southeast University) 

Xiaosu Xu (Southeast University) 

Yiqing Yao (Southeast University) 

Di Wang (Southeat University) 

(11:50-12:10) The Implementation and Comparison Between Kalman Filter-based and Vector 

Tracking Loops ……………………………………………………………………………………………45 

Zhe Yan (Southeast University) 

Xiyuan Chen (Southeast University) 

Xinhua Tang (Southeat University) 

Xuefen Zhu (Southeat University) 

10:50–12:30  
Session 12: Intelligent Sensing and High Precision Measurement for Aerospace  
Chairs: Guangcun Shan (Beihang University), Yong Zhang (Xi’an Jiaotong University) 
No.7 Meeting Room 

(10:50-11:10) Graph Theory Based Localization of Wireless Sensor Networks for Radio 

Irregularity Cases …………………………………………………………………………………………51 

Xiaofeng Ma (Beihang University) 

Ning Yu (Beihang University) 

Tianle Zhou (Beihang University) 

Renjian Feng (Beihang University) 

Yinfeng Wu  (Beihang University) 
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(11:30-11:50) High Precision Measurement of Dynamic Angular Rate for Turntable in the 

Calibration Application of Airborne Inertial Sensor …………………………………………………57 

Xuejun He (Changcheng Institute of Metrology and Measurement) 

Aijun Wang (Changcheng Institute of Metrology and Measurement) 

Tianle Zhou (Beihang University) 

Xuxing Zhao (Beihang University) 

Ning Yu (Beihang University)  

(11:50-12:10) Design Method of the Heating System for Controllable Heating Humidity 

Sensor ………………………………………………………………………………………………………62 

Chun Hu (Beihang University) 

Dapeng Li (Beihang University) 

Peng Peng (Chongqing Dexin Robot Testing Center Limited Company)  

Dezhi Zheng (Beihang University) 

(12:10-12:30) A Condition-Based Calibration Method for Flight Test Measuring Equipment…69 

Renjian Feng (Beihang University) 

Ruoyan Xing (Beihang University) 

Yinfeng Wu (Beihang University) 

Ning Yu (Beihang University) 

10:50–12:30  
Session 9: Quartz MEMS Devices and Technologies  
Chairs: Jing Ji (Xidian University) 
No.8 Meeting Room 

(10:50-11:10) Design of the Self-test Structure of QVBA …………………………………………74 

Shengshou Lin (Southeast University) 

Jinxing Liang (Southeast University) 

(11:10-11:30) Performance Improvement of Wavelet Noise Reduction Based on New 

Threshold Function ………………………………………………………………………………………80       

Shiqi Yu (Tongji University) 

Yongrui Qin (Xi’an Jiaotong-liverpool University) 

Jiaxin Gao (Tongji University) 

Shiqi Hou (Tongji University) 

Fuyong Lyu (Tongji University )  

Xuefeng Li (Tongji University) 

(11:50-12:10) Optimal Design for New Support Structure of Quartz Resonators………………85 

Jing Ji (Xidian University) 

Meng Zhao (Xidian University) 

Toshitsugu Ueda (Waseda University) 

(12:10-12:30) Behavior Anomaly Detection Fused with Features of Mel Frequency Cepstrum 

Coefficients…………………………………………………………………………………………………89 

Fuyong Lyu (Tongji University) 

Zhouhang Yang (Tongji University) 

Lujie Wang (Tongji University) 

Qi Zhou (Tongji University) 
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Shiqi Hou (Tongji University) 

Xuefeng Li (Tongji University) 

14:00-15:40 
Session 5: Condition Detection and Evaluation, System Control and Protection, Data Mining 
of Railway Track-vehicle-grid System 
Chairs: Zhigang Liu(Southwest Jiaotong University), Alfredo Núñez(Delft University of Technology) 
Main Hall 

(14:00-14:20) Muscle Temperature Sensing and Control with A Wearable Device for Hand 

Rehabilitation of People After Stroke …………………………………………………………………94 

Han Li (Southeast University) 

Jun Zhang (Southeast University) 

Chaojun Jiang (Southeast University) 

Qi Liu  (Southeast University) 

Maozeng Zhang (Southeast University) 

Jingsong Zhou (Southeast University) 

(14:20-14:40) Action-driven Reinforcement Learning for Improving Localization of Brace 

Sleeve in Railway Catenary ……………………………………………………………………………100 

Junping Zhong (Southwest Jiaotong University) 

Zhigang Liu (Southwest Jiaotong University) 

Hongrui Wang (Delft University of Technology)  

Wenqiang Liu (Southwest Jiaotong University) 

Cheng Yang (Southwest Jiaotong University) 

Alfredo Núñez (Delft University of Technology) 

(14:40-15:00) An Automatic Defect Detection Method for Catenary Bracing Wire Components 

Using Deep Convolutional Neural Networks and Image Processing……………………………106 

Wenqiang Liu (Southwest Jiaotong University) 

Dan Wang (Southwest Jiaotong University) 

Cheng Yang (Southwest Jiaotong University) 

Yuyang Li (Southwest Jiaotong University) 

Hui Wang (Southwest Jiaotong University) 

Zhigang Liu (Southwest Jiaotong University) 

(15:00-15:20) Pantograph Vibration Interference Signal Recognition Based on SVM 

Classification ……………………………………………………………………………………………112 

Yuming Ding (China Academy of Railway Sciences) 

Jun Zhao (China Academy of Railway Sciences Corporation Limited) 

Jinzhao Liu (China Academy of Railway Sciences Corporation Limited) 

Wenxuan Zhang (China Academy of Railway Sciences Corporation Limited) 

Xiaodi Xu (China Academy of Railway Sciences Corporation Limited) 

Zhipeng Yang (China Academy of Railway Sciences Corporation Limited) 

(15:20-15:40) Coupling Deep Models and Extreme Value Theory for Open Set Fault 

Diagnosis …………………………………………………………………………………………………118 

Xiaolei Yu (Xi'an Jiaotong University) 

Zhibin Zhao (Xi'an Jiaotong University) 

Xingwu Zhang (Xi'an Jiaotong University) 
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Chuang Sun (Xi'an Jiaotong University) 

Qiyang Zhang (Xi'an Jiaotong University) 

Xuefeng Chen (Xi'an Jiaotong University) 

14:00-15:40 
Session 6: Advanced Sensors and Intelligent Signal Processing Methods for Navigation  
Chairs: Haoqian Huang (Hohai University), Di Liu (Southeast University) 
International Hall 

(14:00-14:20) A Novel Polarized Light Compass Aided by GPS Module …………………………124 

Chengshuai Zhao (North University of China) 

Xiaojie Liu (North University of China)  

Chong Shen (North University of China) 

Jun Tang (North University of China) 

Jun Liu (North University of China) 

(14:20-14:40) Structural Design and Simulation Analysis of Silicon Micro Triaxial Wheel-ring 

Gyroscope……………………………………………………………………………………………………130 

Huiliang Cao (North University of China)  

Rui Zhao (North University of China) 

Qi Cai (North University of China)  

Yunbo Shi (North University of China) 

Li Liu (Jinzhou 777 Microelectronics Co., Ltd) 

(14:40-15:00) A Novel State Estimation Algorithm Based on Variational Bayesians Method 

Applied to AUV………………………………………………………………………………………………133 

Haoqian Huang (Hohai University) 

Jiacheng Tang (Hohai University) 

Chao Wang (Hohai University) 

(15:00-15:20) A Novel INS/CNS/GNSS Integrated Navigation Algorithm …………………………137 

Di Liu (Southeast University) 

Xiyuan Chen (Southeast University) 

Xiao Liu (Southeast University) 

Zhe Yan (Southeast University) 

(15:20-15:40) Method for Estimating the Location of A Low-frequency Target in A Shallow Sea 

Based on A Single Vector Hydrophone…………………………………………………………………141 

Xianbin Sun (Qingdao University of Technology) 

Xinming Jia (Qingdao University of Technology) 

Yi Zheng (Shandong Academy of Sciences) 

Zhen Wang (Shandong Academy of Sciences) 

14:00-15:40 
Session 12: Intelligent Sensing and High Precision Measurement for Aerospace   
Chairs: Guangcun Shan (Beihang University), Yong Zhang (Xi’an Jiaotong University)  
No. 7 Meeting Room 
 

(14:00-14:20) Development of Photoelectron Emission Yield Measurement System for Metal 

Materia……………………………………………………………………………………………………148 

Yu Chen (Xi'an Jiaotong University)  

Yan Yang (Xi'an Jiaotong University) 
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Guorui Huang (Xi'an Jiaotong University) 

Hanzhi Li (Xi'an Jiaotong University) 

Changxi Li (Xi'an Jiaotong University) 

Shuang Wang (Xi'an Jiaotong University) 

Yonghong Cheng (Xi'an Jiaotong University) 

(14:20-14:40) Analysis of Secondary Electron Yield and Energy Spectrum of Metal Materials 

based on Furman Model ………………………………………………………………………………152 

Zecai Chen (Xi'an Jiaotong University) 

Yu Chen (Xi'an Jiaotong University) 

Guorui Huang (Xi'an Jiaotong University) 

Changxi Li (Xi'an Jiaotong University) 

Qingyun Shi (Xi'an Jiaotong University) 

Shuang Wang (Xi'an Jiaotong University) 

(14:40-15:00) Theoretical Calculation of Photoemission Yield Spectrum of Space Metal 

Materials …………………………………………………………………………………………………156 

Changxi Li (Xi'an Jiaotong University) 

Yu Chen (Xi'an Jiaotong University) 

Yan Yang (Xi'an Jiaotong University) 

Zecai Chen (Xi'an Jiaotong University) 

Hanzhi Li (Xi'an Jiaotong University) 

Shuang Wang (Xi'an Jiaotong University) 

(15:00-15:20) Development of a Measurement System for the Secondary Electron Emission 

Yield Spectrum of Space Materials …………………………………………………………………160 

Yu Chen (Xi'an Jiaotong University) 

Guorui Huang (Xi'an Jiaotong University) 

Yan Yang (Xi'an Jiaotong University) 

Qingyun Shi (Xi'an Jiaotong University) 

Zecai Chen (Xi'an Jiaotong University) 

Shuang Wang (Xi'an Jiaotong University) 

Yonghong Cheng (Xi'an Jiaotong University) 

(15:20-15:40) In-pipe Detection System Based on Magnetic Flux Leakage and Eddy Current 

Detection …………………………………………………………………………………………………164 

Xiaolin Liu  (Beihang University) 

Chun Hu (Beihang University) 

Peng Peng (Chongqing Dexin Robot Testing Center Limited Company) 

Rui Li (Petrochina Pipeline Company) 

Xiaoming Zhao (Petrochina Pipeline Company) 

Dezhi Zheng (Beihang University) 

 

14:00-15:40  
Session 11: Advanced Sensing, Monitoring and Diagnosis in Smart Grid  
Chairs: Yu Chen (Xi’an Jiaotong University), Zhe Li(Shanghai Jiaotong University) 
No. 8 Meeting Room 
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(14:00-14:20) Fault Accurate Location Method in UHV GIL Based on Transient Voltage 

Travelling Wave ………………………………………………………………………………………170 

Yong Wang (Guangzhou Power Supply Co. Ltd Electric Power Test & Research Institute) 

Dengwei Ding (Sichuan Energy Internet Research Institute, Tsinghua University) 

Lu Zhu (Guangzhou Power Supply Co. Ltd Electric Power Test & Research Institute) 

Wenxiong Mo (Guangzhou Power Supply Co. Ltd Electric Power Test & Research Institute)  

Weinan Fan (Guangzhou Power Supply Co. Ltd Electric Power Test & Research Institute) 

Ziwei Zhang (Sichuan Energy Internet Research Institute, Tsinghua University) 

(14:20-14:40) An Optical Partial Discharge Localization Method Based on Simulation and 

Machine learning in GIL ………………………………………………………………………………174 

Yiming Zang (Shanghai Jiao Tong University) 

Yong Qian (Shanghai Jiao Tong University) 

Hui Wang (Shanghai Jiao Tong University) 

Antian Xu (Fudan University) 

Gehao Sheng (Shanghai Jiao Tong University) 

Xiuchen Jiang (Shanghai Jiao Tong University) 

(15:00-15:20) The 500kV Oil-filled Submarine Cable Temperature Monitoring System Based 

on BOTDA Distributed Optical Fiber Sensing Technology ……………………………………180 

Yu Chen (Xi'an Jiaotong University) 

Shuang Wang (Xi'an Jiaotong University) 

Yi Hao (Xi'an Jiaotong University) 

Kai Yao (Xi'an Jiaotong University) 

Hanzhi Li (Xi'an Jiaotong University) 

Feng Jia (Xi'an Jiaotong University) 

Qingyun Shi (Xi'an Jiaotong University) 

Dongli Yue (Xi'an Jiaotong University) 

Yonghong Cheng (Xi'an Jiaotong University) 

(15:20-15:40) Stator Inter-turns Short Circuit Fault Detection in DFIG using Empirical Mode 

Decomposition Method on Leakage Flux …………………………………………………………184 

Attiq Ur Rehman (Xi'an Jiaotong University) 

Yu Chen (Xi'an Jiaotong University) 

Guorui Huang (Xi'an Jiaotong University) 

Yan Yang (Xi'an Jiaotong University) 

Shuang Wang (Xi'an Jiaotong University) 

Yihan Zhao (Xi'an Jiaotong University) 

Yong Zhao (Xi’an Thermal Power Research Institute Co. Ltd) 

Yonghong Cheng (Xi'an Jiaotong University) 

Toshikatsu Tanaka (Waseda University) 

  

16:00-18:00 
Session 2: Fault Prognosis and Life Prediction 
Chairs: Yi Qin(Chongqing University), Chuan Li(Chongqing Technology and Business University) 
Main Hall  

 



20 

(16:00-16:20) A KLIEP-based Transfer Learning Model for Gear Fault Diagnosis under Varying 

Working Conditions ……………………………………………………………………………………188 

Chao Chen (Southeast University)  

Fei Shen (Southeast University) 

Zhaoyan Fan (Oregon State University) 

Robert X. Gao (Case Western Reserve University) 

Ruqiang Yan (Xi’an Jiaotong University) 

(16:20-16:40) Battery Evaluation Based on Mechanism Parameters …………………………194 

Xiaofang Cheng (University of Science and Technology of China) 

Lei Mao (University of Science and Technology of China) 

Wen Li (University of Science and Technology of China) 

Chen Zhang (University of Science and Technology of China) 

(16:40-17:00) A Comparative Study of Particle Filters and Its Variants in Lithium-ion Battery 

SOH Estimation …………………………………………………………………………………………198 

Dawei Pan (Harbin Engineering University) 

Hengfeng Li (Harbin Engineering University) 

Yuchen Song (Harbin Institute of Technology) 

(17:00-17:20) The Mathematical Construction of the Battery Mechanism Function ………204 

Li Wen  (University of Science and Technology of China) 

Mao Lei (University of Science and Technology of China) 

Zhang Chen (University of Science and Technology of China) 

Xiaofang Cheng (University of Science and Technology of China) 

(17:20-17:40) Attention-based Convolutional Neural Networks for Diesel Fuel System Fault 

Diagnosis…………………………………………………………………………………………………210 

Yijing Xie ( Air Force Engineering University) 

Tianlin Niu ( Air Force Engineering University) 

Siyu Shao (Air Force Engineering University) 

Yuwei Zhao (Air Force Engineering University) 

Yuemeng Cheng (Air Force Engineering University)  

(17:40-18:00) RUL Prediction for Turbine Disc Based on High-Order Particle Filtering……215 

Yang Fu (Xi'an Jiaotong University)  

Hongrui Cao (Xi'an Jiaotong University) 

 

16:00-18:00 
Session 3: Advanced Sensors and Intelligent Signal Processing Methods for Navigation   
Chairs: Yuyong Xiong (Shanghai Jiao Tong University), Dong Wang (Shanghai Jiao Tong 
University) 
International Hall 

(16:00-16:20) Sub-Sampled Two-Dimensional SAR Imaging Method Based on MIMO FMCW 

Radar………………………………………………………………………………………………………221  

Zesheng Ren (Shanghai Jiao Tong University) 

Yuyong Xiong (Shanghai Jiao Tong University) 

Songxu Li (Shanghai Jiao Tong University) 

Dong Wang (Shanghai Jiao Tong University) 

Zhike Peng (Shanghai Jiaotong University) 

file:///E:/IEEE数据库提交/ICSMD2020%20program/papers/special%20session/special%20session%2002/875308.pdf
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(16:20-16:40) Principal Component Analysis Based Kullback-Leibler Divergence for Die 

Cracks Detection ………………………………………………………………………………………224 

Sha Wei (Shanghai Jiao Tong University) 

Dong Wang (Shanghai Jiao Tong University) 

Zhike Peng (Shanghai Jiao Tong University) 

(16:40-17:00) Research on Inductively Coupled Full Duplex Communication Method with 

Power Transmission……………………………………………………………………………………229 

Tao Zhang (Chongqing university) 

Deqi Zhang (Chongqing university) 

Wenbin Huang (Chongqing university) 

(17:00-17:20) Ultra-micro Vibration Measurement Method Using CW Doppler Radar………235 

Songxu Li (Shanghai Jiao Tong University) 

Yuyong Xiong (Shanghai Jiao Tong University) 

Zesheng Ren (Shanghai Jiao Tong University) 

Changzhan Gu (Shanghai Jiao Tong University) 

Zhike Peng (Shanghai Jiao Tong University) 

(17:20-17:40) A Selective Anchor Node Method Based on Tetrahedral Volume for Three- 

dimensional DFL Node Self-localization ……………………………………………………………238 

Binghua Huang (Nanjing University of Science and Technology) 

XuLiang Qin (NanJing University of Science and Technology) 

JiaXing Yang (NanJing University of Science and Technology) 

Manyi Wang (NanJing University of Science and Technology) 

 

16:00-18:00 
Session 13: Intelligent Anomaly Detection, Fault Diagnosis and Prognostics for Aero-engines  
Chairs: Jianzhoong Sun (Nanjing University of Aeronautics and Astronautics), Liansheng Liu (Harbin 
Institute of Technology) 
No.7 Meeting Room 

(16:00-16:20) Enhancing the Reliability of the Quadrotor by Formulating the Control System 

Model …………………………………………………………………………………………………………242 

Zhuo Zhi (Harbin Institute of Technology) 

Liansheng Liu (Harbin Institute of Technology) 

Datong Liu (Harbin Institute of Technology) 

(16:20-16:40) An SOC and SOP Joint Estimation Method of Lithium-ion Batteries in Unmanned 

Aerial Vehicles ………………………………………………………………………………………………247 

Wanqing Cheng (Harbin Institute of Technology)  

Zhiheng Yi (Harbin Institute of Technology) 

Jun Liang (Harbin Institute of Technology)  

Yuchen Song (Harbin Institute of Technology) 

Datong Liu (Harbin Institute of Technology)  

(16:40-17:00) UAV Anomaly Detection Using Active Learning and Improved S3VM Model……253 

Dawei Pan (Harbin Engineering University) 

Longqiang Nie (Harbin Engineering University) 

Weixin Kang (Harbin Engineering University) 

Zhe Song (Harbin Engineering University) 
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(17:00-17:20) Research on Multivariate Variational Mode Decomposition Method and Its 

Application to Bearing Fault Diagnosis …………………………………………………………………259 

Qiuyu Song (Soochow University) 

Xingxing Jiang (Soochow University) 

Jun Wang (Soochow University) 

Changqing Shen (Soochow University) 

Juanjuan Shi (Soochow University) 

Weiguo Huang (Soochow University) 

Zhongkui Zhu (Soochow University) 

(17:20-17:40) Development and Application of Aero-engine Experimental Data Mining 

Algorithm Library…………………………………………………………………………………………264 

Zichen Yan (Nanjing University of Aeronautics and Astronautics) 

Haonan Zhang  (University of Chinese Academy of Sciences) 

Jianzhong Sun (Nanjing University of Aeronautics and Astronautics) 

Yi Yang  (Nanjing University of Aeronautics and Astronautics) 

Guangwei Xia  (AECC Hunan Aviation Powerplant Research Institute)  

(17:40-18:00) Differentiable Architecture Search for Aeroengine Bevel Gear Fault 

Diagnosis …………………………………………………………………………………………………270 

Zheng Zhou (Xi'an Jiaotong University) 

Tianfu Li (Xi'an Jiaotong University) 

Zhibin Zhao (Xi'an Jiaotong University) 

Chuang Sun (Xi'an Jiaotong University) 

Ruqiang Yan (Xi'an Jiaotong University) 

Xuefeng Chen (Xi'an Jiaotong University)  

16:00-18:00 
Session 8: Flexible sensing and intelligent diagnosis/prognosis for rolling bearings & 
Session 15 NDT&E and Intelligent Monitoring & Others  
Chairs: Hongrui Cao(Xi’an Jiaotong University), Yuhua Cheng(University of Electronic Science and 
Technology of China) 
No.8 Meeting Room 

(16:00-16:20) Rolling Bearing Fault Diagnosis based on Horizontal Visibility Graph and Graph 

Neural Networks…………………………………………………………………………………………275 

Chenyang Li (Southeast University) 

Lingfei Mo (Southeast University) 

Ruqiang Yan (Xi'an Jiaotong University) 

(16:20-16:40) Decoupled Feature-Temporal CNN: Explaining Deep Learning-Based Machine 

Health Monitoring ………………………………………………………………………………………280 

Rui Zhao (Harveston Asset Management) 

Zhenghua Chen (Institute for Infocomm Research) 

Chaoyi Zhu (Beihang University) 

Zery Chan (Institute for Infocomm Research) 

Jinjiang Wang (China University of Petroleum-Beijing) 

Ruqiang Yan(Xi’an Jiaotong Univeristy) 
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(16:40-17:00) Deep Feature-aligned Convolutional Neural Network for Machinery Fault 

Diagnosis…………………………………………………………………………………………………286 

Junbin Chen (South China University of Technology) 

Longcan Liu (South China University of Technology) 

Ruyi Huang (South China University of Technology) 

Weihua Li (South China University of Technology) 

(17:00-17:20) Research on Defects Recognition Method Based on Impedance 

Information ………………………………………………………………………………………………292 

Xu Zhang (University of Electronic Science and Technology of China) 

Jian Zhang (Shanghai Space Propulsion Technology Research Institute) 

Libing Bai (University of Electronic Science Technology of China) 

Lulu Tian (University of Electronic Science and Technology of China) 

Jie Zhang (University of Electronic Science and Technology of China) 

Yuhua Cheng (University of Electronic Science and Technology of China) 

(17:20-17:40) Telemetry Data-based Spacecraft Anomaly Detection Using Generative 

Adversarial Networks……………………………………………………………………………………297 

Yue Song (Beihang University) 

Jinsong Yu (Beihang University) 

Diyin Tang (Beihang University) 

Danyang Han (Beihang University)  

Sen Wang (Beijing Aerospace Automatic Control Institute) 

(17:40-18:00) Workpiece Detection Based on Image Processing and Convolutional Neural 

Network……………………………………………………………………………………………………302 

Wocheng Chen (South China University of Technology) 

Xifan Yao (South China University of Technology) 

Yi Lei (South China University of Technology) 

Min Liu (South China University of Technology) 

Junming Zhang (South China University of Technology) 
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Saturday, October 17, 2020 
 

Keynote Speech 3  (9:00-9:50) 

Digital Twin: State-of-the-art and Its Application 

Fei Tao, Ph.D., Professor 

School of Automation Science and Electrical Engineering 

Beihang University, P.R.China 

  

Lecture- How to Write and Publish a Scientific Paper in English (16:00-17:20) 

Fujun Liang 

Senior Editor, quality director of CJME, part-time professor of Beijing University of Posts and 
Telecommunications, and National Science and Technology Expert 

10:10–12:10 
Session 1: Advanced Sensing and Intelligent Computation for Medical Signals   

Chairs: Chengyu Liu（Southeast University )，Zhi Tao(Soochow University) 

Main Hall 

(10:10-10:30) A Bayesian Fusion Model for Heart Rate Annotations…………………………………307 

Jianan Di (Southeast University) 

Jianqing Li (Southeast University) 

Chengyu Liu (Southeast University) 

(10:30-10:50) Continuous Estimation of Left Ventricular Hemodynamic Parameters Based on Heart 

Sound and PPG Signals Using Deep Neural Network……………………………………………………313 

Tengfei Feng (Dalian University of Technology) 

Hong Tang (Dalian University of Technology) 

Miao Wang (Dalian University of Technology) 

Chi Zhang (Dalian University of Technology) 

Hongkai Wang (Dalian University of Technology) 

Fengyu Cong (Dalian University of Technology) 

(10:50-11:10) Voice Pathology Detection and Multi-classification Using Machine Learning 

Classifiers ………………………………………………………………………………………………………319 

Yuanbo Wu (Soochow University) 

Changwei Zhou (Soochow University) 

Ziqi Fan (Soochow University) 

Yihua Zhang (Soochow University) 

Xaojun Zhang (Soochow University) 

Zhi Tao (Soochow University) 

(11:10-11:30) Classification of Normal and Pathological Voices Using Convolutional Neural 

Network …………………………………………………………………………………………………………325 

Changwei Zhou (Soochow University) 

Lili Zhang (Soochow University) 

Xiaojun Zhang  (Soochow University) 

Yuanbo Wu (Soochow University) 

Di Wu  (Soochow University) 

Zhi Tao (Soochow University) 

 

file:///E:/IEEE数据库提交/ICSMD2020%20program/keynote%20speech/ICSMD2020_Keynote_Abstract_Taofei.pdf
file:///E:/IEEE数据库提交/ICSMD2020%20program/keynote%20speech/ICSMD2020_Keynote_Abstract_Taofei.pdf
file:///E:/IEEE数据库提交/ICSMD2020%20program/keynote%20speech/ICSMD2020%20Lecture-Fujun%20Liang.pdf
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(11:30-11:50) Modeling Voice Pathology Detection Using Imbalanced Learning ………………330 

Ziqi Fan (Soochow University) 

Jinyang Qian (Soochow University) 

Baoyin Sun (Soochow University) 

Di Wu (Soochow University) 

Yishen Xu (Soochow University) 

Zhi Tao (Soochow University) 

(11:50-12:10) Multi-label Feature Selection for Long-term Electrocardiogram Signals ………335 

Yuwen Li (Southeast University) 

Zhimin Zhang (Science and Technology on Information Systems Engineering Laboratory)  

Fan Zhou (Southeast University) 

Yantao Xing (Southeast University) 

Jianqing Li (Nanjing Medical University) 

Chengyu Liu (Southeast University) 

10:10–12:10 
Session10: Advanced Measurement and Data Processing for Aerospace  
Chairs: Jingli Yang (Harbin Institute of Technology), Lianlei Lin (Harbin Institute of Technology) 
No.7 Meeting Room 

(10:10-10:30) A Robotic Sensor Node for Mechanical Property Detection of Material on Asteroid 

Surface …………………………………………………………………………………………341 

Jun Zhang (Southeast University) 

Maozeng Zhang (Southeast University) 

Yizhuang Ding (Southeast University) 

Liuchen Chen (Southeast University) 

Qixuan Li (Southeast University) 

Minghan Qin (Southeast University) 

(10:30-10:50) Research and Verification of Multi-Satellite Thermal Vacuum Test Method …347 

Xiaofeng Zhang (Innovation Academy for Microsatellites of CAS) 

Li Wu (Innovation Academy for Microsatellites of CAS) 

Hong Liu( Innovation Academy for Microsatellites of CAS) 

Jianchao Feng (Innovation Academy for Microsatellites of CAS) 

Meijuan Xu (Innovation Academy for Microsatellites of CAS) 

Rui Cheng (Innovation Academy for Microsatellites of CAS) 

(10:50-11:10) Satellite Control and Data Processing Unit Software Design based on Multi-core 

Processor …………………………………………………………………………………………………352 

Junwang He (Shanghai Engineering Center for Microsatellites) 

Luyang Xu(University of Science and Technology of China) 

Dongxiao Xu (Shanghai Engineering Center for Microsatellites) 

Shunjing Yu (Shanghai Engineering Center for Microsatellites) 

Kaige Wang (School of Information Science and Engineering) 

Liang Chang (Shanghai Engineering Center for Microsatellites) 

(11:10-11:30) Analysis of Ionospheric Scintillation Detection based on Machine Learning…357 

Mengying Lin (Southeast University) 
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Xuefen Zhu (Southeast University) 

Yimei Luo (Southeast University) 

Fan Yang (Southeast University) 

(11:30-11:50) Detection Method of Solar Radio Bursts Based on Support Vector Machine 

Model ………………………………………………………………………………………………………362 

Yimei Luo (Southeast University) 

Xuefen Zhu (Southeast University) 

Mengying Lin (Southeast University) 

Fan Yang ( Southeast University) 

 

(11:50-12:10) Optimal Placement of Blade Tip Timing Sensors Considering Multi-mode Vibration 

Using Evolutionary Algorithms …………………………………………………………………………367 

Jinghui Xu (Xi'an Jiaotong University) 

Baijie Qiao (Xi'an Jiaotong University) 

Zhibo Yang (Xi'an Jiaotong University) 

Yuanchang Chen (University of Massachusetts Lowell) 

Xuefeng Chen (Xi'an Jiaotong University) 

10:10–12:10 
Session 15: NDT&E and Intelligent Monitoring  
Chairs: Yuhua Cheng (University of Electronic Science and Technology of China), Liuyang Zhang 
(Xi’an Jiaotong University) 
No.10 Meeting Room 

(10:10-10:30) Eddy Current Thermography for the Detection of Conductive Defects in 

Composite Insulators……………………………………………………………………………………373 

Yanxin Tu (Tsinghua Shenzhen International Graduate school) 

Chenjun Guo (Electric Power Research Institute of Yunnan Power Grid Co.) 

Hongwei Mei (Tsinghua Shenzhen International Graduate school) 

Lishuai Liu (Tsinghua Shenzhen International Graduate school) 

Chenglong Cong (Tsinghua Shenzhen International Graduate school) 

Liming Wang (Tsinghua Shenzhen International Graduate school) 

(10:30-10:50) Model-Based Parameter Estimation Method for Terahertz Signals ……………378 

Yafei Xu (Xi’an Jiaotong University) 

Liuyang Zhang (Xi’an Jiaotong University) 

Xuefeng chen (Xi’an Jiaotong University) 

Zhen Zhang (Xi’an Jiaotong University) 

Zhonglei Shen (Xi’an Jiaotong University) 

Donghai Han (Xi’an Jiaotong University) 

(10:50-11:10) Battery State of Health Estimation with Incremental Capacity Analysis 

Technique…………………………………………………………………………………………………384 

Yuanyuan Li (University of Electronic Science and Technology of China) 

Hanmin Sheng (University of Electronic Science and Technology of China) 

Yuhua Cheng (University of Electronic Science and Technology of China) 
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(11:10-11:30) Convolutional LSTM Networks for Vibration-based Defect Identification of the 

Composite Structure ……………………………………………………………………………………390 

Ruiheng Zhang (University of Electronic Science and Technology of China) 

Rui Li (Shanghai Space Propulsion Technology Research Institute) 

Libing Bai (University of Electronic Science Technology of China) 

Lulu Tian (University of Electronic Science Technology of China) 

Jie Zhang (University of Electronic Science Technology of China) 

Zhen Liu (University of Electronic Science and Technology of China) 

(11:30-11:50) Study on the Lowest Spatial Resolution of Magnetic Flux Leakage Testing for 

Weld Cracks………………………………………………………………………………………………396 

Chunrui Feng (University of Electronic Science Technology of China),  

Zhen Zhang (Shanghai Space Propulsion Technology Research Institute) 

Libing Bai (University of Electronic Science Technology of China) 

Lulu Tian (University of Electronic Science Technology of China) 

Jie Zhang (University of Electronic Science Technology of China) 

Yuhua Cheng (University of Electronic Science and Technology of China) 

(11:50-12:10) Application of Tensor Decomposition Methods in Eddy Current Pulsed 

Thermography Sequences Processing ………………………………………………………………401 

Yiping Liang (University of Electronic Science and Technology of China) 

Libing Bai (University of Electronic Science and Technology of China) 

Jinliang Shao (University of Electronic Science and Technology of China) 

Yuhua Cheng (University of Electronic Science and Technology of China) 

 

14:00–15:40 
Session 1: Advanced Sensing and Intelligent Computation for Medical Signals & Others  

Chairs: Chengyu Liu（Southeast University ), Zhi Tao (Soochow University) 

Main Hall 

(14:00-14:20) A Portable NeuECG Monitoring System for Cardiac Sympathetic Nerve Activity 

Assessment………………………………………………………………………………………………407 

Yantao Xing (Southeast University) 

Jianqing Li (Southeast University) 

Zhengyuan Hu (Southeast University) 

Yuwen Li  (Southeast University) 

Yike Zhang (The First Affiliated Hospital of Nanjing Medical University) 
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Abstract—Due to the fact that proton exchange membrane 

fuel cell system application is restricted by its limited reliability 

and durability, an efficient technique for accurate and fast 

identification of PEM fuel cell faults is highly required. In this 

study, a PEM fuel cell fault diagnostic method is proposed based 

on fuzzy logic model and electrochemical impedance 

spectroscopy. The fuzzy rules used in fuzzy logic model for 

inferring diagnosis are derived directly from PEM fuel cell 

faulty mechanisms, thus avoiding inconsistent and even 

conflicting fuzzy rules used in previous studies. Moreover, its 

effectiveness in identifying different PEM fuel cell faults and 

various levels of faults are investigated. Results demonstrate 

that PEM fuel cell flooding and dehydration can be diagnosed 

accurately and PEM fuel cell faults at different levels can also 

be discriminated. 

Keywords—Proton exchange membrane fuel cell, fault 

diagnosis, fuzzy logic, electrochemical impedance spectroscopy, 

water management 

I. INTRODUCTION  

Fuel cells are attracting more attention as they can offer 
environmentally friendly electrical power. Among different 
types of fuel cells, proton exchange membrane (PEM) fuel cell 
are considered to be promising due to its advantages such as 
high efficiency and no other emissions other than water. 
However, the reliability and durability of PEM fuel cell 
systems are still restricting the wider commercial applications 
[1]. Although significant progress has been made during 
recent years in PEM fuel cell technology, there still exist a 
huge gap with the target. 

Because the PEM fuel cell is a complex multi-domain 
knowledge system and its performance can be greatly 
influenced by operating conditions, a variety of failures can 
occur during its operation, including poor water management 
issues, fuel starvation, etc. [2]. Therefore, it is necessary to 
detect and isolate PEM fuel cell faults, so as to take mitigation 
strategies for improving its reliability and durability. 

In recent years, a set of researches have been devoted for 
PEM fuel cell diagnosis, and the widely used approaches 
include model-based methods [3] and data-driven methods [4]. 
In model-based methods, the mathematical model of PEM 
fuel cell should be developed, where in-depth knowledge of 
behavior inside PEM fuel cell is required. This restricts the use 
of model-based methods. With regard to data-driven method, 
signal processing techniques can be used to the test data for 
fault identification, without the requirement of PEM fuel cell 

mathematical model. However, sufficient test data at different 
PEM fuel cell status should be acquired, which is time-
consuming and may not be possible in some situations, like 
obtaining sufficient test data from PEM fuel cell vehicles at 
faulty states. Moreover, as different PEM fuel cell systems 
may show performance variations due to system dimension 
and material property difference, the same fault will cause 
different levels of degradations at different PEM fuel cell 
systems, thus data-driven approaches might not be robust in 
PEM fuel cell fault diagnosis. 

Besides the above two types of methods, knowledge-based 
approaches have also been applied for PEM fuel cell fault 
diagnosis, such as fuzzy inference system (FIS) which based 
on fuzzy logic (FL) and fuzzy set theory. It can imitate human 
reasoning to take decisions, and has been used in different 
fields including system state inference, process simulation and 
diagnosis [5]. In FL, inputs and corresponding fuzzy rules 
which in the form of IF-THEN statements are the key for 
accurate fault diagnosis. From previous studies, the FL model 
inputs can be generally divided into two groups, including 
features from characterization test like polarization curve or 
electrochemical impedance spectroscopy (EIS), and data 
collected during PEM fuel cell operation, such as current, 
voltage, temperature, etc. [6]. Among these inputs, features 
from EIS are more widely used, since these variables can be 
linked to PEM fuel cell internal mechanisms, thus the faults 
and associated degradations can be connected. 

However, in most studies, the selection of EIS features as 
FL model inputs is still largely depend on researchers’ 
experience. The reason is that in these studies, fuzzy rules 
associated with FL model inputs are generated using 
algorithms such as fuzzy clustering [7]. Therefore, the 
generated fuzzy rules are heavily rely on the training data and 
may not have physical meaning, which hinders the direct link 
between fuzzy rules and PEM fuel cell faults and associated 
degradation mechanisms. Moreover, with different EIS 
features selected, diagnostic performance bias may be caused, 
which brings great difficulty in applying knowledge-based 
approached in fault diagnosis at practical PEM fuel cell 
applications. Therefore, the appropriate selection  FL model 
inputs for consistent diagnostic performance at PEM fuel cell 
systems is highly required. 

In this study, a FL model for PEM fuel cell fault diagnosis 
is presented, where a novel method for generating fuzzy rules 
is proposed. In the analysis, the relationship between EIS 
features and PEM fault mechanisms is clarified, from which 
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EIS features more affected by PEM fuel cell faults are selected 
as FL model inputs. With selected model inputs and clarified 
relationship, consistent fuzzy rules can be generated for the 
inference. Moreover, the PEM fuel cell water management 
issues, including flooding and dehydration, are selected in the 
study to investigate effectiveness of proposed method. The 
reason why choose water management issues is that these 
issues are usually experienced in practical PEM fuel cell 
applications [8], and with proper mitigation strategies, the 
degradation caused by poor water management can be 
recovered efficiently. Test data is collected such that the 
robustness of proposed method can be better highlighted. 

The contribution of this work lies in that FL model inputs 
are selected from expert knowledge or clarified results in 
previous studies, which can directly represent the PEM fuel 
cell performance variation. Therefore, the generated fuzzy 
rules using these inputs can be linked to PEM fuel cell fault 
mechanisms directly. Consequently, its performance and 
robustness can be ensured, which will be beneficial in fault 
diagnosis at practical PEM fuel cell applications. The 
flowchart of developed FL model is shown in Fig. 1. 

This paper is organized as follows. In section II, the 
features extracted from EIS spectrum are selected based on 
previous studies, and development of fuzzy rules and FL 
model are also presented. Model validation, including the  
description of  the test data under different faults with different 
levels and the diagnosis results of the proposed method is 
given in section III. From the findings, conclusions are made 
in section IV. 

II. METHODOLOGY 

A. Selection of EIS Features  

EIS is a versatile tool for fuel cell diagnosis that can 
provide rich information for evaluating fuel cell performance 
[6]. In the analysis, features from EIS more affected by PEM 
fuel cell faults will be extracted and used as FL model inputs. 
This can be achieved from previous studies regarding PEM 
fuel cell degradation mechanisms. As described in section I, 
PEM fuel cell water management issues are investigated in 
this study, thus EIS features affected by flooding and 
dehydration are determined, with which fuzzy rules are 
generated for fault diagnosis. 

A typical EIS spectrum contains a high frequency loop and 
a low frequency loop. The high frequency loop corresponding 
to the charge transfer process of PEM fuel cell and the low 

frequency loop is in relation with the mass transport process 
of PEM fuel cell [9]. 

 Based on previous studies, several EIS features sensitive 
to PEM fuel cell poor water management issues are 
determined, which are summarized as follows. 

Internal resistance (Rm). The internal resistance 
represents the total Ohmic resistance of PEM fuel cell, among 
which is mainly the membrane resistance, which can reflect 
the membrane humidification level [4]. In the General Motors 
patent [10], the interdependency between the degree of 
humidification and the internal resistance of the fuel cell was 
studied, where proposed that the internal resistance would be 
increased with  cell drying. While in [11], it was concluded 
that the internal resistance was only slightly modified with the 
PEM fuel cell flooding. 

Charge transfer resistance (Rt). Many researchers 
connected the diameter of the high frequency loop of EIS with 
the charge transfer resistance [12]. In [13], Hsieh et al. found 
that the charge transfer resistance decreased due to the 
increased dehydration. This is also in agreement with [14], 
where it also found that water accumulation not only impeded 
the transfer of electron at the electrode surface but also  
reduced the electron transfer rate, leading an increase of the 
transfer resistance. 

Warburg impedance (W). The resistance describes the 
diffusion convection of the different gases at the electrode, 
which can be represented by diffusion Ohmic resistance (W-
r) and diffusion time constant (W-τ). In [15], the authors 
pointed out the diffusion Ohmic resistance increased with the 
increase of water content, while the decrease of diffusion time 
constant was also observed. 

Double layer capacitance (C). The capacitance is at 
interface between electrode and electrolyte, which will 
increase with the water accumulation according to [15]. 

Based on above studies, EIS features changed in the 
process of dehydration and flooding are summarized in the 
Table I, where ‘I’, ‘D’ represent increase and decrease, 
respectively, and ‘C’ represents constant or slightly changed 
during the flooding or membrane dehydration. 

B. Generation of Fuzzy Rules 

FL starts with the concept of fuzzy set, which has not a 
clearly defined boundary and contains only a partial degree of 
membership compared with the classical set. The overlap 
between these sets indicates how behavior changes under 
different operating conditions, and the centers of these sets can 
be defined by known behavior from the rules-literature [16]. 
In this study, input fuzzy sets are defined as the percentage 
changes of EIS features associated with PEM fuel cell faults, 
where a positive value indicates that faults can cause feature 

Clarification of 

EIS features 

Selection of 

FL model 

inputs

Generation of 

Fuzzy rules

Construction 

of FL model

Fig. 1.   Illustration of proposed method for PEM fuel cell fault diagnosis. 

TABLE I.           EIS FEATURE ARIATIONS UNDER FLOODING AND DEHYDRATION SITUATION 

 Flooding  Dehydration 

Internal resistance (Rm) D or C I 

Charge transfer resistance (Rta and Rtc) I D 

Diffusion Ohmic resistance (W-r) I D 

Diffusion time constant (W-τ) D I 

Double layer capacitance (Cda and Cdc) D I or C 
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increase, and vice versa. It should be noted that, for 
simplification purpose, triangular and trapezoidal set 
functions are used as membership functions herein. The fuzzy 
input sets of the FL model are shown in Fig. 2. 

As for the output fuzzy set, a scale is developed to 
indicate different PEM fuel cell status, i.e., normal situation, 
flooding and membrane dehydration, which is shown in Fig. 
3. In this study, a 0 - 1 range is proposed with a rating of 
between 0.5 and 0.6 representing the “normal” situation, 
lower numbers below 0.5 indicating a ‘dehydration’ failure, 
and scale numbers higher than 0.6 representing a ‘flooding’ 
failure. Similarly, triangular and trapezoidal set functions are 
used.  

Based on the fuzzy sets and selected EIS features, fuzzy 
rules can be generated with the form of logical IF-THEN 
statements and are listed in Table II. These rules are derived 
directly from previous studies, thus have physical meanings of 
degradation mechanisms. Moreover, although only fuzzy 
rules related to poor PEM fuel cell water managements are 
generated herein, they can be easily expanded to include more 
PEM fuel cell faults. 

C. Framework of Proposed Diagnostic Technique 

From above results, FL model inputs can be determined 
with selected EIS features. Based on the fuzzy rules which 
extracted from previous studies directly,  inference can be 
made to distinguish the PEM fuel cell states. The framework 
of the diagnostic technique is depicted in Fig. 4.  

III. VALIDATION 

For investigating the effectiveness and robustness of 
proposed method, two groups of EIS data  are used from [17], 
including EIS data collected at different PEM fuel cell faults 
(flooding and dehydration herein), and EIS data collected at 
various levels of faults. With the test data, diagnostic capacity 
of proposed method in discriminating both different PEM fuel 
cell faults and various fault levels can be clarified. 

In this section, the test data is firstly presented. In order to 
extract EIS features described in section II, an equivalent 
circuit model (ECM) is used to fit these data. With extracted 
EIS features, the diagnostic performance of proposed method 
is then investigated. 

A. Acquisition of the Test Data  

In this study, test data from previous study [17] is used, 
which can be regarded as the benchmark data for validating 
the effectiveness of proposed method. In the test, a six-cell 
PEM fuel cell stack with an active surface area of 150 cm2 was 
adopted, both flooding and membrane dehydration were 
triggered on-line. For the EIS measurements, ac perturbation 
was chosen as a function of the direct current. In addition, the 
frequencies were ranged from 0.1 Hz to 1 kHz, with 10 
measurement points per decade were applied. 

The first group of data, i.e., the data acquired under three 
different status of PEM fuel cell is recorded at 70 A dc, as 
shown in Fig. 5. 

The second group of data, is shown in Fig. 6 (a) and (b). 
These EIS spectrum measurements were taken during the 
experiments where the mean cell voltage evolution was 
recorded while the water built up or the membrane got drying 
and recorded as minor, medium, and serious according to the 
severity of degradation.  The arrangements of the system in 

the experiment with water built up is listed in Table III, where 
h represents the inlet gases relative humidity, T represents the 
temperature and S represents the stoichiometry imposed at 
cathode or anode. For trigging the membrane dehydration, the 
inlet gas relative humidity lowered to 10% and 15% on anode 
and cathode side, respectively, with other conditions remain 
the same with the flooding one. EIS spectrum was recorded at 
70 A for both flooding and membrane dehydration. 
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Fig. 2.   Fuzzy input sets with membership functions. 
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B. Equivalent Electrical Model of the PEM Fuel Cell  

In this paper, the ECM containing features extracted in 
section II is shown in Fig. 7, which is selected to fit the test 
data. It retains a strong physical meaning and is found to fit 
very well to the data. It has been widely used in previous 
studies and its effectiveness have been proved in [18]. For 
each spectrum, the model is fitted to the data using ZView 
software in the analysis.  

C. Capacity to Distinguish Different Fault  

To test the efficiency and robustness of the FL model in 
distinguishing the different situations of PEM fuel cell, the 
first group data (i.e. Fig. 5) is fitted to the ECM, and Table IV 
lists the variations of extracted features at each PEM fuel cell 

status and △ represents the changes of features in faulty status 

compared with normal status. As shown in Table IV, the 
selected EIS features are clearly affected with PEM fuel cell 
flooding and membrane dehydration, indicating that the 
selected FL model inputs are sensitive to PEM fuel cell faults. 

The variations of extracted EIS features are then used as 
inputs to the constructed FL model (as depicted in Fig. 4), 

TABLE II.           GENERATED FUZZY RULES 
 

IF        THEN 

1 Rm is nomal AND Cda is normal AND Rta is nomal AND Cdc is normal AND Rtc is 

normal AND W-r is normal AND W-τ is normal 

Situation is normal 

2 Rm is increased AND Cda is normal AND Rta is nomal AND Cdc is normal AND Rtc is 

normal AND W-r is normal AND W-τ is normal 

Situation is dehydration 

3 Rm is increased OR Cda is decreased OR Rta is decreased OR Cdc is decreased OR Rtc is 

decreased OR W-r is decreased OR W-τ is increased 

Situation is dehydration 

4 Rm is not increased OR Cda is not decreased OR Rta is increased OR Cdc is not 

decreased OR Rtc is increased OR W-r is increased OR W-τ is decreased 

Situation is  flooding 

 

 

Input

Ri(increased or 

decreased)

 If Rm is nomal and Cda is normal and  Rta is nomal 

and Cdc is normal and Rtc is normal and W-r is 

normal and W-τ is normal

If Rm is increased and Cda is normal and  Rta is nomal 

and Cdc is normal and Rtc is normal and W-r is 

normal and W-τ is normal

If Rm is increased or Cda is decreased or  Rta is 

decreased or Cdc is decreased or Rtc is decreased or 

W-r is decreased or W-τ is increased

 

 

 Output

situation
Input

Rta(increased or 

decreased)

 The inputs are crisp 

(non-fuzzy).

 All rules are evaluated in 

parallel.

 The results of the rules 

are combined and 

defuzzified.

 The result is  a crisp 

(non-fuzzy) number.
 

Fig. 4.   Fuzzy diagnostic system structure. 

   

Fig. 5.   EIS spectrum recorded at 70A under three situations.  
 (a) EIS spectrum while the water built up. 

 
(b) EIS spectrum while the membrane got drying. 

Fig. 6.   EIS spectrum under different degree of faulty situaions. 

TABLE III.           THE ARRANGEMENT OF THE EXPERIMENT WITH 

WATER BUILT UP 

hca (%) ha (%) T (℃) Sca Sa 

50 70 60 4 1.2 
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where fuzzy rules listed in Table II are incorporated, from 
which the PEM fuel cell states can be inferred. The outputs of 
the FL model in different situations are listed in Table V.  

From Table V, both flooding and dehydration can be 
discriminated accurately with the proposed method. Since no 
training process and manual configuration are required in the 
method, the proposed technique can be used as fast and 

 

  

  
 

  

  
    

 

TABLE VI.           EVOLUTION  OF THE FEATURES WHILE WATER BUILDS UP 

 Rm Cda Rta Cdc Rtc W-r W-τ 

Minor 0.0046 6.9150 0.0103 0.3901 0.0130 0.0072 0.0536 

△2 (%) 1.4 8.5 9.0 -10.1 131.7 106.7 -33.7 

Medium 0.0046 7.3200 0.0129 0.3765 0.0210 0.0146 0.0509 

△3 (%) 3.2 14.9 37.1 -13.2 274.9 317.9 -37.0 

Serious 0.0046 7.4210 0.0153 0.4752 0.0324 0.0155 0.0365 

△4 (%) 2.3 16.5 63.1 9.6 479.3 341.5 -54.8 

TABLE VII.           EVOLUTION  OF THE FEATURES THE MEMBRANE GETTING DRY 

 Rm Cda Rta Cdc Rtc W-r W-τ 

Minor 0.0084 5.0900 0.0073 0.3205 0.0055 0.0025 0.1429 

△2 (%) 87.5 -26.1 -22.8 -20.1 -1.4 -27.9 76.8 

Serious 0.0096 4.0256 0.0065 0.3033 0.0043 0.0011 0.1244 

△3 (%) 114.0 -30.1 -31.3 -36.8 -22.9 -68.9 53.9 

TABLE VIII.           DIAGNOSTIC RESULTS WITH WATER BUILDS UP 

 Minor Medium Serious 

The output of the FL 

model 

0.656 0.716 0.863 

TABLE IX.           DIAGNOSTIC RESULTS THE MEMBRANE GET DRYING 

 Minor Serious 

The output of the FL 

model 

0.487 0.331 

 

TABLE IV.           THE FEATRUES AND CORRESPONDING VARIATIONS IN FAULTY STATUS COMPARED WITH NORMAL STATUS 

 Rm Cda Rta Cdc Rtc W-r W-τ 

Normal state 0.0045 6.371 0.0094 0.4337 0.0056 0.0035 0.0808 

Flooding 0.0047 6.9490 0.0320 0.5332 0.0090 0.0085 0.0700 

△1(%) 4.4 9.1 240.4 22.9 60.7 142.9 -13.4 

Dehydration 0.0149 1.3760 0.0057 0.1971 0.0024 0.0029 0.1552 

△2 (%) 231.1 -78.4 -39.4 -54.6 -57.1 -17.1 92.0 

TABLE V.           DIAGNOSTIC RESULTS WITH CONSTRUCTED FL MODEL IN THREE DIFFERENT STATUS 

 Normal  Flooding  Dehydration  

The output of the FL 

model 

0.5 0.863 0.137 

 

Rm

Rta Rtc

Cda

W

Cdc

 

Fig. 7.   ECM of PEM fuel cell. 

automatic fault identification tool in practical PEM fuel cell 
systems.

D. Capacity to Distinguish Different Degree of the Fault

  To  test  the  capability of  the  model in  discriminating 
different degrees of flooding or dehydration, the second group 
of data (as shown in Fig. 6) is fitted to the ECM. Similarly, the 
features and corresponding increments presented by △ while 
water built up and the membrane got drying are given in Table 
VI and Table VII, respectively. It  can  be  seen  from  above 
tables that different levels of PEM fuel cell faults, especially 
the minor fault, can also significantly affect the selected EIS 
features,  indicating  the  potential  of  proposed  method  in 
identifying early stage PEM fuel cell faults.
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With extracted EIS features and fault diagnosis procedure 
depicted in Fig. 4, outputs of the FL model for different degree 
of flooding and membrane dehydration are listed in Table VIII 
and Table IX, respectively.  

It can be seen that PEM faults at different levels can also 
be distinguished with constructed FL model. This will be 
beneficial in practical applications, since with accurate 
identification of faults at different levels, especially the early 
stage fault, appropriate mitigations can be taken to recover 
PEM fuel cell performance before irreversible degradation is 
caused. 

It can be concluded from above results that the proposed 
FL-based fault diagnostic technique has several advantages 
over the previous FL-based methods. 1) Training data is not 
required in the proposed method for generating fuzzy rules, 
this makes the proposed method be used automatically. 2) The 
fuzzy rules in the study are generated with clarified 
degradation mechanisms and expert knowledge, thus with 
consistent fuzzy rules, the proposed method can be used at 
different PEM fuel cell systems for accurate diagnosis. 3) 
Although only flooding and dehydration are investigated in 
this study, the proposed method can be easily expanded to 
accommodate more faults, by generating related fuzzy rules. 

IV. CONCLUSIONS 

In this paper, a PEM fuel cell fault diagnostic method is 
proposed based on FL model, and its effectiveness in 
identifying PEM fuel cell poor water management issues is 
investigated.  

 In the analysis, the fuzzy rules are derived directly from 
PEM fuel cell faulty mechanisms, where relationships 
between PEM fuel cell faults (flooding and dehydration herein) 
and affected PEM fuel cell features in EIS are obtained. The 
effectiveness of proposed method is investigated using PEM 
fuel cell test data at different status and in different degrees. 
Results demonstrate that not only PEM fuel cell flooding and 
dehydration can be discriminated, but also PEM fuel cell 
faults in different degrees can be identified with the proposed 
method. 

The proposed method can be great beneficial in practical 
applications. Firstly, since training data is not used in 
generating fuzzy rules, whose obtaining is time-consuming 
and expensive, the proposed method can be used more 
efficiently in fault diagnosis. Secondly, its capability of 
identifying early stage PEM fuel cell fault can be used to 
extend the system lifetime, as mitigation strategies can be 
taken to remove the fault effect. Last but not the least, the 
proposed method is expandable, indicating the fuzzy rules 
relating to more PEM fuel cell faults can be generated at the 
same manner, such that the proposed method can be used to 
identify more faults. 
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Abstract—The study investigates performance of using 

polarization curve for fuel cell fault detection and isolation. As 

polarization curve can be obtained at practical proton exchange 

membrane fuel cell (PEMFC) system efficiently, its diagnostic 

procedure can be used for on-line purpose. The paper starts 

with background knowledge about polarization curve and its 

use in fault diagnosis. Polarization curves obtained at a PEMFC 

system will then be employed to detect abnormal behavior. By 

studying variation in the gradients of collected curves, PEMFC 

fault is identified. Furthermore, two classification techniques 

are applied to isolate different PEMFC conditions, including 

healthy and faulty conditions. Results demonstrate that by 

monitoring and analyzing polarization curves, PEMFC fault 

can be identified accurately, and processing of such information 

can meet on-line diagnosis requirements. 

Keywords—PEMFC, fault diagnostics, polarization curve, 

wavelet packet transform 

I. INTRODUCTION 

Fuel cell is the core component of new energy vehicle, 
which is related to the vehicle's endurance and other key 
performance. With development of hydrogen and fuel cell 
technology, they have been equipped at different applications. 
However, PEMFC operating safety and its useful lifetime are 
still major barriers preventing it from further 
commercialization. 

In the last few decades, a set of studies have been focused 
on PEMFC fault identification, which can be separated into 
model based and non-model driven methods [1-11]. 
Regarding the model driven methods, PEMFC model should 
be constructed, system faults can then be detected and isolated 
with comparison of residual between model outputs and actual 
measurements. Three kinds of models can be constructed for 
this purpose. White box model uses space differential 
equations to express activities inside fuel cells, thus they can 
provide accurate diagnostic results. But due to their 
complexity and time-consuming analysis, they are not suitable 
for on-line diagnosis [3]. Grey box model is developed using 
physical laws derived from priori knowledge, thus 
mathematical formulas is replaced using empirical equations, 
which makes them commonly used in the studies to perform 

diagnosis of fuel cell systems [4-6]. While black box model 
relies on data-based approaches, with training data, the 
relationship between inputs and outputs of the models are 
deduced. This developed relationship is then employed to 
perform fault diagnosis. Therefore, black-box models are 
usually used in complex non-linear systems, where it is 
difficult for model development using mathematical or 
empirical equations [7-8]. Besides model based techniques, 
non-model driven techniques is also utilized to identify faults 
in fuel cell systems. Compared to model based methods, non-
model based techniques only rely on expert knowledge or test 
data. Based on previous studies, artificial intelligence 
techniques, like neural network [9], fuzzy logic [10], statistical 
methods [7-8], including principle component analysis, fisher 
discriminant analysis, kernel fisher discriminant analysis, and 
kernel principle component analysis, moreover, signal 
processing methods based on wavelet transform [11] and 
Fourier transform (FT), can be used to identify PEMFC 
abnormal conditions. 

For applying above techniques for fault identification, 
PEMFC system sensor measurements should be collected and 
used for analysis, collected PEMFC data should be capable of 
representing behavior inside fuel cells, especially changes due 
to PEMFC faults. With previous researches, a series of sensors 
can be utilized in PEMFC diagnostics, including voltage, 
current, temperature, pressure, gas flow, etc. [7-10] 

With PEMFC sensor measurements, PEMFC abnormal 
conditions can be identified using fault diagnostic algorithms 
proposed in previous studies. However, as large amount of 
data samples are obtained with PEMFC operation, fault 
diagnostic algorithms may be time-consuming, thus these 
proposed methodologies can only be used for off-line 
diagnosis. As a possible solution, several researches have been 
devoted on-line PEMFC diagnostics using single 
measurement, such as PEMFC output voltage [10] and 
electrochemical impedance spectroscopy (EIS) [11-12]. 
However, the use of voltage alone in diagnostics is only valid 
in steady-state conditions, as current effect must be considered 
in the dynamic conditions, while measurement of EIS requires 
extra testing equipment and may interrupt normal fuel cell 
operation, thus their applications for on-line fault diagnosis 
are constrained.

* Lei Mao is the corresponding author. (e-mail: leimao82@ustc.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 

mailto:39752110@qq.com
mailto:liuaolow@mail.ustc.edu.cn
mailto:674458148@qq.com


8 

 According to previous studies, polarization curve can be 
collected efficiently from PEM fuel cell, and several losses, 
such as Mass transport loss, activation loss, and Ohmic loss, 
can be characterized with the curve. Compared to EIS, 
polarization curve can be collected without extra testing 
equipment, and normal operation of fuel cell system will not 
be interrupted [13-14].  However, further study is still required 
for investigating diagnostic effectiveness using polarization 
curve, especially at practical PEM fuel cell systems. 

This study investigates effectiveness of using polarization 
curve in identifying practical PEMFC system faults. In section 
2, background knowledge of polarization curves is described. 
Section 3 collects polarization curve at a practical PEMFC 
system, and gradients of activation and Ohmic losses from 
polarization curves are used to identify PEM fuel cell 
abnormal performance. Furthermore, two classification 
algorithms are applied to discriminate different fuel cell 
conditions. Section 4 provides the conclusions.. 

II. DESCRIPTION OF POLARIZATION CURVE FOR FAULT 

DIAGNOSIS 

From previous studies, polarization curve can express the 
relation between PEMFC current and corresponding output 
voltage, which could be measured efficiently at PEMFC 
system without increasing measurement complexity [24, 25]. 
In this process, different levels of current densities should be 
applied, and corresponding fuel cell voltages will be collected.  

It is noted that at polarization curve measurement process, 
for each current level, sufficient time (usually 5-15 minutes) 
is required for the system to reach stabilization. Moreover, as 
multiple current density and voltage points are collected, in 
order to get reliable polarization curves, the last 1/3 points for 
each current level should be averaged and then plotted to 
express the relationship between current density and voltage. 
The reason of averaging the last 1/3 points is that when the 
current jumps to a new level, certain time is required for the 
system stabilization, and the average operation can further 
improve the accuracy of polarization curve. Figure 1 depicts a 
typical PEMFC polarization curve. 

It is found that three phases are included in the curve, 
which correspond to various PEMFC losses. With these losses, 
output voltage is calculated using the following equation. 

 Vcell =En-Vact-Vohm-Vmass (1) 

where  Vcell is PEMFC output voltage (V), En is open circuit 
voltage , Vact, Vohm, and Vmass represent the voltage losses due 
to different mechanisms, which are expressed as follows. 

 Vact = R T/(2×F) ln(i/ioc) (2) 

 Vohm = iRmembrane (3) 

 Vmass=mmassexp(nmassi) (4) 

where i is current density (A/cm2), R is universal gas constant 
(J/mol.K), T is temperature of PEMFC system (K), α is charge 
transfer coefficient, F is Faraday constant (C/mol), ioc is the 
exchange current density at cathode (A/cm2) ,Rmembrane is 

membrane resistance (/cm2), mmass and nmass are mass 
transport loss voltage coefficients. 

From above results, it is expected that with PEMFC 
performance change, polarization curve is changed 
accordingly. Therefore, by analyzing different polarization 
curves, PEMFC condition could be evaluated effectively. 

In the analysis, in order to minimize the computational 
time, two approaches are applied to polarization curves, 
including the direct comparison of polarization curve 
gradients, and extract feature from polarization curve using 
wavelet packet transform, which will be described below. 

The first approach uses gradients of different phases from 
polarization curve to detect the PEMFC abnormal condition. 
It is expected that with existence of fuel cell fault, the 
corresponding phase of polarization curve would be affected. 
With this method, three gradients will be obtained from each 
polarization curve, and fuel cell fault is detected by comparing 
these gradients of different polarization curves. 

In the second approach, wavelet packet transform (WPT) 
is selected to analyze polarization curve. With extracted 
wavelet coefficients, normalized energy is computed as 
follows.  

  (5) 

where Ep is normalized energy of wavelet packet p, Np is 

coefficient number in wavelet packet p, is WPT 
coefficient. 

In this study, three layer wavelet packet transform is used, 
which is shown in Figure 2. It can be seen that 14 wavelet 
packets can be obtained from each polarization curve, from 
which 14 normalized energies are obtained and utilized for 
fault detection. 
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Fig. 1.   Polarization curve of a PEM fuel cell 

 

Fig. 2.   3 level WPT, g[n] and h[n] are low-pass and high-pass wavelet 

packets 
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It is mentioned that reason of selecting WPT herein is that 
with FT analysis, it is found that power spectrum of 
polarization curve is concentrated at low frequency range, thus 
features from low frequency domain should be used to capture 
PEMFC performance variation. With wavelet packet 
transform, coefficients are extracted from different frequency 
bins, and using normalized energies, information from various 
frequency bins can be expressed. This will be facilitate the 
extraction of more representative features for PEMFC 
diagnostics. 

III. EFFECTIVENESS OF POLARIZATION CURVE IN PEMFC 

DIAGNOSTICS 

In the analysis, an evaporative cooled (EC) PEMFC 
system is selected, which is depicted in Figure 3. It can be 
observed that during PEMFC operation, besides hydrogen and 
air, water is also input into PEMFC and partly evaporated to 
form a liquid/vapor mix carrying thermal energy. For 
maintaining PEMFC water balance, sufficient water is 
recovered in heat exchange and then injected to the water tank. 

During PEMFC operation, the polarization curve is 
collected at certain time intervals, this is utilized for 
monitoring PEMFC performance. Figure 4 depicts a measured 
PEMFC polarization curve, with the collection procedure 
described in section 2.  

In Figure 4, the third phase which expresses mass transport 
loss cannot be found. The reason is that in EC fuel cell system, 
the limit for maximum current is set to avoid the possible 
damage to electric elements in the system. Therefore, in this 
study, only activation loss and Ohmic loss are analyzed for 
PEMFC diagnostics. 

As described before, behavior change in PEMFC system 
could be indicated using variations in polarization curve at 
different phases. Therefore, by monitoring evolutions of these 
phase gradients, the performance variation in PEM fuel cell 
system can be identified.  

Figure 5 depicts evolutions of two gradients from collected 
polarization curves, including gradient of activation loss and 
gradient of Ohmic loss, where vertical red dashed lines 
represent the time point when PEMFC is replaced. At these 
time points, gradient evolution can be separated into four 

stages. It is mentioned that since PEMFC system was tested 
within the lab, thus the variation of external parameters, like 
environmental temperature and humidity, can be ignored in 
the analysis, and the variation of collected polarization curve 
is only due to the fuel cell performance change.  

Several findings can be observed from above figure. The 
gradients of Ohmic loss phase shows significant variation at 
stage 3 which is due to the hydrogen issue, while the evolution 
curve of activation loss phase is more ‘noisy’, and clearly 
reduction at stage 3 is also observed. It is mentioned that 
PEMFC stack replacement reduces the Ohmic loss and 
activation loss gradients slightly (shown in Figure 4 from 
stage 1 to stage 2), indicating the replaced fuel cell stack can 
still guarantee the fuel cell performance, this further confirm 
the necessity of using more effective health monitoring 
techniques in PEMFC systems.  

As presented before, two approaches will be applied to 
perform fault detection using collected polarization curves. In 
the first approach, two gradients from each polarization curve 
are obtained, these values will be used to detect the existence 
of fuel cell fault. Figure 6 depicts the results of fault detection 
using two gradients. It can be seen that by comparing 
polarization curve gradient directly, PEMFC fault is not 
accurately identified, and several PEM fuel cell conditions are 
misclassified.  

WPT is also utilized to analyze measured curves for 
extracting WP coefficients, and normalized energy is obtained. 
Figure 7 shows the fault detection results using two features 
(normalized energies), which are selected using SVD 
described in section 2. It should be noted that in the analysis, 
among 14 calculated energies, two highest values are used in 
diagnostics. Therefore, features 1 and 2 in Figure 7 
corresponds to two highest energy value calculated using Eq. 

(5). 

 

Fig. 3.   Block diagram of EC fuel cell system 

 

 

Fig. 4.   A collected PEMFC polarization curve 
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Fig. 5.   Evolution of gradients for activation and Ohmic loss phases 
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Fig. 6.   Fault detection results using gradients from polarization 

curves 
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From Figure 7, by using two highest energy values, most fuel 

cell fault can be detected, as this detection can be made 
quickly (about 20 seconds), it could be used at practical 
PEMFC systems effectively to alert existence of the fuel cell 
fault.   

Moreover, since the reason of using wavelet packet 
transform is that it can extract information from raw signal at 
different frequency ranges, and from results, features 1 and 2 
in Figure 7 (two highest normalized energies) are from low 
frequency domains. This further confirm that features from 
low frequency range can be selected in PEMFC diagnostics 
using polarization curve.  

IV. CONCLUSION 

The performance of polarization curves for on-line 
PEMFC diagnostics is investigated in the study. Since 
polarization curve can be measured efficiently at PEMFC 
system and can express various PEMFC losses, and by 
analyzing gradient evolution from measured curves, PEMFC 
performance could be monitored effectively. 

With information extracted from measured curves, 
PEMFC condition could be easily monitored. Two approaches 
are applied in this paper, including the use of gradients from 
polarization curves, and utilization of normalized energy from 
wavelet packet transform. Based on findings, PEMFC system 
faulty state could be better discriminated with wavelet packet 
transform analysis. Moreover, the time-effectiveness of the 
analysis can meet the requirement of on-line fault diagnostic 
tasks.  

Further study will be performed for investigating 
effectiveness of proposed method for PEMFC system using 
polarization curves containing more failure modes. Moreover, 
polarization curves including mass transport loss phase will be 
considered and included in the future diagnostic analysis. 
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Abstract—Since eddy current displacement sensors (ECDSs) 

are based on phenomenon of electromagnetic induction, their 

measurement results would be seriously disturbed by the 

magnetic interference. Traditional solution is to add a shield 

integrated in the sensing probe, but it will also affect the 

property of sensing coil. In this paper, an alternative solution is 

proposed to suppress the low-frequency magnetic interference 

by high-frequency signal conditioning circuits with deliberate 

filtering segments. Prototype ECDS provides a resolution of 20 

nm with measuring range of 50 μm and bandwidth of 3 kHz, 

under magnetic interference of 6000 A/m at 1 kHz. 

Keywords—eddy current displacement sensor; magnetic 

interference; filter circuit; nanometer resolution 

I. INTRODUCTION 

High performance displacement sensors are extensively 
employed in the advanced scientific and industrial fields with 
precision positioning requirements [1-3], such as precision 
manufacturing, microscopic manipulation, and astronomical 
observation. These sensors are expected to be non-contact, 
high resolution, and immune to environmental interference [4]. 
The mostly utilized types are optical, capacitive, and eddy-
current sensors [5, 6]. Among them, eddy current 
displacement sensors (ECDSs) are inherently compact, low 
cost, and tolerance of dirty environment, especially suitable 
for narrow displacement measurements in harsh working 
environments [7]. 

With the development of advanced sensing technologies, 
nanometer resolution has been achieved for the ECDSs [8, 9]. 
Meanwhile, as ECDSs are based on the phenomenon of 
electromagnetic induction, external magnetic fields would 
couple with the sensing coils [10], while the sensors are 
installed with power cables and electrical motors. Such 
interference will result in serious and intolerable error and 
noise of the sensors. Although the magnetic interferences on 
inductive sensors have been modeled to estimate their 
influence on the measurements [11], the general solution to 
eliminate the interference is to add a shielding layer [12]. 
However, the magnetic interferences in different frequency 
ranges require different shielding materials and the shielding 

effects on sensing coils would be fatal for the precision 
displacement measurements [13]. Thus, other approaches 
should be developed to suppress the magnetic interference of 
ECDSs and remain the extremely high resolution . 

In this paper, an ECDS with nanometer resolution is 
designed for the applications with magnetic interference. First, 
the influences of external magnetic field on the sensing coil of 
ECDS are estimated and the effects of the shielding layer are 
analyzed. Then, high-frequency signal conditioning circuits 
with deliberate filtering segments are proposed for 
amplification of weak displacement signal and suppression of 
magnetic interference. Finally, a prototype ECDS is 
manufactured and its performances under strong magnetic 
field interference are tested to confirm the proposed sensor. 

II. INTERFERENCE AND SHIELD OF SENSING COIL 

In general, a typical ECDS consists of a sensing coil, a 
conductive target, and corresponding signal conditioning 
circuit [14]. As shown in Fig. 1, an alternating current excites 
the sensing coil and generates an alternating magnetic field. 
The conductive target will induce a significant eddy current 
and generate an opposite magnetic field to the sensing coil. 
Meanwhile, the eddy current also dissipate electric energy due 
to the resistivity of conductive target. Such an interaction 
varies the equivalent inductance and resistance of the sensing 
coil. As the interaction statement is related to the distance 
between sensing coil and conductive target, precision relative 
displacement measurement can be obtained by demodulation 
of impedance variation with signal conditioning circuits. 

 

Fig. 1. Working principle (a) and equivalent circuit (b) of ECDSs. 
*Chengliang Pan is the corresponding author. (E-mail: clpan@hfut.edu.cn). 



12 

Here, a finite element analysis model of ECDS is 
established to quantitatively investigate the influences of 
external magnetic field and shield. Figure 2 shows the 2D 
axisymmetric model established in FEA software COMSOL. 
It includes of a sensing coil, a conductive target, a shielding 
layer, and the surrounding air domain. The sensing coil has a 
2 mm inner diameter, 5 mm outer diameter, and 0.3 mm 
thickness, with 120 turns copper wire of 50 μm diameter. The 
conductive target is an aluminum disk with 0.5 mm thickness 
and 30 mm diameter. The shielding layer is a SUS304 tube 
with 6 mm inner diameter, 7 mm outer diameter, and 5 mm 
length. The material parameters of the components are listed 
in Table 1. 

 

Fig. 2. FEA model of ECDS. 

TABLE I.  MATERIAL PARAMETERS OF THE ECDS MODEL 

Material Conductivity (MS/m) Relative Permeability 

Copper 60.0 1 

Aluminum 37.7 1 

SUS304 1.03 1 

According to the Faraday’s law, the induced voltage on the 
sensing coil is proportional to the intensity and frequency of 
the external alternating magnetic field. Without shielding 
layer, 1 kHz magnetic fields along the Z-axis and R-axis are 
respectively applied in the air domain with intensity from 100 
A/m to 1000 A/m. Figure 3 shows the coupled voltage E on 
the sensing coil along with the intensity H of external 
magnetic field. The coupled voltage E is sensitive to the 
magnetic field along the Z-axis. The amplitude of coupled 
voltage reaches up to 100 mV under the external alternating 
magnetic field of 8000 A/m at 1 kHz. The coupled voltage is 
insignificant to the magnetic field along the R-axis as the 
common sense. 

 

Fig. 3. Coupled voltage of sensing coil with magnetic field at 1 kHz. 

When the shield is added in the model, magnetic flux will 
redistribute with an obvious variation. Figure 4 demonstrates 
the magnetic flux density of the ECDS without and with 
shielding layer, while a 1 V, 1 MHz voltage is applied on the 
sensing coil. It can be seen that the magnetic flux generated 
by the sensing coil is blocked and cannot penetrate the 
shielding layer. Since the magnetic flux is restrained in the 
shielding tube, it directly affects the eddy current distribution 
in the conductive target, and provides a great impact on the 
equivalent impedance of the sensing coil. 

 

Fig. 4. Magnetic fields of the ECDS (a) without shield (b) with shield. 

Figure 5 shows the inductance and resistance of the 
sensing coil at 1 MHz without and with the shielding layer. 
After adding the shielding layer, it is clear that the inductance 
of sensing coil decreases, and the farther the distance is, the 
more the decrease is, which means the sensitivity of the 
sensing coil is greatly decreased. At the same time, variation 
trend of the sensing coil resistance arises a dramatic change, 
corresponding to a more complex nonlinear relationship. Thus, 
the sensitivity and accuracy of the ECDSs would be seriously 
affected by the adding shield. In addition, the shield will also 
increase the manufacturing difficulty and production cost of 
the sensing probe. 

 

Fig. 5. Impedance variations of the sensing coil along with distance of 

conductive target. 

III. SIGNAL CONDITIONING CIRCUIT  

Based on the simulation results of the sensing coil, it is 
considered that shield design of the sensing coil is not a perfect 
solution to reject of the interference of external magnetic field. 
Since the magnetic interferences in the industrial plants and 
scientific facilities mainly come from the high current cables 
and electromagnetic motors, their significant fringe fields 
usually appear as slowly varying magnetic fields. These low-
frequency interference signals coupled in the sensing coil 
would be suppressed to an acceptable faint value with 
deliberate filtering segments among the high-frequency signal 
conditioning circuit. 
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A. Basic Circuit 

The AC bridge amplification and modulation circuit is a 
typical ESDC signal conditioning circuit with high resolution 
and stability [15]. As shown in Fig. 6, the basic circuits consist 
of a sine-wave generator, a well-matched AC bridge, a pre-
amplifier, a lock-in amplifier, and an output amplifier. 

 

Fig. 6. Schematic of the signal conditioning circuit of the ECDS. 

A novel AC bridge is adopted to extract the impedance 
variation of the sensing coil [16]. A capacitor C1 and resistor 
R1 series branch is used to replace the traditional reference coil, 
locating in the opposite arm of the sensing coil. Other two 
arms are resistor R2 and R3. Such a bridge could avoid the 
influences of high temperature drift on the resistance of the 
traditional reference coil. Replacing all the components with 
high precision and low temperature drift electronic elements, 
the stability of the bridge can be greatly improved. 

While the angular frequency of the exciting voltage U is 
ω, the balanced condition of the bridge can be expressed as 
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Since the relative impedance variation of the sensing coil is 
set very small in the measuring range, as 

 R R L L ，  (2) 

the differential mode voltage of the bridge output signal can 
be approximately calculated as 
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Here, R3 appears a great influence on the sensitivity and 
linearity of the sensor. Increasing the value of R3 would 
improve the linearity, but at the cost of sensitivity loss. 
Therefore, an optimal fixed value of R3 is needed. Other 
components can be calculated from the following formulas 

 
1 1

1 22

3 11

L RR CR
R R

R CLC

+
= =，  (4) 

The bridge is excited by a 1 MHz sinusoidal voltage from 
the sine-wave generator (AD9850 DDS module with 
THS4031 low-noise, high-speed power amplifier). The values 
of the sensing coil (includes co-axial cable) and other 
components of the balanced bridge are listed in Table 2. 

TABLE II.  VALUES OF THE BALANCED AC BRIDGE COMPONENTS 

L (μH) R (Ω) C1 (pF) R1 (Ω) R2 (Ω) R3 (Ω) 

35 25 725 25 105 470 

A pre-amplifier (INA103, low noise, low distortion 
instrumentation amplifier) is used to amplify the differential 
mode voltage of the bridge output signal. Then a lock-in 
amplifier (MC1496 balanced modulator/demodulator with 
low-pass filter and INA103 amplifier) is used to demodulate 
the displacement signal. Finally, the displacement signal is 
amplified to the desired magnitude with the output amplifier. 
A total gain of displacement signal is about 1000 among the 
whole signal conditioning circuit. 

B. Filtering Segments 

For the proposed sensor, the band width of the sensing 
displacement is set to 3 kHz, and the band width of the 
magnetic interference is set to 1 kHz. From the simulation 
results, the interference signal E coupled in the sensing coil 
would be up to hundred millivolts. Without preconditioning 
of the disturbed bridge output, the output of the pre-amplifier 
would be saturated by E. Here, a RLC high pass Butterworth 
filters is added before the pre-amplifier. To avoid the adverse 
influence on the balance of AC bridge, the RLC filters are 
symmetrically set and the values of RLC components are set 
to 210 Ω, 220 μH, and 10 nF, with a corner frequency of 103 
kHz. Bode diagram of the high pass filter is shown in Fig. 7. 
The interference signal at 1 kHz would be suppressed to -80 
dB magnitude, which means the coupled voltage is less than 
0.01% of the primary value. Meanwhile, the magnitude of 
sensing signal around 1 MHz does not have significant 
attenuation. 

 

Fig. 7. Bode diagram of RLC high pass Butterworth filter. 

After the balanced demodulator, the sensing signal is 
demodulated from the high-frequency band to low-frequency 
band. Low pass filter is needed to filter their residual higher 
harmonics. Meanwhile, the interference signal is also 
amplified by the pre-amplifier and modulated from the low-
frequency band to high-frequency band. To restrain the 
magnitude of the interference signal, four-order low pass 
Butterworth filters are used in the lock-in amplifier, as shown 
in Fig. 8. For further suppression of the noise, such low pass 
filter is also applied in the output amplifier. Bode diagram of 
the low pass filters is shown in Fig. 9. The corner frequencies 
of the filters in the lock-in amplifier and output amplifier are 
set to 25 kHz and 3 kHz, respectively. The interference signal 
at 1 MHz would be suppressed to -190 dB and -130 dB 
magnitude, respectively. Meanwhile, the magnitude of 
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sensing signal below 3 kHz does not have significant 
attenuation.  

 

Fig. 8. Four-order low pass Butterworth filter. 

 

Fig. 9. Bode diagram of four-order low pass Butterworth filters. 

With deliberate filtering segments among the AC bridge 
amplification and modulation circuit, the interference signal 
of several hundred millivolt would be suppressed to several 
millivolt in the output voltage, which is a comparable level of 
the circuit basic noise. The magnitude attenuation of sensing 
signal is negligible, but the phase shifting of the RLC filter at 
1 MHz will affect the gain of the lock-in amplifier and the 
phase shifting of the low pass filters will influence the signal 
delay of the vibration measurement in the high -frequency 
band. 

IV. EXPERIMENTS AND RESULTS 

A prototype ECDS is manufactured for the experimental 
investigations of the magnetic interference and the solution of 
filter circuits. The sensing coil has the same parameter as 
shown in the FEA simulation. It is attached on a quartz rod as 
the sensing probe and connected to the signal conditioning 
circuit with a co-axial cable. With ± 10V output voltage in the 
50 μm measurement range of 300 μm balanced distance, the 
gains of the pre-amplifier, lock-in amplifier, output amplifier 
are set to about 118, 2.5, and 3, respectively. A voice coil is 
used to generate the simulated magnetic field. And the 
performances of the prototype ECDS are tested under the 
strong magnetic field interference. 

A. Voice Coil 

The voice coil has 8 mm inner diameter, 20 mm outer 
diameter, and 14 mm height, with about 130 turns copper wire 
of 0.8 mm diameter. Figure 10 shows the magnetic field 
distribution of the voice coil at 1 kHz, which appears a 
concentrated magnetic flux cross the sensing coil. The 
intensity of the magnetic field is about 6000 A/m with 0.5 A 
exciting current on the voice coil. The coupled voltage E on 
the sensing coil reach up to 90 mV, which is a great quantity 

compared with the normal differential voltage of the AC 
bridge output signal. 

 

Fig. 10. Magnetic field of voice coil. 

B. ECDS Linearity and Resolution 

The linearity of the prototype ECDS is tested with a 
precision nanometer stage (PI P-620.1CD with controller 
E625.CR) and a digital multimeter (Fluke 8845A). The stage 
provides step displacement of 1 μm in the measurement range, 
and the output voltages of the prototype ECDS are recorded 
by the multimeter. Figure 11 shows the relationship between 
the output voltage of the prototype ECDS and the 
displacement of the nanometer stage. In the whole 
measurement range of 50 μm, the non-linearity of the 
prototype ECDS is better than 0.5% without any 
compensation. The basic noise of the prototype ECDS is about 
10 mVp-p in the bandwidth of 3 kHz, corresponding to the 
displacement resolution of 4 nm. As shown in Fig. 12, the 
prototype ECDS can clearly distinguish the 5 nm step 
displacements at 1 Hz generated by the PI nanometer stage. 

 

Fig. 11. Linearity of the prototype ECDS. 

 

Fig. 12. Output voltage with 5 nm step displacements. 
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C. Strong Magnetic Field Interference 

Figure 13 shows the experiment platform used to test the 
performances of the prototype ECDS under the magnetic 
interference of the voice coil. The voice coil is fixed on the 
base and driven by an OPA541 power amplifier. The sensing 
probe is coaxially set cross the inner hole of the voice coil. 
The conductive target is attached on the central lower surface 
of a steel beam, while the two ends of the steel beam are fixed. 
A piece of PZT sheet is attached to the central upper surface 
of the steel beam, as the actuator of the beam vibration driven 
by a PA 94 power amplifier. The output of the prototype 
ECDS is compared with the result of a laser displacement 
sensor (Micro-Epsilon optoNCDT 2300). 

 

Fig. 13. Test platform of strong magnetic field interference. 

Figure 14 shows the voltages of the signal conditioning 
circuits under the magnetic interference. The voice coil is 
applied with a 0.5 A exciting current at 1 kHz. The sensing 
coil is coupled with a 100 mVp-p interference signal at the 
output point of the AC bridge (Fig. 14a). With the suppression 
of RLC high pass Butterworth filters, the output voltage of the 
pre-amplifier becomes clear (Fig. 15b), while the interference 
signal is greatly suppressed, even amplified 118 times by the 
pre-amplifier. With the lock-in amplifier, the high-frequency 
sensing signal is demodulated to low-frequency band. The 
signal is dealt with the fourth-order low pass Butterworth filter 
with a corner frequency of 25 kHz (Fig. 14c). With the 
following differential amplifier and output amplifier of 7.5 
times gain, the interference signal are further eliminated into 
about 60 mVp-p in the output voltage (Fig. 14d), which means 
a resolution of 20 nm is remained. 

 

Fig. 14. Voltages of the signal conditioning circuit under the magnetic 

interference. 

Figure 15 shows the vibration amplitude of the steel beam 
excited by the PZT sheet at its resonant frequency of 730 Hz 
and suffered magnetic interference of the voice coil. 
Compared with the laser displacement sensor, the measured 

values of prototype ECDS remain a good linearity in the full-
scale range of 50 μm. 

 

Fig. 15. Comparsion of prototype ECDS and Laser displacment sensor. 

V. CONCLUSIONS 

In this paper, an ECDS used for strong magnetic field 
environment is designed, replacing the traditional solution of 
shielding method. The influences of external strong magnetic 
field are estimated to be critical to the measurement accuracy 
of ECDSs, and the effectiveness of shielding layer on the 
sensing coil are limited for the precision measurement. New 
signal conditioning circuits based on the AC bridge 
amplification and modulation circuits and deliberate filtering 
segments are designed to amplify the displacement signal and 
suppress the magnetic interference simultaneously. 
Experiment results indicate the nanometer resolution and 
good linearity of the prototype ECDS, even under the strong 
magnetic field environment. With less increases of the design 
complexity and manufacturing cost, the proposed ECDS 
provides a great practical significance and comprehensive 
measurement ability for complex applications. 
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Abstract—The axle box bearing is a critical component to 

support the vehicle and reduce the friction effect between 

the wheelset and the axle box. As one of the major failure 

modes, the localized defect in the outer race of the axle 

box bearing is a great threat to the operation safety of 

railway vehicles. Therefore, it is helpful to investigate the 

dynamic features of locomotive with effect of a localized 

defect of axle box bearing so as for better understanding 

of the bearing fault mechanism. In this paper, a 

locomotive-track coupled dynamics model with traction 

transmissions is proposed where the dynamics sub-model 

of the axle box rolling bearing is included. And the impact 

effect between the roller and the defect region is described 

as the time-varying displacement excitation and the time-

varying contact stiffness excitation of the fault bearing. 

The results show that the passing frequency of roller and 

its harmonics of the vertical acceleration vibration of the 

axle box could be good indicators for the diagnosis of this 

localized defect, even if the fault feature could not be 

observed in the time history signals under the wheel-rail 

interaction. This work can provide some guidance for the 

early localized defect detection and diagnosis for the axle 

box bearing. 
Keywords—localized defect, axle box bearing, gear 

transmission, locomotive-track coupled dynamics, failure 

detection 

I. INTRODUCTION  

Axle box bearing is a key component of the locomotive to 
support the vehicle and reduce the friction interaction between 
the wheel axle and the axle box. The localized defect will 
propagate around the corresponding race along the roller 
motion direction until catastrophic failure occurs. Therefore, 
the localized defect is potentially dangerous for the operation 
stability and safety of the locomotive. It is helpful to 
investigate the dynamic responses of the locomotive, 
especially the axle box, with effect of a localized defect of axle 
box bearing for the bearing fault detection and diagnosis. 

A large number of researches have been focused on the 
vibration responses of the rolling bearing under the excitation 
from the localized defect. For instance, Liu et al. [1,2] 
performed a series of investigations on the fault mechanism of 
effect of the localized defect of the bearing. Considering the 
time-varying displacement excitation, time-varying contact 
stiffness excitation and additional deformations at the sharp 
edges of the defect, they established a lumped spring-mass 
dynamics model of rolling bearing to investigate the fault 
mechanism of the localized defect. In addition, Liu [3] further 
proposed a dynamic modeling method of a rotor-roller 
bearing-housing system, which can provide accurate 
simulation results to detect the localized defect in this system. 
Li et al. [4] paid attentions to the effect of the localized defect 

on the contact ball bearing. Based on the finite element 
method and the lumped mass method, Yang et al. [5] analyzed 
the dynamic responses of the rotor-rolling bearing-casing 
system through the dynamic simulation and experimental 
analysis. 

However, the dynamic characteristics of the axle box 
bearing with a localized defect on the outer race has not been 
reflected from the previous researches, which is attributed to 
the neglect of interactions between the rolling bearing system 
and the locomotive-track coupled dynamics system. 
Fortunately, development of the railway vehicle dynamics 
models has supplied good possibilities. For example, Chen et 
al. [6,7] proposed a locomotive-track vertical\vertical-
longitudinal coupled dynamics model with gear transmissions 
to obtain the accurate internal excitation from the transmission 
systems, such as the time-varying mesh stiffness and dynamic 
transmission error. Wang et al. [8,9] performed some 
investigations on the dynamic responses of the axle box 
bearing with the effect of high-speed train vibration 
environment. And Li et al. [10] established a vehicle-track 
spatially coupled dynamics model considering the nonlinear 
contact forces of the axle box bearing. Based on the multi-
feature parameters, Li et al. [11] introduced a fault diagnosis 
method for the axle box bearing. 

The previous researches provide a sound theoretical basis 
for the dynamic investigation of locomotive axle box bearing 
with a localized defect. The main objective of this paper is to 
use established the locomotive-track coupled dynamics model 
with traction transmissions for revealing the dynamic features 
of a localized defect in the outer race of the axle box bearing. 
And the internal excitations excited from the gear 
transmission subsystem and axle box\motor bearing 
subsystems, the nonlinear wheel-rail interaction and the roller-
defect region impact effect are fully considered in this model. 
The simulation results can provide some guidance for the early 
defect detection and diagnosis for the axle box bearing. 

II. LOCOMOTIVE-TRACK COUPLED DYNAMICS MODEL WITH 

A LOCALIZED DEFECT IN AXLE BOX BEARING 

To analyze the dynamic responses of the locomotive under 
the internal impact force excited by the localized defect of the 
axle box bearing, based on the locomotive-track coupled 
dynamics model with gear transmissions which was proposed 
by Chen et al. in Ref. [7], a locomotive-track coupled 
dynamics model with traction transmissions is proposed and 
the internal interactions between the components of the axle 
box bearing are considered in detail. As shown in Fig.1, the 
locomotive-coupled dynamics model consists of the vehicle 
subsystem, the track structure subsystem, the gear 
transmission subsystem and the rolling bearing subsystem. 

In the vehicle subsystem, one car body, two bogie frames and 
four wheelsets are contacted via the primary and the secondary 
suspensions, respectively. The traction torque is transmitted  *Zaigang Chen is the corresponding author. 

(e-mail: zgchen@home.swjtu.edu.cn). 
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from the traction motor to the wheelset through  the gear 
transmission and the longitudinal motion of the locomotive is 
driven by the tractive forces generated from the wheel-rail 
interface. An improved mesh stiffness calculation model of 
spur gear pair with tooth profile deviations [12] is applied to 
calculate the accurate time-varying mesh stiffness of the gear 
pair of the traction transmission. In addition, the classical 
ballasted track structure is used in this dynamics model, which 
is composed of the rail, rail pads, sleepers, ballasts and 
subgrade. 
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Fig. 1. Locomotive-track coupled dynamics model with gear transmissions. 

In order to reflect the impact effect between the roller and 
the defect region, a dynamics model of rolling bearing 
considering contact forces between each component and the 
corresponding friction forces is proposed in this paper. Here, 
the inner ring is fixed on the wheelset and the outer ring rigidly 
connects with the axle box. The time-varying displacement 
excitation and the time-varying stiffness excitation of the 
failure bearing can be described by an improved analytical 
model proposed by Liu et al. in Ref. [1]. 

 

Fig. 2 A dynamics model of the axle box bearing. 

 When a localized defect of the bearing is in the middle or 
late stage of plastic deformations at the propagated defect 
edges, the schematic of the contact relationship between the 
roller and the defect region are shown in Fig.3. It can be seen 
that there are some visible differences of the relative radial 
displacement and the contact stiffness between the roller and 
the outer race. Therefore, the impact interaction between the 
roller and the defect region can be described as the 
comprehensive effect of the time-varying displacement 

excitation and the time-varying contact stiffness excitation 
induced by the localized defect on the outer race. 

Direction of the roller motion

rd

W

D

L
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Fig. 3 Schematic of the contact relationship between the roller and the 

middle\late localized defect. 

For a localized defect with the cylindrical surface edges, 
the time-varying displacement excitation of the localized 
defect can be represented as a piecewise function [13]: 
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where D is the depth of the localized defect. θoi represents the 
rotational angular displacements of ith roller. θ0\θ3 and θ1\θ2 
are the angular positions of the start and end points of the 
localized defect and the roller-bottom surface contact area, 
respectively. ΔT1 and ΔT2 can be calculated by: 

 ( )( )2 2

1 2 d r d r o/T T r R r R R =  = + + −  (2) 

where Rr and Ro are the radiuses of the roller and the outer race, 
respectively. rd is the radiuses of the cylindrical surface edge. 

According to the Hertz contact theory, the contact stiffness 
between the roller and the cylindrical surface at the localized 
defect edge can be deduced by [14]: 
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where Q is the external force. δrd is the relative elastic 
deformation between the roller and the edge, which can be 
calculated by: 
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where le is the equivalent length, υ and E0 denote the 
Poission’s ratio and equivalent elastic modulus. And bid is the 
semi-width of the contact surface. 

The contact stiffness between the roller and the bottom 
surface of the localized defect can be calculated by [15]: 

 b

b

d

d

Q
K


=  (5) 

where δb is the relative elastic deformation between the roller 
and the bottom surface, which can be calculated by: 
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where υr\υo and Er\ Eo denote the Poission’s ratio and 
equivalent elastic modulus of the roller and the outer ring, 
respectively.



19 

Considering the large degrees of freedom of the dynamics 
model, an explicit-implicit hybrid method is proposed here to 
achieve the desired calculation speed and accuracy. The fast-
explicit integration method [16] is utilized to solve the 
dynamic equations of the vehicle, the track structure and the 
gear transmission subsystems. While for the bearing 
subsystem, a fourth-order Runge–Kutta method [17] is 
utilized to meet the precision requirements. The integration 
steps of two numerical methods are 3×10-5 s and 5×10-6 s, 
respectively. 

III. DYNAMIC INVESTIGATION AND RESULT DISCUSSIONS 

To reveal the vibration features of the locomotive axle box 
in presence of local defect in its outer race, a HX locomotive 
is used for dynamic simulation in this paper, and its major 
design parameters can be referenced to Ref. [7]. The 
locomotive running speed is set as 80 km/h and the traction 
torque of the motor is 1.5 kN/m. To consider the changes in 
the contact zones near the defect edges, the defect length is 
assumed to be larger than the roller length and its width is less 
than the roller diameter. Thus, the defect length, width and 
depth are assumed to be 14 mm, 5 mm and 0.1 mm, 
respectively. And the angular displacement of the start of the 
localized defect (θ0) is π/2. In addition, the characteristic 
frequencies of the axle box are listed in Table 1. 

TABLE I.  CHARACTERISTIC FREQUENCIES OF THE AXLE BOX 

Cage frequency  
fc (Hz) 

Roller passing outer 
race frequency  

fb (Hz) 

Mesh frequency  
fm (Hz) 

2.551 73.988 679.061 

 
(a) 

 
(b) 

Fig. 4 Vertical accelerations of the axle box without track irregularity: a) time 
histories and b) frequency spectrum. 

 
(a) 

 
(b) 

Fig. 5 Longitudinal vibration accelerations of the axle box without track 
irregularity: a) time histories and b) frequency spectrum 

To highlight the effect of the localized defect of the axle 
box, time histories and frequency spectrum of the vertical and 
longitudinal accelerations of the axle box are extracted from 
the simulation without considering the track irregularity. As 
shown in Figs. 4 and 5, it can be seen that the peak-peak value 
of the vertical acceleration increases evidently under the 
excitation of the defect, while the localized defect has an 
inconspicuous effect on the axle box in longitudinal direction 
in time histories. After analyzing the spectrum of the 
accelerations, the frequency of roller passing the outer race 
and its harmonics are more evident than the mesh frequency 
of the gear transmission while there is no obvious change in 
longitudinal direction. In addition, it should be noted that there 
are frequency bands of 16 Hz and 29 Hz around the passing 
frequency of roller (PFOR) and its harmonics. The similar 
phenomenon also can be observed in Fig. 5(b). Under the 
effect of the gravity of the locomotive and the interaction 
between the wheelset and the rail, the load region of the axle 
box bearing is formed on the top of the outer race. Therefore, 
the impact force between the roller and the defect region 
mainly affects the dynamic responses of the axle box in 
vertical direction while the changes of longitudinal 
acceleration are weak. 

 
(a)
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(b) 

Fig. 6 Vertical accelerations of the axle box with track irregularity: a) time 
histories and b) frequency spectrum 

 
(a) 

 
(b) 

Fig. 7 Longitudinal vibration accelerations of the axle box with track 
irregularity: a) time histories and b) frequency spectrum 

 Figures 6 and 7 illustrate the effect of the localized defect 
of the axle box under the external wheel-rail interaction in 
actual operation of the locomotive. In order to truly reflect the 
railway conditions, the Association of American Railroads 5 
class irregularity is adopted here. It can be seen that there are 
no significant changes in the time histories of the vertical and 
longitudinal accelerations. In addition, the frequency of roller 
passing the outer race and its harmonics become 
overwhelmingly obvious. The frequency bands of 16 Hz are 
covered and them of 29 Hz are not apparent under the external 
excitation from the wheel-rail interface. However, considering 
the effect of the track irregularity, there is no clear 
characteristic signal extracted from the dynamic represents of 
the axle box in the longitudinal direction, which means that it 
loses value for the localized defect diagnosis to analyze 
longitudinal acceleration. 

IV. CONCLUSIONS 

 A locomotive-track coupled dynamics model with traction 
transmissions is established in this paper by considering the 

time-varying mesh stiffness and the internal excitation of the 
rolling bearing, where the impact effect of the localized outer 
race defect of the axle box bearing is represented by the time-
varying displacement excitation and time-varying contact 
stiffness excitation. And then, dynamic simulations are 
performed to receive the vibration responses of the locomotive 
dynamic system, and the vibrations of the axle box are 
extracted for analysis under the complicated excitations. The 
results indicate that the localized outer race defect of the axle 
box bearing is mainly reflected in the vertical vibration 
accelerations. The passing frequency of rollers and its 
harmonics are the key characteristic signals, and the frequency 
bands around the passing frequency of rollers and its 
harmonics can be a good indicator for the axle box bearing 
fault detection. 

ACKNOWLEDGMENT 

This work was supported by the National Natural Science 

Foundation of China [grant numbers 51775453]. 

REFERENCES 

[1] Liu J, Shao Y. An improved analytical model for a lubricated roller 
bearing including a localized defect with different edge shapes. Journal 
of Vibration and Control, 2018, 24(17): 3894-3907. 

[2] Liu J, Shao Y. Dynamic modeling for rigid rotor bearing systems with 
a localized defect considering additional deformations at the sharp 
edges. Journal of Sound and Vibration, 2017, 398: 84-102. 

[3] Liu J. A dynamic modelling method of a rotor-roller bearing-housing 
system with a localized fault including the additional excitation zone. 
Journal of Sound and Vibration, 2020, 469: 115144. 

[4] Li X, Yu K, Ma H, et al. Analysis of varying contact angles and load 
distributions in defective angular contact ball bearing. Engineering 
Failure Analysis, 2018, 91: 449-464. 

[5] Yang Y, Yang W, Jiang D. Simulation and experimental analysis of 
rolling element bearing fault in rotor-bearing-casing system. 
Engineering Failure Analysis, 2018, 92: 205-221. 

[6] Chen Z, Zhai W, Wang K. A locomotive–track coupled vertical 
dynamics model with gear transmissions. Vehicle System Dynamics, 
2017, 55(2): 244-267. 

[7] Chen Z, Zhai W, Wang K. Locomotive dynamic performance under 
traction/braking conditions considering effect of gear transmissions. 
Vehicle System Dynamics, 2018, 56(7): 1097-1117. 

[8] Wang Z, Cheng Y, Allen P, et al. Analysis of vibration and temperature 
on the axle box bearing of a high-speed train. Vehicle System 
Dynamics, 2019: 1-24. 

[9] Wang Z, Zhang W, Yin Z, et al. Effect of vehicle vibration environment 
of high-speed train on dynamic performance of axle box bearing. 
Vehicle System Dynamics, 2019, 57(4): 543-563. 

[10] Li T, Sun W, Meng Z, et al. Dynamic investigation on railway vehicle 
considering the dynamic effect from the axle box bearings. Advances 
in Mechanical Engineering, 2019, 11(4): 1687814019840503. 

[11] Li X, Jia L, Yang X. Fault diagnosis of train axle box bearing based on 
multifeature parameters. Discrete Dynamics in Nature and Society, 
2015, 2015. 

[12] Chen Z, Zhou Z, Zhai W, et al. Improved analytical calculation model 
of spur gear mesh excitations with tooth profile deviations. Mechanism 
and Machine Theory, 2020, 149: 103838. 

[13] Liu J, Shao Y, Lim T C. Vibration analysis of ball bearings with a 
localized defect applying piecewise response function. Mechanism and 
Machine Theory, 2012, 56: 156-169. 

[14] Chen DX, Mechanical Design Handbook, Part 1. Beijing: China 
Machine Press,2007. 

[15] Harris T A, Kotzalas M N. Essential concepts of bearing technology. 
CRC press, 2006. 

[16] Zhai W. Two simple fast integration methods for large-scale dynamic 
problems in engineering. International Journal for Numerical Methods 
in Engineering, 1996, 39(24): 4199-4214. 

[17] Dormand J R, Prince P J. A family of embedded Runge-Kutta formulae. 
Journal of Computational and Applied Mathematics, 1980, 6(1): 19-26 



978-1-7281-9277-2/20/$31.00 ©2020 IEEE 

21 

Buckling and Postbuckling Analysis Method of 

Stretchable and Flexible Sensor Networks Based on 

ABAQUS 
Shuguang Hu 

State Key Laboratory of Mechanical 

Structures 

Nanjing University of Aeronautics and 

Astronautics 

Nanjing, China 

sg-hu@nuaa.edu.cn

Yu Wang 

State Key Laboratory of Mechanical 

Structures 

Nanjing University of Aeronautics and 

Astronautics 

Nanjing, China 

wngyu@nuaa.edu.cn

Lei Qiu* 

State Key Laboratory of Mechanical 

Structures 

Nanjing University of Aeronautics and 

Astronautics 

Nanjing, China 

lei.qiu@nuaa.edu.cn 

Abstract—Aircraft smart skin technology requires the 

integration of large-scale and lightweight sensor networks in 

aircraft structures. To meet these requirements, the design of 

island-bridge structure is adopted, so that the sensor network 

can be manufactured in a limited scale and expanded in a large 

scale. Theoretical analysis, finite element simulation and 

experimental verification have been carried out on the 

mechanical properties of island-bridge structures. However, 

theoretical analysis is difficult to analyze irregular shaped 

structures, and the existing simulation researches mainly focus 

on the island-bridge structures with one unit and lack the 

analysis of networks. In this work, the finite element simulation 

method of island-bridge structure networks based on ABAQUS 

has been proposed, which includes buckling mode analysis and 

postbuckling deformation analysis. The initial buckling 

deformation state of the structure is extracted by the buckling 

mode analysis, and the postbuckling deformation state of the 

structure can be obtained by the postbuckling deformation 

analysis. The simulation method is applied on the analysis of the 

mechanical properties and deformation patterns of different 

island-bridge structure networks, including serpentine, fractal 

and irregular island-bridge structure networks. This shows that 

the proposed simulation method can well guide the design of 

stretchable sensor networks. 

Keywords—aircraft smart skin, structural health monitoring, 

sensor network, flexible and stretchable, island-bridge structure, 

simulation method  

I. INTRODUCTION  

Aircraft smart skin is an advanced technology for future 
aircrafts. Structural health monitoring (SHM) is one of the key 
functions of aircraft smart skin [1-2]. Among the existing 
SHM technology, the method of combining piezoelectric 
(PZT) sensor network and guided wave-based monitoring is 
popular [3-5]. However, for large-area aerospace structures, 
arranging sensors artificially is time-consuming and 
inefficient. Furthermore, there are also problems such as poor 
sensor consistency and additional weight caused by wires. The 
piezoelectric sensors and wires can be integrated 
manufacturing through flexible printed circuit (FPC) process, 
also known as SMART Layer [6-7], which can simplify wires 
layout, reduce network weight, and ensures the consistency of 
the PZTs. However, due to the limitation of manufacturing 
process, it is very difficult to directly manufacture large-area 
sensor networks. 

In recent years, flexible and stretchable electronic 
technology has been widely researched and applied in medical, 
communication and entertainment fields, such as electronic 
skin [8], pen shaped flexible display [9] and so on. Based on 
flexible electronic technology, the sensor network can be 

made flexible and stretchable, and the applications of "small-
scale manufacturing, large-scale expansion" can be realized, 
which is conducive to the arrangement of sensor networks on 
large-area aviation structures. 

In order to make sensor network not only have good 
flexibility and stretchability, but also have the ability to 
transmit signal, many scholars have studied the island-bridge 
structure. In the island-bridge structure, the island is used to 
deploy sensor, while the bridge is used to arrange the signal 
transmission conductor. In recent years, researches on island-
bridge structure have mainly focused on the serpentine and 
fractal island-bridge structures with good stretchability, the 
interconnects of which are serpentine lines and fractal lines. 
Zhang et al. [10-11] proposed a mechanical model for 
studying serpentine and self-similar fractal interconnects, and 
the relationship between structural stretchability and 
geometric parameters was analyzed through the model. Based 
on curved beam theory and plane-strain assumption, Widlund 
et al. [12] research the relationship between serpentine 
geometry and its mechanical properties. In addition to the 
theoretical analysis, many scholars also study the island-
bridge structure by finite element simulation. Zhang et al. [13-
14] designed stretchable batteries based on the fractal island-
bridge structure and proposed a simulation method for the 
fractal island-bridge structure, which is faster in computation 
than the traditional method. Based on ABAQUS, Wang et al. 
[15-16] proposed the simulation methods for serpentine and 
fractal island-bridge structures and analyzed the designed 
large-scale stretchable sensor network. Similarly, Guo and 
Kim et al. [17] analyzed the effect of sensor network design 
on structural strain reduction through the simulation of tensile 
deformation of one-unit island-bridge structures. However, 
there are two main defects in previous researches. First, the 
theoretical model is difficult to analyze the stress, strain, and 
deformation of arbitrarily irregularly shaped island-bridge 
structures. Second, the existing simulation methods focused 
on the island-bridge structures with only one unit and cannot 
adequately account for the deformation of the structural 
network. 

In this article, aiming at the defects in the previous 
researches, the simulation method of island-bridge structure 
networks based on ABAQUS is proposed, which can guide 
the design and development of stretchable sensor networks. 
Based on this simulation method, the stress, strain distribution, 
stretchability and deformation state of the island-bridge 
structure networks during stretching process are obtained and 
analyzed, including 1×3 array serpentine island-bridge 
structure, 2×3 array serpentine island-bridge structure, 2×2 
array fractal island-bridge structure and 2×2 array irregular 
island-bridge structure. 

 *Lei Qiu is the corresponding author. (e-mail: lei.qiu@nuaa.edu.cn). 



22 

II. SIMULATION METHOD OF ISLAND-BRIDGE STRUCTURE 

NETWORKS 

A. Simulation Model and Method  

Due to the good stretchability of the serpentine and fractal 
interconnects, this article mainly focuses on the simulation 
method of the serpentine and fractal island-bridge structure 
networks. According to the array arrangement of islands, the 
island-bridge structure network can be described, which 
mainly includes: 1×3 array serpentine island-bridge structure, 
2×3 array serpentine island-bridge structure, 2×2 array fractal 
island-bridge structure and 2×2 array irregular island-bridge 
structure. The serpentine and fractal geometries are shown in 
Fig. 1. The serpentine geometry is determined by the 
following five geometric parameters: width w, thickness t, 
number of units m, semi-circular arc diameter l1, linear 
segment l2. The fractal interconnect is a second-order 
serpentine-based fractal interconnect, the overall size of the 
structure is controlled by the height h(2) and spacing l(2), the 
local size is controlled by the serpentine interconnect. 

During buckling deformation, the serpentine and fractal 
interconnects will undergo not only large deformation and 
displacement, but also large rotational deformation, which is 
a geometrically nonlinear problem. For the above problem, 
ABAQUS finite element analysis software has good 
simulation efficiency and accuracy. The simulation method of 
the island-bridge structure networks based on ABAQUS 
mainly includes two aspects, buckling mode analysis and 
postbuckling deformation analysis. When the island-bridge 
structure network is subjected to in-plane tensile load, the 
interconnects are prone to out-of-plane buckling and exist 
different buckling modes because of its large width-to-
thickness ratio, potential material defects and external 
disturbances. Based on buckling mode analysis, different 
buckling modes of interconnects can be extracted, which 
reflect the possible deformation trend of interconnects. 
Further, buckling modes are introduced as an initial 
imperfection in postbuckling deformation analysis to ensure 
the accuracy of the simulation results. After the buckling 
mode is introduced, the deformation state of the structure and 
the structural stress, strain, and displacement distribution can 
be obtained by postbuckling deformation analysis. The 
simulation process is shown in Fig. 2. 

 
Fig. 1. Schematic of interconnects of island-bridge structure networks. (a) 

Serpentine interconnect. (b) Fractal interconnect. 

 
Fig. 2. Process of the simulation method. 

1) 3D geometric model and material properties:The 3D 

geometric model can be created in the "Parts" module of 

ABAQUS. Since FPC is usually used to produce sensor 

network and polyimide is often used as the base material, 

polyimide (PI) is used in this simulation. The elastic strain 

limit of PI is 2%~3%, which is considered as 2% in this article. 

The simulation only needs to obtain the deformation state of 

the structure at the elastic strain limit of PI, in order to 

simplify the simulation, the material can be regarded as an 

ideal elastic-plastic material. In addition, when setting 

material properties, the unity of calculation in ABAQUS is 

important for simulation. The details are as follows: elastic 

modulus 2500 MPa, Poisson's ratio 0.34, yield stress and 

corresponding yield strain are 120 MPa and 0, respectively. 

2) Solution setting:The solution setting includes the step, 

load and boundary condition. Furthermore, the solution 

setting for buckling mode analysis and postbuckling 

deformation analysis are different and will be further 

discussed below. 

3) Mesh partition:The element shape is set as “HEX” and 

the element type is eight-node 3D reduced integration, 

hourglass controlled soli elements (C3D8R). When setting 

the global seeds, the global approximate size is set as 0.1 and 

the maximum deviation factor is 0.01, so that the element size 

is moderate and the distribution is reasonable. For simple 

serpentine interconnect, the simulation speed is faster, while 

for complex fractal interconnect, the simulation can be easy 

to converge. In addition, the local seeds must be performed 

on islands, which have smaller deformation, to increase the 

speed of simulation. It is worth noting that after the mesh 

partition, a mesh check is required. The check shows that 

there is no errors and warnings and then the simulation can 

be carried out. 

B. Buckling Mode Analysis 

The step of buckling mode analysis is "Buckle" step, and 
the buckling mode and corresponding critical load (the 
product of the eigenvalue and the concentrated force) can be 
obtained through buckling mode analysis. In the step setting, 
the number of eigenvalues requested should be as large as 
possible to ensure that the desired buckling mode can be 
obtained. During buckling mode analysis, it is also necessary 
to output the displacement values of each buckling mode for 
postbuckling deformation analysis. 

In order to ensure that the simulation of the structure is 
consistent with the real stretching situation, the islands at the 
two ends or diagonal corners of the island-bridge structure 
network should be constrained. One of the islands is 
completely fixed, the other islands are stretched on the same 
horizontal plane, and the remaining islands are free. 
Concentrated force is set on the far right or bottom of the 
island. Moreover, in order to prevent local deformation from 
being too large, causing non-convergence, it is necessary to 
couple the point of concentrated force with the island through 
equation constraint. 

C. Postbuckling Deformation Analysis 

The step of postbuckling deformation analysis is "Static, 
Riks" step. Before the simulation, for giving an initial 
imperfection to structure in model copy, buckling modes 
corresponding to the smallest positive eigenvalue of each 
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independent interconnect need to be introduced respectively, 
which is the earliest buckling deformation state in the uniaxial 
stretching process. The way of introducing the displacement 
of buckling mode is to add the sentence "*imperfection, 
file=buckle, step=1(new line) 9,0.05" after sentence "*End 
Assembly". Among them, "buckle" is the job name of the 
buckling mode analysis, and "9,0.05" means that the 5% 
displacement values of the buckling mode 9 are introduced as 
the initial imperfection. 

The postbuckling deformation of the structure no longer 
meets the small deformation assumption, so it is necessary to 
turn on "NIgeom" in the step setting. The maximum load scale 
factor in the termination standard is set to 1, and the maximum 
number of increments should be set as large as possible to 
ensure that the structure deformation is enough large. In 
addition, the initial arc length increment should be less than 
the critical load, and the minimum and maximum arc length 
increments should be set reasonably to ensure that the arc 
length increment is within its range during simulation process. 
For postbuckling deformation analysis, the boundary 
condition settings remain unchanged, but the magnitude of the 
load should be adjusted according to the actual situation of the 
simulation. 

If there are many negative increment steps and even non-
convergence in the early stage of the simulation, and the 
structure cannot be fully buckled and unfolded, the simulation 
can proceed smoothly through appropriately reducing the 
magnitude of the load or increasing the initial imperfection. 
Besides, if the error message "A zero displacement solution 
was found in the first iteration of a riks step" appears in the 
simulation, larger deformation of the structure can be obtained 
by adjusting mesh size and load. 

III. SIMULATION ANALYSIS OF SERPENTINE ISLAND-BRIDGE 

STRUCTURE NETWORKS 

A. 1×3 Array Serpentine Island-Bridge Structure 

In this simulation, the thickness t is 0.05 mm, the width w 
is 0.4 mm, the number of units m is 4, the semicircular arc 
diameter l1 is 1.2 mm, and the straight section l2 is 1.8 mm. 
Furthermore, the island radius is 2 mm, and the radius at the 
junction between serpentine and island is 0.1 mm. The center 
distance (30 mm) of the island can be regarded as the initial 
length of the two ends of the serpentine interconnect. It is 
assumed that the overall tensile strain is the ratio of the 
elongation of the structure to the initial length, which indicates 
the degree of tensile deformation of the structure. When the 
structure strain reaches the maximum elastic strain, the overall 
tensile strain is considered as the stretchability of structure. 

The 1×3 array serpentine island-bridge structure has 
symmetric and antisymmetric forms, and it can be explained 
that the interconnect is symmetric and antisymmetric relative 
to the middle island, as shown in Fig. 3. The middle island can 
be regarded as a part of the interconnect, so the 1×3 serpentine 
island-bridge structure has only one independent interconnect. 

For the buckling mode analysis, the number of eigenvalues 
requested is set as 20, the concentrated force is 1 N, and the 
direction of the force is the tensile direction. For the 
postbuckling deformation analysis, 5% displacement values 
of the buckling mode are introduced as the initial imperfection, 
and the concentrated force is 0.1 N. In addition, in the step 
setting, the maximum increment step is 1000, the initial arc 
length increment is 1E-5, and the minimum arc length 

increment is 1E-25, the maximum arc length remains 
unchanged. 

 
Fig. 3. Geometry schematic of 1×3 array serpentine island-bridge structure. 

(a) Antisymmetric 1×3 array serpentine island-bridge structure. (b) 

Symmetric 1×3 array serpentine island-bridge structure. 

The displacement and strain distribution of the structure 
can be obtained from the simulation, which can be used to 
study the deformation state and stretchability of the structure. 
The stretchability of symmetric and antisymmetric structures 
are basically the same, as shown in Fig. 4 and Fig. 5. When 
the maximum strain of the structure reaches about 2%, the 
overall tensile strain is 90%, and the location of the maximum 
strain is at the junction between the island and the serpentine. 
Because the radius of arc is too small, stress concentration 
occurs at the junction, which leads to greater strain. In fact, the 
strain can be reduced by increasing the radius of arc, so the 
area of junction can be hidden for analysis. After that, when 
the overall tensile strain is about 90%, the maximum strain of 
the structure is only 1.3%, which is located at the top of the 
arc in the serpentine. In addition, when the maximum strain of 
the structure is 2%, the overall tensile strain of the structure is 
about 95%, so the stretchability of structure can reach about 
95%. 

During the stretching, the rotation of the middle islands of 
the symmetric and antisymmetric structure network is 
different. As shown in Fig. 6, the maximum rotation angle of 
the middle island of the antisymmetric structure can reach 
more than 10°, while the middle island of the symmetric 
structure is very small. Therefore, the antisymmetric structure 
isn’t conducive to orientation-sensitive sensors, such as strain 
sensors. 

 
Fig. 4. Displacement and strain distribution of 1×3 array serpentine island-

bridge structure. (a) Antisymmetric 1×3 array serpentine island-bridge 

structure. (b) Symmetric 1×3 array serpentine island-bridge structure. 

 
Fig. 5. Displacement and strain distribution of 1×3 array serpentine island-

bridge structure after hiding junction. (a) Antisymmetric 1×3 array 

serpentine island-bridge structure. (b) Symmetric 1×3 array serpentine 

island-bridge structure. 

 
Fig. 6. The rotation angle of the middle island of 1×3 array serpentine 

island-bridge structure. (a) Antisymmetric 1×3 array serpentine island-

bridge structure. (b) Symmetric 1×3 array serpentine island-bridge structure.  
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B. 2×3 Array Serpentine Island-Bridge Structure 

In the 2×3 array serpentine island-bridge structure, the 
geometric parameters of the serpentine interconnect are the 
same as the above, and there are also symmetric and 
antisymmetric forms, as shown in Fig. 7. Initially the 2×3 
array of serpentine island-bridge structure covers a 30 mm×15 
mm rectangular area, which regards as a reference to measure 
the degree of expansion of the structure. 

The middle islands are connected by a serpentine 
interconnect, due to deformation coordination, the four 
serpentine interconnects at both ends of the middle island and 
the interconnect between the middle islands will influence 
each other in structure deformation. The structure can be 
considered as having three independent interconnects. 

For the buckling mode analysis, the number of eigenvalues 
requested is set as 40, and the concentrated force is set as 1 N. 
For the postbuckling deformation analysis, 5% and 10% 
displacement values of the buckling mode, corresponding to 
symmetric and antisymmetric structure respectively, are 
introduced as the initial imperfection. The force is set as 0.1 
N. In addition, in the step setting, the initial arc length 
increment is set to 1E-5, and the other settings are the same as 
the 1×3 array serpentine island-bridge structure. 

Similarly, the stretchability of the antisymmetric and 
symmetric structures are basically the same, as shown in Fig. 
8. When the structure is expanded to the size of 360% of its 
initial area, the maximum strain of the structure is about 2%, 
and the location of the maximum strain is at the junction of the 
serpentine interconnect and the island. Besides, after hiding 
the junction, the maximum strain of the structure is reduced to 
1.3%, and the maximum strain location is also moved to the 
top of the arc in the serpentine. 

During the stretching process, the rotation of the middle 
island of the symmetric and antisymmetric structure is also 
different. As shown in Fig. 9, during stretching, the maximum 
rotation angle of the middle island of the symmetric structure 
is only 1°, while the maximum rotation angle of the middle 
island of the antisymmetric structure reaches about 15°. 
Similarly, if an orientation-sensitive sensor is placed on the 
antisymmetric structure, the measurement result will be 
greatly affected. 

 
Fig. 7. Geometry schematic of 2×3 array serpentine island-bridge structure. 
(a) Antisymmetric 2×3 array serpentine island-bridge structure. (b) 

Symmetric 2×3 array serpentine island-bridge structure. 

 
Fig. 8. Displacement and strain distribution of 2×3 array serpentine island-

bridge structure. (a) Antisymmetric 2×3 array serpentine island-bridge 

structure. (b) Symmetric 2×3 array serpentine island-bridge structure. 

 
Fig. 9. The rotation angle of the middle island of 2×3 array serpentine 

island-bridge structure. (a) Antisymmetric 2×3 array serpentine island-

bridge structure. (b) Symmetric 2×3 array serpentine island-bridge structure. 

IV. SIMULATION ANALYSIS OF FRACTAL ISLAND-BRIDGE 

STRUCTURE NETWORKS 

A. 2×2 Array Fractalr Island-Bridge Structure 

The interconnects are serpentine-based second-order 
fractal interconnects. As shown in Fig. 10, from the whole, the 
fractal interconnect can be viewed as serpentine interconnect 
with only one unit, and the local straight segment is composed 
of the serpentine interconnect with four units, the size of the 
local serpentine interconnect has been described above. The 
initial area enclosed by the structure, which is 24.4 mm×24.4 
mm, can be regarded as a reference to describe the degree of 
expansion of the structure. 

The four islands are only stretched on the same horizontal 
level, and the deformation of interconnects is only affected by 
the degree of tension between the two islands. Therefore, the 
2×2 array fractal island-bridge structure has four independent 
interconnects. 

In the buckle step setting, the number of eigenvalues 
requested is set to 40. In the postbuckling deformation step 
setting, the initial arc length increment is set to 1E-6, and the 
rest is the same as above. Before postbuckling deformation 
analysis, 50% displacement values of the buckling mode must 
be introduced as the initial imperfection. The force is set as 1 
N in the buckling mode analysis, and 0.02 N in the 
postbuckling deformation analysis. 

 
Fig. 10. Geometry schematic of 2×2 array fractal island-bridge structure. 

The simulation results are shown in Fig. 11. When the 
structure is stretched to 2500% of the initial area, the 
maximum strain is 0.65%, which is located at the top of inner 
arc of the interconnect. It can be seen that the stretchability of 
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the fractal interconnect is much greater than the serpentine, 
and the position of the maximum strain is at the top of the 
inner arc. 

 
Fig. 11. Strain distribution of 2×2 array fractal island-bridge structure. 

Due to the different sequences of appearing buckling 
critical loads, the sequence of appearing the buckling 
deformation is different. Furthermore, after appearing the 
buckling deformation, the strain energy of the structure will 
decrease. Therefore, under the same force, deformation of the 
interconnect which first appears buckling deformation is large, 
and the deformation of other interconnects are smaller, 
resulting in the phenomenon that the structure does not expand 
in a square. In the postbuckling deformation analysis, the 
structure can expand in a square shape by changing the 
concentrated force to the displacement load. 

B. 2×2 Array Irregular Island-Bridge Structure 

It can be seen that the fractal interconnects have a high 
utilization rate of the blank area enclosed by structure. Even 
so, the length l2 of the local serpentine interconnect segment 
still can be increased to optimize the structure and further use 
the blank area, as shown in Fig. 12. However, the optimized 
fractal interconnects are irregular, and the simulation analysis 
is more complicated. 

Due to the complexity of the optimized structure, if 
concentrated force is used, the simulation is prone to non-
convergence. Therefore, the simulation adopts displacement 
load. Similarly, in the buckling mode analysis, the number of 
eigenvalues requested is set to 40. In the postbuckling 
deformation analysis, the maximum increment step is 2000, 
the initial arc length increment is 1E-7, the minimum arc 
length increment is 1E-25, and the maximum arc length 
increment is unchanged. In addition, 50% displacement values 
of the buckling mode should be introduced as the initial 
imperfection. 

The simulation results are shown in Fig. 13. When the 
structure is stretched to 2500% of the initial area, the 
maximum strain is 0.091%. Similarly, the maximum strain is 
also located at the top of the inner arc. After optimizing, the 
internal strain level is greatly reduced and the stretchability is 
enhanced. 

 
Fig. 12. Geometry schematic of 2×2 array irregular island-bridge structure. 

 
Fig. 13. Strain distribution of 2×2 array irregular island-bridge structure. 

V. CONCLUSION 

In this article, the simulation method of island-
interconnect structure networks based on ABAQUS is 
proposed, which can guide the design of stretchable sensor 
networks, including buckling mode analysis and postbuckling 
deformation analysis. Based on this simulation method, the 
buckling deformation and mechanical properties of different 
type island-bridge structure networks can be analyzed, 
including serpentine, fractal and irregular island-bridge 
structure networks. The simulation results show that the 
stretchability of the 1×3 array serpentine island-bridge 
structure is 95% and the 2×3 array serpentine island-bridge 
structure can be stretched to 360% of its initial area. However, 
the maximum rotation angle of the middle island of the 
symmetric structure is only 1°, while that of the antisymmetric 
structure is larger than 10°. For orientation-sensitive sensors, 
they cannot be arranged on the antisymmetric structure. 
Besides, for the 2×2 array fractal island-bridge structure, when 
stretched to 2500% of its initial area, the maximum strain of 
the structure is 0.65%, while for the optimized irregular 
structure, the maximum strain of the structure is reduced to 
0.091%, the stretchability is greater enhanced. In conclusion, 
the simulation method is simple and suitable for buckling 
deformation analysis of different type island-bridge structure 
networks to further guide and optimize the design of large-
scale sensor networks. However, as the complexity of the 
structure increases, the amount of simulation calculation will 
greatly increase. The simulation method needs to be further 
optimized to reduce the amount of calculation.  
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Abstract—Visual inertial calibration is an important part of 
Visual-Inertial System (VINS), and inaccurate visual inertia 
parameters will lead to unreliable navigation attitude estimation. 
Aiming at the problems of the complicated offline calibration 
process and the large amount of online self-calibration 
calculation, a novel visual inertial self-calibration method based 
on reinforcement learning (RL-VIC) is proposed to provide high
precision calibration parameters for the lifetime autonomous 
operation. Firstly, the nonlinear observable analysis of the 
visual inertial system is carried out. The rank decomposition of 
the Fisher Information Matrix FIM is adopted to determine 
the observable parameter space. Then, reinforcement learning 
methods are used to determine unobservable discrete motion 
sequences, give different reward feedback to motion sequences 
with different parameters and different observability, and 
learning the best calibrated motion sequences. Finally, 
experiments demonstrate that the visual inertial calibration 
based on reinforcement learning method has a translation error 
of 0.0349m and a rotation error of 0.399°. Compared with the 
traditional offline calibration method Kalibr and the online 
automatic self-calibration method VINS-Mono, which uses a
complete motion sequence for calibration, it greatly saves the 
calculation cost and obtains the calibration parameters with the 
same accuracy.

Keywords—Visual inertial calibration, observability analysis, 
reinforcement learning strategies.
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Abstract—Focusing on the problem of accumulated INS 

error of high-speed aircraft at high-altitude with unavailable 

satellite navigation, an improved iterative closest contour point 

(ICCP) algorithm is proposed for geomagnetic matching 

navigation helping eliminate INS errors. Aiming at local optimal 

problem of traditional ICCP with large initial positioning error, 

proposed algorithm improves its decision indicator based on 

multi-attribute decision-making. Matching effect is evaluated 

comprehensively by algorithm convergence degree indicator 

together with introduced trajectory correlation indicator. After 

judging the convergence degree of matching trajectory, its 

correlation with real trajectory is depicted by their geomagnetic 

intensity and linear correlation. Then, the fusion of two 

indicators based on entropy weight method is adopted as 

comprehensive decision indicator. Improved ICCP is compared 

with particle swarm optimization algorithm (PSO) to verify its 

matching effect in conditions of different map resolution and 

geomagnetic measurement noise. Experiment results indicate 

that improved algorithm's performance is significantly better 

than PSO and traditional ICCP with higher matching accuracy 

and better stability, helping optimize and decrease matching 

error of ICCP from thousands of meters to 100 meters. 

Keywords—Geomagnetic navigation, geomagnetic matching, 

iterative closest contour point, multi-attributes decision making 

I. INTRODUCTION  

For high-speed aircraft at high-altitude, INS accumulated 
error can be improved by geomagnetic matching navigation 
when satellite navigation is unavailable. As an auxiliary 
navigation method, geomagnetic matching navigation can be 
integrated with INS, forming a totally autonomous navigation 
system which has been widely used [1,2]. In recent years, 
geomagnetic navigation technology has been applied and 
developed mainly in the field of underwater navigation [3-6], 
but less combined with navigation at high-altitude.  

The geomagnetic intensity changes smoothly with space at 
high altitude [7], resulting in insufficient geomagnetic 
information. However, for high-speed carriers, a long 
trajectory can be obtained in a short period of time to ensure 
the richness of collected geomagnetic information, partly 
offsetting the bad matching suitability brought about by high-
altitude. So geomagnetic matching navigation is feasible for 
high-speed aircraft at high-altitude. 

As a commonly used geomagnetic matching algorithm, 
ICCP can eliminate INS positioning error and heading error at 
the same time [8]. Li et al. [9] deeply analyzed the impact of 
factors, including measurement noise of sensors, initial INS 
error, map resolution and matching path length, on the 

performance of ICCP algorithm in matching navigation. 
Through simulations, the conclusion was achieved that ICCP 
matching error is heavily affected by measurement noise and 
initial INS error, and trajectories are easily mismatched if the 
map resolution is too high compared with the length of 
matching trajectories. 

To solve the problem that geomagnetic measurement noise 
affects ICCP matching accuracy heavily and  may  lead  to  
mismatch, Xiao et al. [10] generated several effective pseudo 
geomagnetic measurements within a confidence range 
according to statistical properties of measurement errors. Then 
ICCP was conducted on pseudo measurements to find possible 
positions of the carrier and matching results were limited by 
carrier’s kinematical constraints to estimate  its  final  position. 
The proposed algorithm improved the matching accuracy with 
measurement noise effectively. In addition, the geomagnetic 
measurement noise can also be suppressed by corresponding 
filtering [11]. Aiming at ICCP easily falling into local 
optimum with large initial INS positioning error, decreasing 
matching accuracy, Zhang et al. [12] used the position 
increment between two adjacent matching points to update the 
positioning result of geomagnetic/INS integrated navigation. 
And the effectiveness of the algorithm was verified by a semi-
physical simulation experiment. 

Multi-attribute decision-making has been used in 
matching navigation in recent years. Wang et al. [13] proposed 
a fuzzy multi-attribute decision making method to evaluate 
and select underwater terrain matching areas based on vague 
sets of multi topographic factor eigenvalues, overcoming the 
deficiency of fuzzy sets with single factor. 

In general, ICCP geomagnetic matching algorithm 
requires the bias between INS trajectory and real trajectory to 
be small, so that the algorithm is easily falling into local 
optimum with a large INS initial error, leading to mismatch 
and low matching accuracy. Selecting the best trajectory from 
multi-match is usually used for reducing the impact of initial 
errors and improving matching performance. However 
traditional ICCP algorithm based on the decision indicator 
with single index cannot achieve optimal selection of 
matching trajectories especially when the resolution of the 
magnetic map is too high relative to the matching trajectory 
length due to the algorithm mechanism. 

In order to solve the problem that traditional ICCP with 
decision indicator based on single index is greatly affected by 
initial error especially in high-resolution magnetic map, a 
comprehensive decision indicator based on multi-attribute 

* Lihui Wang is the corresponding author. (e-mail: wlhseu@163.com). 
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decision-making with both algorithm convergence degree and 
trajectory correlation taken into account is proposed. And 
geomagnetic matching navigation of high-speed aircraft in 
different geomagnetic map resolution with different 
geomagnetic measurement noise are simulated respectively to 
testify effectiveness and stability of the proposed algorithm. 
In addition, a new geomagnetic matching algorithm based on 
PSO is used and compared with proposed algorithm. Results 
show that the matching accuracy is effectively enhanced by 
improving the decision indicator of algorithm.  

II. ICCP GEOMAGNETIC MATCHING ALGORITHM 

Geomagnetic matching algorithm is essentially a digital 
map matching algorithm based on batch processing. Pre-
matching trajectories are generated by transforming the INS 
indicated trajectory in search region according to geomagnetic 
intensity sequence based on trajectory transformation models. 
The search region is compressed with constraint conditions to 
improve the search efficiency and algorithm convergence 
speed. Then, an optimal trajectory is selected as output and 
INS error can be eliminated by trajectory transformation 
model parameters. 

A. Algorithm Principle 

ICCP rotates and translates INS indicated trajectory 
iteratively to approach the contours of corresponding 
geomagnetic intensity based on two-dimensional rigid 
transformation, so as to correct the cumulative error of INS. 
The principle is shown in Fig. 1. 

For each match, the real trajectory is 𝑋𝑖(𝑖 = 1,2, … , 𝑁), 
where N is the number of trajectory points. INS indicated 
trajectory (𝑃𝑖) is regarded as initial trajectory for matching, 
and its corresponding geomagnetic sequence is 𝐶𝑖. Generally, 
we suppose 𝑋𝑖 to be on the contours of 𝐶𝑖, so we set the closest 
contour points sequence (𝑌𝑖)  of 𝑋𝑖  on 𝐶𝑖  as our matching 
target. Then the trajectory is updated iteratively by rigid 
transformation with minimum Euclidean distance of 𝑌𝑖 and 𝑃𝑖  
criterion, until the termination condition is reached. The 
termination condition of iterations is related to its converge 
effectiveness, and the algorithm is normally assumed to 
converge locally if the trajectory almost keeps the same after 
transformation. 

B. Search Closest Contour Points 

Searching closest contour points is the prerequisite to 
obtain rigid transformation parameters. In order to decrease 
redundant matching and enhance algorithm efficiency, the 
search region of closest contour points is limited by initial INS 
positioning error constraint and kinematical constraint.  
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Fig. 1. Illustration of the principle of ICCP. 
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Fig. 2. Illustration of the search region for closest contour point. 

Assuming that INS positioning error follows a standard 
normal distribution and its variance of east and north are 𝜎𝑥

2 
and 𝜎𝑦

2  respectively. According to 3𝜎  criterion, the closest 

contour point search region (𝑈𝑖
𝑠) of the trajectory point (𝑃𝑖) 

can be constrained by INS positioning error: 
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The search region can be re-constrained by carrier’s 
kinematics of previous moment. With consideration of INS 
error and carrier performance limitation, the ranges of its 

speed and heading of previous moment are [𝑉𝑖−1
𝑚𝑖𝑛 , 𝑉𝑖−1

𝑚𝑎𝑥] and 

[𝜃𝑖−1
𝑚𝑖𝑛 , 𝜃𝑖−1

𝑚𝑎𝑥].  The search region (𝑈𝑖
𝑚)  constrained by 

kinematics is given by: 
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where T is the time interval. 

So the search region (𝑈𝑖)  constrained by above two 

conditions is 𝑈𝑖
𝑠 ∩ 𝑈𝑖

𝑚，shown as shading part in Fig. 2. 

Since geomagnetic map is a grid map, the search range of 
closest contour points is expanded iteratively in unit of 
minimum grid with trajectory points as center after search 
region is determined. As a result, the algorithm is easy to fall 
into local optimum when initial positioning error is large, 
especially in the geomagnetic map with relatively higher 
resolution. Such deficiency can be improved by selecting the 
best trajectory from multi-match results according to their 
decision indicator. 

The pipeline of ICCP geomagnetic matching algorithm is 
shown in Fig. 3. 

III. IMPROVED DECISION INDICATOR 

ICCP's search strategy for closest contour points can lead 
to local optimum when ensuring the search accuracy, making 
the algorithm sensitive to initial positioning error so that the 
matching error can be extremely large when initial trajectory 
is far from real trajectory. However, traditional ICCP 
algorithm based on decision indicator donated singly by 
convergence exacerbates such effect, which need to be 
improved to enhance the matching accuracy.
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Fig. 3. A block diagram illustrating the pipeline of ICCP. 

A. Traditional Decision Indicator 

Traditional ICCP uses convergence degree of the 
algorithm as the indicator to evaluate its matching effect. INS 
trajectory is multi-matched to obtain M matching trajectories. 
The convergence degree indicator (𝐷𝑗) of the j-th matching is 

depicted by average Euclidean distance of output trajectory 
(𝑌𝑗) between its closest contour points sequence (𝑆𝑗). The 

convergence degree is higher with smaller 𝐷𝑗 . 

1
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Where 𝑤𝑗𝑖  is the weight of the i-th trajectory point of the 

j-th match, calculated by distance between pre-matching 
trajectory (𝑃𝑗) and its closest contour points sequence (𝑆𝑗): 
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B. Improved Decision Indicator Based on Multi-attributes 

Decision-making 

Decision indicator singly donated by convergence degree 

index cannot make effective evaluation for matching 

trajectories in high-resolution geomagnetic map with large 

initial error, because the algorithm can always achieve good 

convergence when the search unit is small. Therefore, with 

introduction of correlation between matching trajectories and 

real trajectory, an evaluation indicator based on multi-attribute 

decision-making is proposed in this paper to evaluate 

matching results comprehensively.  

The trajectory correlation is depicted by two indexes from 
two aspects: geomagnetic intensity correlation and linear 
correlation. 

Mean absolute difference (MAD) is selected as 
geomagnetic intensity correlation criterion. The intensity 
correlation index (𝐼𝑗) is calculated by MAD of geomagnetic 

measurement sequence (𝐵𝑅
𝑗𝑖
)  and geomagnetic sequence 

(𝐵𝑆
𝑗𝑖
) of matching trajectory.  Bilinear interpolation is used 

here for matching trajectory to obtain its geomagnetic 
sequence. The intensity correlation between matching 
trajectory and real trajectory is better with smaller 𝐼𝑗. 
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Linear correlation actually reveals the correlation of 
geomagnetic intensity fluctuation on trajectories. The linear 
correlation index (𝑅𝑗) is calculated by: 

( ) ( )
=                            (6)
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Trajectories with smaller 𝑅𝑗  has better linear correlation 

with real trajectory. After being normalized to unified scale, 𝐼𝑗 
and 𝑅𝑗  constitute trajectory correlation indicator (𝐶𝑗) . The 

normalization and  𝐶𝑗 is given by: 
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Then comprehensive evaluation indicator (F) can be 
obtained by fuse convergence degree indicator (𝐷𝑗)  with 

trajectory correlation indicator (𝐶𝑗)  by entropy weight 

method. Entropy weight method determines the weight of 
each indicator according to its donated information amount, 
which is measured based on the data differences in M 
matching trajectories from multi-match. 

Indicators also need to be normalized to unified scale in 
the same way before being weighted. Taking convergence 
degree indicator (D) as an example, after being normalized to 
D’, its information entropy (𝑒𝐷) and weight (𝑤𝐷) are: 
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Where 𝑒𝐶  is information entropy of trajectory correlation 
indicator (𝐶).Then comprehensive indicator (𝐹𝑗   of the j-th 

matching trajectory is given by: 

                        (11)
' '

j D j C jF w D w C=  +   

C. Comparative Verification 

TABLE I.  MATCHING RESULTS 

Map 

resolution (°) 

Matching error (m) 

ICCP Improved ICCP 

0.05 406.09 283.79 

0.005 3521.05 105.99 
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Fig. 4. Distribution of matching error and decision indicators. 

In order to verify the impact of decision-making 
indicators on matching accuracy, traditional ICCP and 
improved ICCP are used to conduct geomagnetic matching 
navigation in geomagnetic maps of 0.05 °  and 0.005 ° 
resolution. Matching results are shown in TABLE. Ⅰ.  

Each map is multi-matched for 200 times. Decision 
indicators value and matching error of each matching 
trajectories are recorded. Their distribution is shown in Fig.4. 

The distribution of traditional and improved decision 
indicators with matching error in map with resolution of 
0.05°illustrates that, the correlation between two decision 
indicators and matching error is obviously good. And the 
local enlarged image indicates that comprehensive decision 
indicator can help select the optimal trajectory. 

As map resolution increased to 0.005°, the distribution 
illustrates that, due to the limitation of ICCP’s search strategy 
for closest contour points, most matching converge well, 
making convergence singly donated traditional indicator 
cannot achieve comprehensive evaluation of trajectories. 
While the correlation between multi-attribute indicator and 
matching error is still good. The matching results in TABLE Ⅰ 
reveal that, with both convergence and trajectory correlation 
taken into account, multi-attribute decision-making based 
improved ICCP can improve matching accuracy effectively. 
Matching error decreases from 3521.05m to 105.99m. 

TABLE II.  SIMULATION PARAMETERS 

Parameter Value Unit 

Speed 4 Mach 

Initial position error [3000,5000] m 

Gyro rift 0.01 °/h 

Accelerometer bias 50 ug 

Sampling period 2 s 

IV. SIMULATION AND ANALYSIS 

Particle swarm optimization (PSO) geomagnetic 
matching algorithm is a new geomagnetic matching method 
[14-16], which corrects INS errors by optimizing the 
parameters of trajectory transformation model. Compared 
with incremental strategy of ICCP, PSO uses global search 
strategy to search for target trajectories in the whole region 
under constraint conditions, so it is less affected by initial INS 
positioning error, and the matching accuracy is generally 
better than traditional ICCP. In order to verify the matching 
effect of improved ICCP geomagnetic matching algorithm, it 
is compared with both traditional ICCP and PSO matching 
algorithm, of which the particle number was set to 1000 to 
improve its matching accuracy, so as to achieve an effective 
verification. 

Enhanced Magnetic Model (EMM) has high spatial 
resolution. EMM2017 was taken as the geomagnetic map, 
ranging from 38 ° to 40 ° in latitude, from 120 ° to 122 ° in 
longitude and at 40 km in height.  

Traditional ICCP, improved ICCP and PSO are used to 
conduct geomagnetic matching navigation of high-speed 
aircraft at high altitude respectively in conditions of different 
map resolution and different geomagnetic measurement noise. 
And each condition is simulated for 100 times with 200 multi-
match. When matching error is less than 1000m, the matching 
is supposed to be success. The parameters of the simulation 
are shown in TABLE. Ⅱ, and trajectory points number is 15. 

A. Geomagnetic Matching in Different Resolution 

In order to verify the matching effect of improved ICCP 

in different resolution, geomagnetic maps with resolution of 

0.05°, 0.01°, 0.005° , 0.00125°are selected for simulation. 

Matching results are shown in TABLE. Ⅲ, from which we 

can see that traditional ICCP has an exceptional matching 

performance in 0.05° resolution map, while it is completely 

ineffective when the resolution rise to 0.005° and 0.00125°. 

It’s apparent that PSO and improved ICCP have better 

matching accuracy than traditional ICCP, so we mainly 

analyze the proposed algorithm by comparing it with PSO. 

Fig.5. shows the matching results of PSO and improved ICCP. 

According to the comparison of two algorithms, 
improved ICCP has a better performance in matching than 
PSO obviously. As map resolution increases from 0.005° to 

TABLE III.  MATCHING RESULTS IN DIFFERENT RESOLUTION 

Map resolution (°) 
Success rate (%) Matching error (m) 

ICCP PSO Improved ICCP ICCP PSO Improved ICCP 

0.05 100 56.0 100.0 98.99 332.29 51.75 

0.01 58 72.0 100.0 466.37 326.80 65.00 

0.005 26 99.0 100.0 876.35 217.27 118.10 

0.00125 3 64.0 87.0 897.58 360.49 345.72 
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TABLE IV.  MATCHING RESULTS WITH DIFFERENT NOISE 

Standard deviation of 

the noise (nT) 

Success rate (%) Matching error (m) 

ICCP PSO Improved ICCP ICCP PSO Improved ICCP 

0 26 99.0 100.0 876.35 217.27 118.10 

1 5 95.0 99.0 835.67 232.26 152.51 

2 0 99.0 93.0 — 285.48 170.29 

3 0 95.0 96.0 — 355.11 264.40 

 

Fig. 5. Matching results in different resolution of PSO and improved ICCP 

0.00125°, initial positioning error becomes larger relative to 
grid distance, resulting in matching error of improved ICCP 
increasing from 51.75m to 345.72m gradually. And matching 
error of PSO is stable (about 300m), whereas its matching 
success rate is lower than improved ICCP. Especially when 
map resolution is 0.005°, the matching success rate of improved 
ICCP reaches 100% compared with 56% of PSO. In general, 
improved ICCP geomagnetic matching algorithm is effective 
with different geomagnetic map resolution. 

B. Geomagnetic Matching with Different Measurement 

Noise 

In order to verify the stability of improved ICCP, 
considering that geomagnetic intensity changes smoothly 
with space and geomagnetic measurement noise is small at 
high altitude, measurement noise with mean value of 0nt and 
standard deviation of 0-3nt are added to geomagnetic 
sequence. The simulation is conducted in geomagnetic map 
with resolution of 0.005° and TABLE. Ⅳ shows the results 
of three matching methods. In view of that traditional ICCP 
is ineffective with any noise, we still analyze improved ICCP 
and PSO based on their matching results. Fig. 6. shows the 
matching results of PSO and improved ICCP. 

It can be seen that with different noise in geomagnetic 
measurement, the matching error of improved ICCP is still 
smaller than PSO, and their gap is stable round 100m. As 
noise increases from 0nt to 3nT, the matching accuracy of 
improved ICCP decreases slightly with matching error 
increasing from 118.1m to 264.40m, indicating that improved 
ICCP geomagnetic matching algorithm is steady with 
external interference. 

V. CONCLUSION 

With background of geomagnetic matching navigation 
for high-speed carrier at high altitude, this paper analyzes the 

impact of initial positioning error and geomagnetic map 
resolution on matching accuracy from algorithm’s search  

 
Fig. 6. Matching results with different noise of PSO and improved ICCP 

strategy for closest contour points and trajectory decision 
indicator. Trajectory correlation is introduced together with 
convergence indicator of traditional algorithm to evaluate and 
select matching trajectory for output from multi-match. And 
correlation indicator is composed of geomagnetic intensity 
correlation index and linear correlation index. Experimental 
results show that, based on improved decision indicator, the 
output trajectory selected from multi-match is closer to real 
trajectory. Simulations in different conditions indicate that 
the matching accuracy and stability of improved ICCP are 
better than that of PSO based on global search strategy.  So 
the improved algorithm can eliminate the accumulated INS 
error of high-speed aircraft effectively and steadily. 
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Abstract—In Inertial Navigation System (INS)/ Doppler 

Velocity Log （DVL） integrated navigation system, due to the 

time-varying measurement noise， the inaccurate measurement 

model results in substantial estimation errors or even filter 

divergence. To address this problem, Interacting Multiple 

Model (IMM) algorithm which uses more than one model is 

always considered. The efficiency of IMM algorithm depends on 

the accuracy of model set. In order to cover the real model with 

smaller model set, an Improved IMM(IIMM) algorithm is 

proposed in this paper. A variable model set based on the model 

probability weighted average of the model parameter is 

generated to pursue the real model. Meanwhile, the time-

varying state transition probability matrix based on model 

probability difference is introduced to accelerate the switch of 

model set to the true model. Simulation and experiment indicate 

that the model set can cover the true model rapidly and precisely 

with only three models, and the accuracy of the SINS/DVL 

integrated navigation system is improved by applying the 

proposed method. 

Keywords—Interacting Multiple Model, integrated navigation, 

variable model set, state transition probability matrix 

I. INTRODUCTION  

According to statistics, ocean where is rich in mineral 
resources, takes up three-fourths of the earth's surface. 
Underwater navigation technology, as the core technology of 
ocean exploration, is the most difficult to tackle. In the domain 
of underwater navigation, Inertial Navigation System (INS) 
with the performance of high autonomy and anti-interference 
is widely used. But there are some performance deficiencies 
for INS (e.g. unbounded position error growth and 
position/velocity/attitude Schuler Oscillations). In light of this, 
acoustic positioning system, Doppler Velocity Log (DVL), 
Global Position System(GPS), depthmeter, and terrain 
matching are commonly introduced as alternative to provide 
navigation information for underwater vehicles[1, 2]. Among 
these, DVL has become one of the main auxiliary navigation 
devices in underwater navigation by virtue of its reliability, 
autonomy and convenience. Recently, INS/DVL integrated 
system has developed into a reliable and important navigation 
system in underwater navigation[3]. 

In INS/DVL integrated system, Kalman filter(KF) is 
usually employed to blend navigation data from INS and 
DVL[4]. The optimality of KF relays on the correct prior 

knowledge of the process noise covariance matrix Q and the 
measurements noise covariance R[5]. The matrix Q is often 
regarded as constant because the process noise in the 
navigation process is approximately invariable. Nevertheless, 
due to the complex underwater environment, such as: ocean 
currents, marine organism, changeable template and salinity, 
the random error of DVL is variable and unpredicted. The 
affiliated matrix R is not in compliance with reality and results 
in substantial estimation errors or even filter divergence. The 
problem of optimal filtering in the presence of unknown 
measurement noise has therefore received a lot of attention. 
There are two mainstream methods, Adaptive Kalman Filter 
(AKF)  and Interacting Multiple Model(IMM) method. 

The AKF algorithm estimates the statistical characteristics 
of process and measurement noises to adapt to the uncertain 
model[6]. The AKF can be divided into four categories: 
Bayesian, Maximum Likelihood (ML), correlation, and 
covariance matching. Based on these theories, AFK has been 
widely utilized in the integrated navigation systems[7, 8]. The 
IMM method gets around the difficulty due to the model 
uncertainty by using more than one model[9]. It was generated 
to handle the model uncertainty in the target tracking area. 
Recently, it has become popular in integrated navigation 
systems[10-12]. In this paper, the IMM method is mainly 
discussed. 

To the best of our knowledge, the efficiency of IMM 
method depends on the accuracy of model set[13]. In order to 
cover the real model as much as possible, a bigger model set 
is needed[14,15]. Paradoxically, with the increase of the 
model set, the computation complexity increases, and the 
competition between sub models leads to the filter 
deterioration. To address this, Sage-Husa AKF was 
introduced to IMM to establish model set to adaptively cover 
the true model. And a switching criterion based Hybrid 
Interacting Multiple Model (HIMM) algorithm was also 
proposed[16]. However, additional calculation of Sage-Husa 
AKF and switching criterion in the two methods partly 
complicates this problem. To simplify the calculation and 
improve the estimation accuracy, an Improved Interacting 
Multiple Model(IIMM) algorithm is proposed in this paper. 
The model-probability-weighted-average-based adaptive 
model set is proposed to cover the real model. Constructed by 
the model probability weighted average of model parameter in 
the last epoch, the new model gradually approaches to the true 
model. Meanwhile, an adaptive transition probability matrix Xiaosu Xu is the corresponding author. (e-mail: xxs@seu.edu.cn).  
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is introduced to accelerate the switch to the true model set 
when the true model is not in the current model set. The IIMM 
algorithm enables INS/DVL integrated navigation system to 
operate in uncertain, complex, and changing situations.  

The structure of this paper is as follows. In section 2, an 
INS/DVL integrated system is designed. In section 3, the 
IIMM algorithm is specifically illustrated. In section 4, 
simulation and vehicle test are comprehensively conducted to 
illustrate the superiority of the proposed IIMM algorithm. 
Section 5 is devoted to conclusion. 

II. INS/DVL INTEGRATED SYSTEM. 

In INS/DVL integrated system, the loosely coupled 
method is frequently utilized because the information 
provided by DVL is the velocity of the vehicle rather than the 
original information. The diagram of the INS/DVL integrated 
system is shown in Fig. 1. Kalman filter is used to fuse the 
updated navigation error of INS and the velocity of DVL and 
then figures out the navigation error to correct the navigation 
information. To cast the integrated process in a Kalman filter 
framework, state equation and measurement equation are 
established by the time rate differential equations of INS and 
the velocity difference of INS and DVL in the body frame. 

DVL
VDVL

A  

VINS

AINS

PINS

INS

Kalman Filter

V P

VINS/DVL

AINS/DVL

PINS/DVL

 

Fig. 1. Diagram of the INS/DVL integrated system. 

A. State Equation 

The state equation is described as follows: 

 X = FX + GW&  () 

where X is the state vector, F is the state transition matrix,  

G  is the system noise matrix, and W is the process noise 

vector. The state vector X is defined as: 

T
n n n

x y z E N U

x y z x y z d

δV δV δV δλ δL δh

ε ε ε K

   
=  

    
X

() 

where , ,x y z  are misalignment angles, and 
, ,

n

E N UδV are east, 

north and upward velocity errors, respectively. δλ  , δL  , δh   

are the latitude, longitude, and height errors, respectively.  

, ,x y zε and  , ,x y z  represent the accelerometer biases and gyro 

biases in three directions of the body frame. dK  is the DVL 

scale factor. The system state transition matrix F , the matrix 
G and W can be expressed as same as [17]. 

B. Measurement Equation 

The measurement equation is defined as follows[18]: 

 ˆ
b bDVL= +Z V V HX V- =  () 

where Z is the measured matrix, ˆ
bV is the velocity calculated 

by INS under frame b,  bDVLV  is the velocity of DVL, H  is 

the measurement transfer matrix, and V  is the measurement 

information noise. The measurement transfer matrix H  is 

deduced as: 
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III. THE IMPROVED INTERACTING MULTIPLE MODEL 

ALGORITHM 

A. Interacting Multiple Model Algorithm 

1) Interacting 

The predicted model probability can be calculated as[19]: 

 ( ) ( ) ( )
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1 1 / 1i j i j i i j i
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where , 1,2,3.i j =
i jp →  is the transition probability between 

model im  and model jm  from the last epoch 1k −  to 

current epoch k . ( )1i k − denotes the model probability 

estimated at the end of the epoch    1k − . 

The mixing state vector 
( )1

ˆ
Oj k −

X  and its estimate 

covariance ( )1Oj k−
P  of filter  j  ( 1,2,3j = ) can be calculated: 
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where ( )1
ˆ

i k −
X  and ( )1i k −

P  are the state estimate and its 

covariance matrix of filter i  at the last epoch.  

2) Model filtering 

With the output of interacting process, conventional 

Kalman filtering is performed: 
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3) Model probability update 

The likelihood function of each model can be derived as: 
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where m  is the dimension of the observation vector. Then, 

the model probability can be calculated as: 
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4) Estimation fusion 
With the model probability, the state vectors and its 

covariance matrices can be achieved: 
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B. Improved Interacting Multiple Model Algorithm 

The IIMM algorithm with the adaptive model set 
construction and the adaptive transition probability matrix is 
shown in Fig .2. 
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Fig. 2. Diagram of the IIMM algorithm. 

1) Adaptive model set construction 
The efficiency of IMM algorithm depends on the accuracy 

of model set. When the models in the model set match the true 
model appropriately, IMM performs well. However, once the 
true model is outside the model set, the accuracy of IMM 
cannot be guaranteed. Therefore, a model-probability 
weighted-average-based adaptive model set is proposed to 
establish new model set to cover true model as much as 
possible. 

In IMM algorithm, the model probability represents the 
probability that the model is the true model. Accordingly, 
calculating the model probability weighted average of model 

parameter ˆ
kR  : 

 ( ) ( )
3

1

ˆ
k jj k

j

k

=

= R R  () 

Analytically, ˆ
kR approximates the true measurement 

noise covariance matrix as much as possible. 

 Suppose there are three models 1 2 3R R R， ， .  

 1 2 31/ ˆ ˆ ˆ
k k k = = =R R R R R R， ，  () 

where   is constant and is set as 2 in this paper. 1R , 2R  and 

3R  are the small model, middle model and big model, 

respectively. When the true model is not covered in the model 

set, the calculated ˆ
kR  is closer to true value kR  than middle 

model 2R .Then pick ˆ
kR  as the middle model and establish 

the mode set. We can see that the model set is closer to the 
true model. Repeat in this way until the model set covers the 
true model. Therefore, adaptive model switch is accomplished.  

The switching process when the model set does not cover 
the real model is shown in Fig. 3. In Fig.3(a), when the real 
model is smaller than the model set, the probability weighted 

average value ˆ
kR is smaller than the medium model in the last 

epoch. Pick ˆ
kR  as the middle model and establish the model 

set. Owing to the probability weighted average value, the 
middle model in current epoch is smaller than the last epoch. 
Accordingly, the model set becomes smaller and the adaptive 
switch of model set is implemented successively. It is similar 
when the real model is bigger than the model set and it is 
illustrated in Fig. 3(b). 
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Fig. 3. (a)Diagram of the switching process when the real model is 

smaller than the model set. (b)Diagram of the switching process 

when the real model is bigger than the model set. 
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2) Adaptive transition probability matrix 
In the conventional IMM algorithm, model transformation 

probability is fixed and determined according to experience. 
However, due to the variability and uncertainty of the real 
model, fixed model transformation probability is not in 
compliance with reality, which will lead to the Kalman filter 
deterioration. To address this, time-varying state transition 
matrix was pioneered for target tracking[20-22]. In the 
INS/DVL system, when the real model is not covered in the 
model set, the fixed model transformation probability may 
lead the model switching sluggish and then results in 
inaccurate filtering. In order to switch to the true model 
rapidly, the probability of the models which is far from the 
true model transforming to the model which is close to the real 
model should be larger. Therefore, an adaptive model 
transformation probability is introduced to IIMM algorithm 
for INS/DVL integrated navigation system in this paper.  

The model transformation in IMM algorithm follows the 

Markov process, the transition probability between model im  

and model jm from the last epoch 1k −  to current epoch k  

is indicated as i jp → .The model probability ( )j k

represents the matching degree between the model j and the 
real model. The greater the probability, the better the model j 
matches the real model, and the greater the probability that 
other models transfer to model j. Therefore, the model 
probability difference at adjacent moments can be used to 
correct the transition probability between the models. 
Calculating the probability difference at adjacent moments: 

 ( ) ( ) ( 1), , 1,2,3j j jk k k i j   = − − =  () 

To ensure positive definiteness of the revised transition 
probability, use the exponential form to correct transition 
probability: 

 ( ) exp[ ( )] ( )i j j i jp k k p k→ →=   () 

It can be seen that, when the model probability of model j 

increases, ( )i jp k→ increases, and the model switch 

accelerates, vice versa. 
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In order to ensure the sum of state transition probabilities 
to be one, it is needed to normalize the transition probability: 
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IV. SIMULATION AND VEHICLE TEST 

The performance and comparison of the INS/DVL 
integrated system based on KF, Interacting Multiple Model 
Kalman Filter(IMMKF) and Improved Interacting Multiple 
Model Kalman Filter(IIMMKF) are evaluated on simulation 
and vehicle tests. The result is of great interest. 

A. Simulation 

The trajectory with straight line and two corners is 
simulated and the INS/DVL integrated system is applied to 
navigate. The simulated trajectory is shown in Fig .4. The start 
point is set as latitude 34° N and longitude 108° E. The initial 
attitude error is set as [0.1°, 0.1°, 0.3°]. The drift bias and the 

random walk noise of the accelerometer are set as 50 g  and

50 /g Hz , and these of the gyroscope are set as 0.01 / h  

and 0.01 / h . The DVL scale factor error is set as 0.005. 

The update frequency of the IMU and DVL are set as 200Hz 
and 1Hz, respectively. 

 

Fig. 4. Vehicle trajectory. 

In order to compare the performance of these methods, the 
noise with  variance  as (26) is generated: 
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 The initial model sets of IMMKF and IIMMKF are

 2 2 20.1 0.3 0.5 . The velocity and position errors of the 

three algorithms are compared in Fig.5 and Fig.6. When the 
noise occurs, the conventional KF immediately diverges 
because of the incorrect measurement noise. Conversely, with 
more than one model, IMMKF and IIMMKF can avoid 
divergence to some extent. When the noise of 0.3 m/s occurs, 
the model sets of IMMKF and IIMMKF cover the true model 
appropriately and there is no filter divergence. However, when 
the noise of 3 m/s occurs, the model sets of IMMKF cannot 
cover the true model and filter diverges. With the adaptive 
model set and transition probability matrix, the model sets of 
IIMMKF can cover the true model in real time and the filter 
accuracy is improved. 

  

Fig. 5. The velocity error of three methods.
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Fig. 6. The position error of three methods. 

Quantitative analysis can be done using the mean and root 
mean square (RMS) of the errors. The mean and RMS of the 
errors are shown in TABLE I and TABLE II. Comparing with 
the IMMKF method, the percentage improvement in the mean 
values of velocity and position errors are above 11%, 26%, 
16%, and 14%. And the percentage improvement in the RMS 
values are above 20%, 46%, 2%, and 18%. It can be obviously 
seen that the proposed IIMMKF outperforms KF and IMMKF. 

TABLE I.  THE MEAN OF THE VELOCITY AND POSITION ERRORS IN 

THREE METHODS 

Parameters 
Algorithm 

KF IMMKF IIMMKF 

VE error（m/s） 0.046899115 0.018798682 0.016658681 

VN error（m/s） 0.053860774 0.027336851 0.020193287 

PE error（m） 7.713496469 2.215524458 1.850948948 

PN error（m） 16.85316961 1.353047544 1.151605375 

TABLE II.  THE RMS OF THE VELOCITY AND POSITION ERRORS IN 

THREE METHODS 

Parameters 
Algorithm 

KF IMMKF IIMMKF 

VE error（m/s） 0.079990697 0.031788761 0.025366122 

VN error（m/s） 0.149286228 0.056061583 0.030257747 

PE error（m） 0.055710953 0.014447561 0.014124397 

PN error（m） 11.24472785 3.89120056 3.173066311 

B. Vehicle Test 

The proposed method is testified in the land vehicle field 
test to predict the feasibility in the underwater environment. 
In the simulated INS/DVL navigation system of vehicle test, 
the inertial information is provided by the IMU and the 
velocity information of DVL is replaced by the PHINS 
developed by French firm IXBLU. PHINS provides the 
information of DVL by transforming its own velocity from 
navigation frame to body frame using the true attitude 
information. A computer is utilized to perform a series of 
navigation operations. The specifications of IMU and PHINS 
are listed in TABLE III. 

TABLE III.  SPECIFICATIONS OF IMU AND PHINS 

Sensor Parameters Accuracy Rate 

IMU 

Gyroscope bias 

stability 
≤ 0.02°/h 200Hz 

Gyroscope random 
walk 

≤ 0.005°/√h 200Hz
 

Accelerometer bias 

variation 
±50ug 200Hz 

Accelerometer output 

noise 
≤ 50ug/√Hz 200Hz 

PHINS Attitude  ≤ 0.01° 200Hz 

Land trial is conducted near 31° 89’N, 118° 82’E, in the 

campus of Southeast University. A subset of about 1200s is 

used for evaluating the performance of the navigation system. 

The vehicle trajectory is shown in Fig. 7. 

 

Fig. 7. Vehicle trajectory. 

In order to compare the performances of these algorithms, 
the noise with variance as (27) is generated to the INS/DVL 
navigation system. 
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The initial model sets of IMMKF and IIMMKF are 

 2 2 20.1 0.3 0.5 .The velocity and position errors are 

compared in Fig. 8 and Fig. 9. When the noise occurs, the 
conventional KF immediately diverges because of the 
incorrect measurement noise. Conversely, owing to more than 
one model, IMMKF and IIMMKF can avoid divergence to 
some extent. When the noise of 0.3 m/s occurs, the model sets 
of IMMKF and IIMMKF cover the true model appropriately 
and there is no filter divergence. However, when the noise of 
3 m/s occurs, the model sets of IMMKF cannot cover the true 
model and filter diverges. With the adaptive model set and 
transition probability matrix, the model sets of IIMMKF can 
cover the true model in real time and the filter result is more 
accurate than others.  

The mean and RMS of the errors are shown in TABLE IV 
and TABLE V. The contrast is especially sharp right at this 
moment. Comparing with the IMMKF method, the percentage 
improvement in the mean values of velocity and position 
errors are above 18%, 12%, 9%, and 1%. RMS values are 
improved up to 13%, 25%, 3%, and 16%.It can be obviously 
seen that the proposed IIMMKF outperforms KF and IMMKF.  

  

Fig. 8. The velocity error of three methods. 
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Fig. 9. The position error of three methods. 

TABLE IV.  THE MEAN OF THE VELOCITY AND POSITION ERRORS IN 

THREE METHODS 

Parameters 
Algorithm 

KF IMMKF IIMMKF 

VE（m/s） 0.065513 0.03436 0.028091 

VN（m/s） 0.067981 0.031123 0.0272 

PE（m） 5.096753 2.573386 2.331776 

PN（m） 7.417376 2.186795 2.159385 

TABLE V.  THE RMS OF THE VELOCITY AND POSITION ERRORS IN 

THREE METHODS 

Parameters 
Algorithm 

KF IMMKF IIMMKF 

VE（m/s） 0.144417779 0.052808418 0.045908055 

VN（m/s） 0.139146925 0.045094655 0.033797379 

PE（m） 0.065319514 0.032344143 0.031122649 

PN（m） 8.593295095 3.295615286 2.756178924 

V. CONCLUSION 

To realize the optimal estimation in the case of time-
varying measurement noise and improve the accuracy of 
INS/DVL integrated navigation system, an IIMM algorithm is 
proposed in this paper. The model-probability-weighted-
average-based adaptive model set is employed to adjust the 
model set to cover the true model in real time. Meanwhile, an 
adaptive transition probability matrix is introduced to 
accelerate the switch to the true model when the true model is 
not covered in the current model set. The IIMM algorithm 
enables the INS/DVL integrated navigation system to operate 
in uncertain, complex, and changing situations. Simulation 
and experiment show that the proposed algorithm can realize 
rapid model switch to cover the true model in real time and 
improve accuracy of thess INS/DVL integrated navigation 
system. 
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Abstract—A well-designed tracking loop is the core of a 

Global Navigation Satellite System (GNSS) receiver and plays a 

decisive role in estimating parameters and positioning. To solve 

the problem that classical scalar tracking may fail to track the 

received signal frequently in high-dynamic and weak signal 

environments, novel tracking loops based on optimal estimation 

are proposed by many researchers. Among them, Kalman-based 

and vector tracking are expected to have a better performance 

in improving the precision of measurements and positions. 

Considering their superiority and promising applications in 

deeply coupled GNSS/ inertial navigation system, the theoretical 

analysis and practical implementation are worthy of being 

further explored. In this paper, an EKF-based tracking loop 

which uses the outputs of coherent channels directly is proposed. 

And then, the implementation of a vector tracking frequency-

locked and delay-locked loop is further proposed in detail. At 

last, the performance and superiority of the two methods are 

tested where a software-defined receiver is constructed and the 

aircraft data from a GNSS constellation simulator is used. 

Compared with scalar tracking, a significant improvement on 

positioning and measuring parameters is achieved by the two 

methods. And the vector tracking indicates a 42.9% and a 52.3% 

increase on the precision of positioning and pseudo-range 

measuring respectively. 

Keywords—GNSS, tracking loops, Kalman filter, vector 

tracking 

I. INTRODUCTION 

The Global Navigation Satellite System (GNSS) has been 
widely used in various civil and military fields. However, the 
pursuit of better performance of the tracking loop in a GNSS 
receiver has never diminished among academic community. 

Based on the classical control theory, a conventional scalar 
tracking loop is always a trade-off between accuracy and 
dynamic tolerance [1][2]. As a result, the performance of 
scalar loops may deteriorate dramatically when the receiver is 
in GNSS denied environments which most commonly include 
high dynamic and weak signal scenarios [3]. To maintain 
efficient tracking in these situations, Kalman-filter based 

tracking loops have been proposed [4]. In a stand-along GNSS 
receiver, there are generally two kinds of architectures for 
signal tracking using Kalman filters according to different 
measurements. One of the structures uses the outputs of 
conventional scalar discriminators and is implemented by a 
linear Kalman filter. In the other one, the results of coherent 
accumulation are exploited and processed by a nonlinear 
Kalman filter[5]. The signal tracking loops based on Kalman 
filter have been studied and tested by many researchers with 
particular emphasis on PLL [5][6][7][8]. In these methods, the 
errors of scalar discriminators can be decreased and the 
limited linear range can be improved by nonlinear filters. 
However, the structures and implementations of the Kalman-
based tracking loops are still diverse and difficult to be tuned. 
Recently, the equivalence between scalar tracking and 
Kalman-based tracking has been proved by many researchers 
[1][4][9], and the tuning criteria is available in reference [2] 
and [9] which provide a good opportunity for practical 
implementation.  

Another way to implement the tracking loop using optimal 
estimation theory is vector tracking. Different from the scalar 
and Kalman-based tracking, vector tracking completes the 
signal tracking and the positioning simultaneously by a stand-
along filter [10][11]. The feedback to construct the closed loop 
is computed using the spatial relationship between the receiver 
and visible satellites. Besides, the information from different 
channels are fused and fully utilized. 

On the basis of the tracking loop realized by optimal 
estimations, inertial navigation system (INS) can be added to 
constitute a GNSS/INS deeply coupled system which 
performs a much more robust tracking loop. In these INS-
assisted approaches, Kalman-based tracking is the basis of 
federated schemes of the deeply coupled system [3] while 
vector tracking the centralized [12]. For further researches and 
studies on robust tracking loops, we need to implement and 
analyze the Kalman-based and vector tracking in detail. So the 
detailed implementation of Kalman-based and vector tracking 
loops are proposed herein, and their performance is tested and 
compared using high-dynamic aircraft data. 

*Xiyuan Chen is the corresponding author. (e-mail: chxiyuan@seu.edu.cn). 
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II. SCALAR TRACKING LOOPS 

A. The Basic Principle of GNSS Tracking Loops 

To carry out the calculation of the position and velocity of 
a GNSS receiver at a certain time (Position, Velocity, and 
Time, PVT), a few procedures of signal processing are needed, 
including the down-conversion of radio frequency, acquisition, 
tracking, bit synchronization, and frame synchronization. 
Among them, signal tracking is the core part in a GNSS 
receiver, which exert a great influence on the performance of 
the receiver. The main job of the tracking loops is to estimate 

the Doppler frequency 
df , initial carrier-phase   and code-

delay   of the received signal accurately and dynamically, 

maintaining the local replica of satellite signals the same with 
the received ones. 

Suppose k  and T  represent the sequence number and the 

interval of sampling respectively, the received satellite signal 

( )r k  with random noise n  and intermediate frequency 
IFf  

can be discretized as 

( ) ( )( ) ( )( ) cos 2=  −  + + +IF dr k A C kT kT f f n kT   , (1) 

where A  and C  denote the amplitude of ( )r k  and the 

sequence of pseudo-code respectively. 

B. Scalar Tracking Loops with Conventional 

Discriminators 

Scalar Tracking loops usually refer to the frequency-
locked loops (FLL), phase-locked loops (PLL), delay-locked 
loops (DLL), and their combinations which estimate Doppler 

frequency 
df , initial carrier-phases   and code-delays 

respectively. A typical architecture of the scalar tracking can 
be seen in Fig.1.  
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Fig. 1. The typical scalar tracking loop with discriminators. 

As illustrated in Fig.1, scalar tracking loops include the 
independently performed carrier loop and code loop which 
consist of correlation channels, discriminators, loop filters and 
numerically controlled oscillators (NCO). Discriminators are 
used to compute the differences between the parameters of 
replica signal and the received signal, then the outputs will be 
filtered by loop filters to calculate the feedback of the closed 

loops. Generally, the error of 
df  obtained from a FLL can be 

expressed by 

 
( )

 =
coh

cross sign dot
f

T
, (2) 

where 
cohT  is the interval of coherent accumulation, and 

 
1 1 2 2=  − P P P Pcross I Q I Q ; (3) 

 
1 2 1 2=  + P P P Pdot I I Q Q . (4) 

Suppose IP/QP, IE/QE, and IL/QL are the coherent 
accumulations of prompt, early and late branches respectively, 
and their code phase interval with each other is half a code 
chip. The I and Q denote in-phase and quadrature-phase. The 
error of   and   estimated by the discriminators can be 

given by 

 arctan = P

P

Q

I
 ; (5) 

 

2 2 2 2

2 2 2 2

+ − +
 =

+ + +

E E L L

E E L L

I Q I Q

I Q I Q
 . (6) 

III. EKF-BASED TRACKING LOOPS 

In conventional scalar tracking loops, the pull-in ranges 
and nonlinear characteristics of the discriminators limit their 
scope of application. As a result, carrier-smoothing or a 
Kalman filter are usually used in the calculation of PVT. 
Another way to improve the performance of discriminators is 
introducing the theory of optimal estimation into the tracking 
loops. For example, the outputs of the discriminators can be 
used as the observations of a Kalman filter so that the errors 
of these outputs can be narrowed down. The equivalence of 
the conventional and the Kalman based tracking loops can be 
seen in our previous work [9]. 

In this section, a tracking loop based on an extended 
Kalman filter (EKF) is proposed in which conventional 
discriminators are replaced with an EKF. The scheme diagram 
of the EKF-based tracking loop proposed can be seen in Fig.2. 
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Fig. 2. EKF-based tracking loop without conventional discriminators. 

The sate parameters of the filter are given by 

  
T

d aA f f =    X , (7) 

where 
af  is the changing rate of the Doppler frequency 

df . 

The state equation can be described as 
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 ( )1 ,+ = +k k kf kX X W . (8) 

The transmission function of the states and the noise of the 
system are given by 

 ( ) 2
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X ; (9) 

  =  k A f a W W W W W W , (10) 

where   is the ratio between the frequencies of the carrier 

and the pseudo-code. This coefficient can be given by 

1575.42 1.023= MHz MHz  for GPS L1. The system noise 

kW  includes the process noise of A ,  ,  ,f , and  af . 

The observation equation can be described as 

 ( ),= +k k kh kZ X V . (11) 

The observations, observation matrix and measurement 
noise are given by following equations respectively. 

  =
T

k E E P P L L k
I Q I Q I QZ ; (12) 
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  =  
T

k IE QE IP QP IL QL k
     V , (14) 

where R and N are the self-correlation function and the 

number of the samples in an accumulation interval 
respectively.   denotes zero mean white noise.   and   

are described by 

 

2

,
2 6

=  +  + coh coh

k k a k

T T
f f  ; (15) 

 
2


= k

coh

f
T . (16) 

Because the tracking loop based on EKF is a closed loop 

with the feedback to NCOs, the one-step prediction / 1
ˆ

−k kX  is 

assumed to be zero after the NCOs’ being adjusted by 

feedback. So the one-step prediction and the state estimation 
need to be modified by 

 
/ 1

ˆ 0− =k kX ; (17) 

 ˆ =k k kX K Z , (18) 

where ˆ
kX  and 

kK  represent the estimation of the state and 

the gain of the filter respectively. 

IV. VECTOR TRACKING LOOPS 

A. Introduction of Vector Tracking 

Vector tracking is drawing a growing interest among 
academic community and is proposed to solve the problem 
that the conventional scalar-tracking loop is so sensitive to 
noise and dynamics that it may fail to lock the signal in 
multipath, weak signal, strong jamming, and high dynamic 
environments. 

By optimal estimation theory, the information from 
different channels and different satellites is fused together and 
aided by each other. The other key characteristic of vector 
tracking is that the PVT is obtained from the Kalman filter 
directly, and then the feedback of the loop is constructed using 
the line-of-sight (LOS) vectors between the receiver and the 
satellites tracked. This method can make full use of the spatial 
relationship between different signals and is expected to 
provide a better performance in challenged and GNSS denied 
scenarios. As a result, vector tracking is now considered as an 
important foundation of deeply coupled system using GNSS 
and inertial navigation system [12]. But it is important to note 
that though the tracking channels are capable of assisting with 
each other, they may be polluted by the deteriorative channels. 
A VDFLL composed of the vector tracking FLL (VDLL) and 
vector tracking FLL (VFLL) can be seen in Fig.3. 
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Fig. 3. The vector tracking loop with VDFLL. 

B. Design of the Navigation Filter 

In our research, the navigation filter is performed by an 
EKF whose state equation is given by 
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where P  and V  are the errors of position and velocity in 

three directions.
bt  and 

dt  denote the bias and drift of the 

clock respectively. 

The observations are defined by the outputs of 
discriminators as follows 

 1 1

, , , ,
 =  L L

T
j j

k code k code k carrier k carrier kZ Z Z ZZ  (23) 

where ,

j

code kZ  is the code-delay   converted from chips to 

meters, and ,

j

carrier kZ  is the Doppler frequency f  converted 

from Hertz to meter per second. j means the thj channel. 

Then, the observation equation can be described as 

 =  +k k k kZ H X V ; (24) 
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where   
T

j j j

x y za a a is the LOS vector from the receiver to 

the satellite of the thj  channel. 

V. EXPERIMENT AND DISCUSSION 

In order to fully verify the excellent performance of the 
EKF based tracking loop and VDFLL, experiments using a 
constellation simulator and a soft-ware defined receiver were 
designed. 
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Fig. 4. Diagram of the experiment methods and procedures. 

Experiments and comparisons were carried out using 
aircraft data that was sampled from a GNSS constellation 
simulator as described in Fig. 4. The maneuvers of the aircraft 
are described in Table Ⅰ.  

TABLE I.  MANEUVERS OF THE SIMULATED AIRCRAFT 

Time/s Motions of the Aircraft 

0-5 Accelerating from 200 to 600m/s 

5-23 
A 90°change in heading with steady speed, and the lateral 

acceleration is 6g. 

23-28 
Steady climbing in height with a change of 1000m, and 
lateral acceleration is 6g. 

28-46 
A 90°change in heading with steady speed, and the lateral 

acceleration is 6g. 

46-50 Uniform motion with 600m/s. 

The initial position is [32.03°N, 118.47°E, 63m], and the 
initial speed is 200m/s. The trajectory of the aircraft is 
described in Fig. 5 with earth-centered and earth-fixed (ECEF) 
coordinate frame. For GNSS signal, GPS L1 was chosen to 
simulate 9.548MHz intermediate-frequency (IF) signals with 
a sampling frequency of 38.192MHz. The simulation began 
from 2020-5-15 12:00:00. In this experiment, a 2rd PLL and 
2rd DLL were used, where the bandwidths of DLL and PLL 
are 2 Hz and 25 Hz respectively. 

 

Fig. 5. The trajectory of the simulated aircraft. 

The positioning errors of scalar, EKF and VDFLL tracking 
in three directions are described by Fig. 6 which indicates the 
best positioning accuracy of VDFLL and the worst of 
conventional scalar tracking. As shown in Fig.6, the curve of 
VDFLL is closer to zero and fluctuates in a smaller range. And 
the accuracy of the EKF falls somewhere in between. 

 

(a) 
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(b) 

 

(c) 

Fig. 6. Positioning errors in three directions: (a) X; (b) Y; (c) Z axis of 

ECEF. 

The standard deviations of the positioning errors are 
summarized in Table Ⅱ. As we can see from the table, an 
obvious improvement on positioning precision was achieved 
by EKF tracking loop and vector tracking loop. Compared 
with scalar tracking, the decrease on standard deviations are 
3.7% and 42.9% respectively in Z direction. For EKF tracking, 
the errors of discriminators are narrowed down using EKF so 
that the measurements for PVT calculation, namely pseudo-
range and pseudo-range rate can be improved. 

TABLE II.  STANDARD DEVIATIONS OF THE POSITIONING ERRORS 

Methods 
Standard deviations (m) 

PLL+DLL EKF tracking VDFLL  

X 14.38 13.96 8.73 

Y 8.26 7.96 4.37 

Z 7.35 7.08 4.20 

For vector tracking, the improvement on positioning 
accuracy mainly benefits from the PVT calculation using a 
Kalman filter. The superiority of Kalman based PVT 
calculation (KF-PVT) compared with the least-squares PVT 
(LS-PVT) has been proved [2]. Another, the measurements of 
PVT are also improved because the feedback constructed by 
the positions obtained from KF-PVT seems to be more 
accurate than that by original outputs of discriminators, but 

this also depends on the configuration and the performance of 
the loop filter. 

The improvements on one of the PVT measurements, the 
pseudo-ranges, are shown in Fig.7. 

 

Fig. 7. Pseudo-range errors of the three methods (PRN 2). 

Fig. 7 illustrate that both EKF tracking and VDFLL are 
more stable in the precision of pseudo-range, because the 
amplitude of oscillation is much smaller. This phenomenon is 
also indicated in Fig.8 where the errors of pseudo-ranges 
corrected by clock bias are described. The standard deviations 
of pseudo-range errors are summarized in Table Ⅲ. For the 
precision of not corrected pseudo-range, the improvements are 
17.3% and 52.3% for EKF and VDFLL tracking respectively. 

 

Fig. 8. Corrected pseudo-range errors of the three methods (PRN 2). 

TABLE III.  STANDARD DEVIATIONS OF THE PSEUDO-RANGE ERRORS 

Methods 
Standard deviations (m) 

PLL+DLL EKF tracking VDFLL  

Not corrected 4.40 3.64 2.10 

Corrected 4.42 3.54 1.95 

It can be concluded that the positioning performance of all 
the three methods are sensitive to the maneuvers of the aircraft, 
while the pseudo-range measurements of VDFLL are not as 
sensitive as others. The improvements on pseudo-range rate 
are shown in Fig. 9. And the standard deviations of the errors 
of pseudo-range rate are summarized by Table Ⅳ. 
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Fig. 9. Pseudo-range rate errors of the three methods (PRN 2). 

TABLE IV.  STANDARD DEVIATIONS OF THE PSEUDO-RANGE RATE 

ERRORS 

Methods 
Standard deviations (m/s) 

PLL+DLL EKF tracking VDFLL  

Pseudo-

range rate 

0.69 0.22 0.51 

As we can see from Fig. 9 and Table Ⅳ, EKF has the most 
significant improvement on the measurement of pseudo-range 
rate (68.1% decline on standard deviation). Because the 
precision of FLL is generally much worse than PLL, the 
performance of VFLL is not as good as EKF based PLL. But 
VFLL still achieved a better performance than conventional 
scalar PLL (26.1% decline on standard deviation). The 
pseudo-range rates corrected by clock drift cannot be offered 
for the reason that the clock drift is not estimated by LS-PVT 
which is used by scalar tracking and EKF tracking loops 
designed in this paper. 

VI. CONCLUSION 

Based on the theory of optimal estimation, Kalman-based 
and vector tacking loops in a GNSS receiver are introduced in 
this paper. Then, an EKF-based PLL/DLL tracking loop and 
an EKF-based VDFLL are implemented on the platform of a 
soft-ware defined GPS L1 receiver. By the experiment and 
testing using the aircraft data simulated by the GNSS 
constellation simulator, the results indicate that VDFLL has 
the best performance on positioning and the improvement on 
pseudo-range measurements, while the EKF tracking falls 
between VDFLL and PLL/DLL. But the EKF tracking has the 
most significant improvement on pseudo-range rate 

measurements. Besides, the pseudo-range measurements of 
VDFLL are less sensitive to maneuvers than those of another 
two methods. 
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Abstract—In the aerospace applications, the cases of radio 

irregularity, obstacle, asymmetrical distribution are disadvan-

tageous for node localization of wireless sensor networks. In this 

paper, the related principles and methods of Graph Theory is 

introduced to minimize the localization error caused by radio 

irregularity. The model of asymmetry communication is estab-

lished based on Graph Theory. Through the analysis to commu-

nication path between nodes in directed network, solution 

schemes are put forward for locating nodes in case of asymmet-

ric communication. The localization performance is compared 

in different scenes and conditions. For node localization with ra-

dio irregularity, the accuracy can be improved 10% by our so-

lutions when the network topology is regular. While the network 

topology is irregular, the localization accuracy can also be im-

proved when strongly connected graph comes into being. 

Keywords—wireless sensor networks, localization, graph the-

ory, radio irregularity, asymmetry communication 

I. INTRODUCTION 

Wireless sensor networks (WSN) are placed in the demand 
area and used to perceive the status of each position and 
communicate. They are self-powered by the on-board 
batteries. The application prospect of this technology in 
aerospace field is very broad. It can be used to monitor the 
state of spacecraft and other equipment[1], environment 
monitoring of the moon[2], Mars and other exploration 
planets[3, 4], physical condition monitoring of astronauts[5] 
and localization of unmanned exploration equipment[6, 7], etc. 

Obviously, the exact location of the node needs to be 
known, otherwise the detected information will be 
meaningless, and there is a higher requirement for the location 
accuracy of the nodes in WSN in the aerospace field. However, 
due to the huge number of WSN nodes, it is unrealistic to 
accurately measure the location of nodes manually, and the 
GPS cannot be used in the space environment. At present, 
there are many algorithms to calculate the unknown node 
location by a small number of anchor nodes, they are 
fundamentally important for the applications and the location-
based network protocol of WSN as the supporting technology 
of WSN. 

As shown in Fig.1, the radio range of the sensor node is 
always irregular since the influence of anisotropic path loss, 
inconsistent transmit power and obstacles caused by factors 
such as rugged terrain in the explored region of the planets. It 

is disadvantage to node localization, the MAC layer functions, 
the topology control, and network protocol etc. This is 
unfavorable to the environment monitoring, target tracking 
and other functions of sensor networks. 

To solve the problem of asymmetry communication 
brought by radio irregularity, many scholars have studied it 
from different aspects. [8] studied the radio irregularity from 
two aspects: space and time. For the irregularity in space, they 
select the neighbors on the rim of the irregular radio coverage 
region as the forwarders. For the dynamic of the radio 
coverage in time, an on-demand, stateless strategy is presented. 
[9] integrated Fuzzy Logic and Extreme Learning Machines 
techniques to compensate for the effects of irregular topology.

* Ning Yu is the corresponding author. (e-mail: nyu@buaa.edu.cn). 
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Fig. 1. Information propagation denoted by directed graph. 
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 [10] considered the three dimensional aspects and non-
isotropic radio model along with radio irregularity, then 
proposed a three dimensional radio irregularity model. [11] 
proposed a mobile beacon based range free localization 
method for WSN, which is based on analytical geometry of an 
arc. In this scheme, Cramers rule is used, where the 
intersection point of two perpendicular bisectors of the chords 
is taken as the estimated location of the sensor node. [12] 
proposed a Compressive Family-based Efficient Trust 
Routing Protocol by dividing the network into various clusters 
and then split up clusters into sub-clusters. Further, each sub-
cluster is separated into various families and each family is 
allocated with a family head. [13] segmented the irregular 
coverage region into several regular bows and triangles by 
geometry decomposition approach, so that areas can be 
calculated conveniently. 

The relevant principles and methods of Graph Theory are 
introduced to solve the problems in more and more research 
field of the WSN. [14] introduced a graph based coverage and 
connectivity technique that is aimed to attain better 
optimization of coverage and connectivity issues in large scale 
WSN considering the issues of energy depletion factor. [15] 
proposed a graph‐theoretic distributed protocol to detect 
simultaneously the faults and cuts in the WSN. [16] proposed 
a new Graph Theory based methodology by which it identifies 
the optimum routing path from a source to destination so that 
there will be a minimum number of packet drop while it gains 
maximum throughput. [17] proposed a novel and efficient 
clustering called Clustering using Eigen Values with the 
increased lifetime of the sensor nodes using the spectral Graph 
Theory.  

In this paper, applying the core idea of Graph Theory, we 
present a solution to reduce localization error caused by radio 
irregularity. In Section Ⅱ, the relevant conceptions and 
methods of the Graph Theory are introduced as the theoretical 
basis of the localization in WSN under radio irregularity. The 
model of radio irregularity and directed communication is 
established. The solution of localization with radio irregularity 
is presented. In Section Ⅲ, the localization performance is 
compared in different scenes and conditions. Finally, the 
conclusions are discussed in section Ⅳ. 

II. LOCALIZATION WITH THE RADIO IRREGULARITY 

A. The Radio Irregularity Model 

In most existing research of localization in WSN, the radio 
range of the sensor node is assumed as a perfect round, but it 
is not actually due to the factors such as influence of 
anisotropic path loss, propagation energy and rock block on 
the surface of the planet. We use radio irregularity model to 
make sure that the research accords with the actual situation.  

As shown in Fig. 2, it is assumed that the radio range of 
sensor node has an upper bound and a lower bound, i.e. the 
communication amplitude is different in different directions. 
If the distance between nodes is beyond the upper bound, the 
nodes cannot communicate with each other. On the contrary, 
the nodes can communicate with the neighbor nodes within 
the lower bound of the radio range. If the distance between 
two nodes is between the lower bound and the upper bound, 
there are three situations: 1) symmetric communication, 2) 
asymmetric communication, and 3) no communication. 

The radio irregularity can be described by the degree of 
irregularity (DOI) which is defined as the maximum radio 
range variation per unit degree change in the direction of radio 
propagation [18]. If the DOI is zero, i.e. the upper and lower 
bounds coincide, the radio model is a perfect round and the 
intensity of the communication amplitude is the same in all 
directions. Fig. 2 shows the radio range in simulation with 
DOI is 0.05 and 0.2 respectively. 

B. Sensor Network Model Based on Digraph 

Radio irregularity causes the asymmetric communication 
between the neighbor nodes. On some direction, the node can 
send the information to its neighbor node but cannot receive 
the massage from the neighbor as the transmit power of the 
neighbor is weaker. This is the unidirectional (asymmetric) 
communication between two nodes that can be denoted by the 
Digraph in Graph Theory. 

Definition 1: Digraph. The digraph G consists of two sets 
V and E, denoted as G=(V, E). Where V is the finite nonempty 
set of the vertexes and E is the finite set of the edges between 
two vertexes in V. Each edge in G is directional. 

Definition 2: Degree of the vertex. The degree of the 
vertex v, write as deg(v), is the number of the vertexes with 
that v can connect. 

As shown in Fig. 3, the sensor nodes and the 
communication between nodes in WSN can be expressed by 
the vertex and directional edge between vertexes in digraph, 
respectively. The arrow in Fig. 3 is the direction in which the 
information is transferred. The node at the end-point of the 
arrow can receive the information sent by the node at the start-
point of the arrow. 

In Graph Theory, the number of edges whose end-point is 
v is the indegree of v, denoted as ID(v), and the number of the 
edges whose start-point is v is the outdegree of v, denoted as 
OD(v). For example, the ID(v) and the OD(v) of node v in Fig. 
3 are 1 and 2, respectively. The connectivity of v is defined as

 
Fig. 2. Radio irregularity model. 

 
Fig. 3. Information propagation denoted by directed graph. 

v 
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 the summation of ID(v) and OD(v), write as D(v)= 
ID(v)+OD(v). Consequently, the D(v) of v in Fig. 3 is 3. The 
(1) shows the relationship of the node number n, the edge 
number e, and the connectivity D(v). 

 𝑒 =
1

2
∑ 𝐷(𝑣𝑖)
𝑛
𝑖=1  () 

Therefore, the average connectivity of the networks is 2e/n. 

The difference between OD(v) and ID(v) can be used as 
the signal strength intensity (SSI) of node v compared with the 
neighbor nodes, namely SSI(v)= OD(v)–ID(v). The larger the 
SSI(v), the stronger the signal of node v compared with the 
neighbor nodes is. The value of SSI also shows the 
asymmetric information propagation. 

C. Analysis of Communication Path between Nodes 

The asymmetric communication in WSN causes the 
increase of the localization error. We devoted to that how to 
perform the node localization better under this situation. 

The localization error of DV-distance algorithm [19] with 
asymmetric communication is analyzed through the 
simulation. In our simulation, two hundred senor nodes are 

randomly deployed in a 300×300 region. The upper bound of 

the radio irregularity is 53 and the lower bound is 27, the 
DOI=0.2. The result is shown in Fig. 6. The localization error 
changes between 27% and 35% with the increase of the anchor 
proportion. The factors that induce the localization error 
contain the asymmetric communication between nodes except 
the deficiency of the localization algorithm. The solutions are 
discussed for the asymmetric communication bellow. 

Definition 3: Path. If there is a sequence of vertexes vp, vi1, 
vi2, … , vim, vq and <vp, vi1>，<vi1, vi2>, …, <vim, vq>are all 

belong to E(G). There is a path from vp to vq. 

In the undirected (symmetric) graph, if there is a path from 
vp to vq, there must be a path on opposite direction. In Digraph, 
there are three situations between vp and vq: 1) there are two 
opposite paths through the same nodes, 2) there are two 
opposite paths through different nodes, 3) there is only one or 
no path. The Adjacency Matrix and the shortest path in the 
Graph Theory are introduced to distinguish the paths. 

Definition 4: Adjacency Matrix of the Graph. Set G=(V, 
E), G is the graph with n vertexes. The Adjacency Matrix A 
of G is n order square matrix: 

 𝐴[𝑖, 𝑗] = {
𝑤𝑖𝑗 𝑖𝑓 < 𝑣𝑖 , 𝑣𝑗 >∈ 𝐸(𝐺)

∞ 𝑖𝑓 < 𝑣𝑖 , 𝑣𝑗 >∉ 𝐸(𝐺)
 () 

where wij is the weight of edge <vi, vj> and ∞ is a big value 
that is more than all the weight of the edges and is accepted by 
the computer. The weight wij is the measure distance between 
nodes. If i=j, wij=0. The asymmetric communication between 
nodes can be expressed by the Adjacency Matrix, and then the 
shortest path between two nodes can be obtained through the 
Floyd algorithm [20] or the Dijkstra algorithm[21], the 
complexity of the two algorithms are O(n3). We denote the 
shortest path between node i and j as A_shortest_path[i, j]. 
Node i and j are connective if A_shortest_path[i, j] is less than 
∞. It means that there is a path along which the information 
can be transferred from i to j. Otherwise, node i and j are not 
connective.  

The three situations mentioned before can be distinguished 
by A_shortest_path[i, j] and A_shortest_path[j,i]: 

1) If A_shortest_path[i, j] = A_shortest_path[j, i] and 

A_shortest_path[i, j], A_shortest_path[j, i]< ∞, there are two 

opposite paths through the same nodes. 

2) If A_shortest_path[i, j]≠  A_shortest_path[j, i] and 

A_shortest_path[i, j], A_shortest_path[j, i]< ∞, there are two 
opposite paths through different nodes. 

3) If A_shortest_path[i, j] >= ∞ or A_shortest_path[j, i]>= 
∞, there is only one or no path. 

D. The Solutions for Localization with Asymmetric 

Communication 

After identifying the communication path between nodes, 
some solutions can be taken to reduce the influence of the 
asymmetric communication on node localization. For 
situation 1), the paths could be kept as the communication 
between nodes is symmetric. For situation 2), the two nodes 
are connective and one of them always knows the shortest path 
from itself to the other. We use the smaller value of 
A_shortest_path[i, j] and A_shortest_path[j, i] as the common 
shortest path for node i and j. For situation 3), the asymmetric 
communication cannot be avoided as there is at least one node 
that cannot receive the information from the other one. It is 
necessary to find that when and how many nodes are in 
situation 3). 

Definition 5: Strong Connective Graph. For any two 
different vertexes vi and vj in V(G) of digraph G, if there are 
always paths from vi to vj and from vj to vi, G is strong 
connective graph. 

The scenario established in section Ⅱ.C is used for 
investigating the ratio of the node pairs in situation 3) to the 
all nodes with the change of the connectivity of the networks. 
Denote the ratio of the node pairs in the network that cannot 
be connected to each other, the node pairs in situation 3) and 
the all node pairs in the network as r, a and b, respectively. 
Thus: 

 𝑟 = 𝑎/𝑏 () 

Fig. 4 indicates the ratio of unconnected node pairs with 
the change of the average connectivity. The smaller the 
average connectivity of network, the larger the r is. When the 
average connectivity is more than 5, the r is lower than 20% 
and the influence caused by the nodes in situation 3) could be 

 

Fig. 4. The ratio of unconnected node pairs VS. the connectivity. 
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controlled within the small scope. When average connectivity 
is more than 9, there is no node in situation 3). It means that 
the digraph of the senor network is strong connective. 
Therefore, if the average connectivity of the network is not too 
small, the influence of the nodes in situation 3) can be 
controlled within the small scope even ignored. Then it is only 
needed to consider the nodes in situation 2) for improving the 
localization performance. 

Therefore, the processing flow can be summarized in Fig. 
5. 

III. SIMULATION EXPERIMENTS 

In our simulation experiment, MATLAB is used to 
simulate WSN and verify the proposed method. Two hundred 

nodes are randomly deployed in a 300×300 region. The lower 

bound and the upper bound of the irregular radio is 27 and 53, 
respectively. The DOI is 0.2 and the average connectivity is 
8.89. Using this scenario, we perform the node localization 1) 
in the directed network with asymmetry communication 
through DV-distance algorithm, 2) in the undirected network 
with symmetry communication through DV-distance 
algorithm, 3) in the directed network through the solution 
mentioned in section Ⅱ.D. In the undirected network, the radio 
range of the sensor node is set as the average of the upper 
bound and the lower bound of the radio range in the directed 
network and the average connectivity is 10.08. The network 
we establish is strong connective, thus in the directed network, 
the improvement we need to perform is to chose the letter one 
between A_shortest_path[i, j] and A_shortest_path[j, i] as the  
shortest path for node i and j. This is realizable in both the 
distributed and centralized localization. The localization 
performance of the improved solutions is evaluated through 
comparing the localization errors of the three situations above. 

Fig. 6 shows the behavior of the localization error with the 
change of the anchor proportion. The localization error is 
obtained by dividing absolute localization error by the radio 
range. The range of the localization error is 27% ~35% in the 
directed network, 20%~31% in undirected network, and 
17%~23% after improved in the directed network. The 
localization error decreased by more than 10% through our 
improved solution. Therefore, the localization algorithm that 
is suit for undirected network must be improved in the 
practical application where the radio range is irregular. 

The behavior of localization error with the change of DOI 
is shown in Fig. 7(a), the anchor proportion in the simulation 
is 30%. The upper bound and the lower bound of the radio 
range is set to be constant when DOI changes, but the
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Fig. 5. Flowchart of the developed method. 
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 communication distance varies between the upper bound and 
the lower bound with the angle. The communication distance 
changes more greatly if DOI is larger. Contrarily, the 
communication range changes more mildly when DOI is 

smaller. It is observed that the change of the localization error 
is little because the average connectivity is almost invariant 
when the DOI changes (as shown in Fig. 7(b)). 

Fig. 8(a) shows the ‘C’ type network topology. There are 

200 nodes and the region of the network is 600×700. Fig. 8(b) 

shows the behavior of the localization error with the change 
of the anchor proportion. Here, the network is strong 
connective and the average connectivity is 12.83 and 14.58 
when the network is directed and undirected, respectively. In 
Fig. 8(c), the network is not strong connective and the average 
connectivity is 8.46 and 9.28 for the directed network and 
undirected network, respectively. Fig. 8(d) shows the ratio of 
the node pairs that cannot contact with each other with the 
increase of DOI when the network is not strong connective. 

The irregular network topology will cause the increase of 
the node pairs that cannot contact with each other. This also 
induces the increase of the localization error. In order to 
reduce the effect of the asymmetric communication and 
improve the localization accuracy, the average connectivity 
needs increase. When the average connectivity increases until 
that the network is strong connective, the localization 
accuracy will be 11%~24% which is a better scope as shown 
in Fig. 8(b). When the network is not strong connective, the 
change scope of the localization error is larger, 19%~52% as 
shown in Fig. 8(c). The change of DOI has little effect on the 
node pairs that cannot contact with each other. Therefore, the 
irregular node distribution is a challenge to the localization 
when the network is not strong connective.  

IV. CONCLUSION 

The radio range of the sensor node is not a perfect round. 
The radio irregularity should be considered for the node 
localization. In order to perform better in the directed network, 
the localization algorithm which is suit for the undirected 
network needs to identify the communication path and modify 
the shortest path between nodes. The digraph of the node 
could be used to denote the asymmetric of the information 
sending and receiving. After be modified, the localization 
accuracy of the directed network increases more than 10%. 
The change of DOI has little effect on the localization error of 
the network. The irregular network topology will induce 
worse communication between nodes and larger localization 
error. For example, when the average connectivity is 8.46, the 
localization error fluctuates between 19% and 52% with the 
change of the anchor proportion. The strong connective 
digraph of the irregular topology could be established through 
increasing the average connectivity.  

This paper provides a way to solve the localization 
problem in the case of asymmetry communication based on 
Graph Theory. It can quantify the impact of asymmetry, and 
will reduce the effect of the irregular topology and improve 
the localization accuracy. Thus, the precision and quality of 
WSN location applications in aerospace are improved. At 
present, our work is mainly carried out in MATLAB. In the 
future, we will build a physical experiment platform to verify 
the proposed method, and continue to consider the localization 
problem of isolated nodes at the edge of the WSN. 
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Fig. 8. The localization performance in the ‘C’ type network. 
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Abstract—In the calibration application of airborne inertial 

sensor, turntable based angular rate measurement is mainly 

focused on static and constant angular rate test. Relatively little 

research has been done on the dynamic performance testing 

under changes in angular rate and angular acceleration rate. A 

wavelet analysis-based turntable dynamic angular rate 

measurement method and device are proposed, which can 

accurately acquire the instantaneous angular rate under 

turntable speed variation. The dynamic rate experiments were 

validated for three different angular acceleration situations. The 

results show that the measurement accuracy of the dynamic 

angular rate is better than 0.38% during the rapid variation of 

the velocity, and reaches 0.03% during the steady phase of the 

rotational speed. 

Keywords—dynamic angular rate, wavelet analysis, turntable, 

circular grating 

I. INTRODUCTION 

The measurement accuracy of accelerometers, gyroscopes 
and other airborne inertial sensors directly affect the 
performance of inertial guidance and navigation systems. The 
researches are mainly focused on the static measurement and 
calibration of the inertial sensors, and a more comprehensive 
testing and calibration techniques has been achieved [1], while 
relatively few researches are focused on the measurement and 
calibration of its dynamic performance. In order to evaluate 
and calibrate the dynamic performance of inertial sensors, 
high speed and dynamic turntables come into use for 
providing standard output of angular position, angular rate and 
angular acceleration. The performance of the turntable 
directly affects the performance of the calibrated inertial 
sensor. In the existing turntable performance test and 
evaluation methods, the static angular position measurement 
of the turntable is the main method [2-4], and the dynamic 
performance evaluation of the turntable is mostly under the 
condition of constant angular rate as the main research point 
[5]. There are relatively few studies on the changes of the 
angular rate and angular acceleration rate of the turntable. 

The measurement of turntable instantaneous angular 
velocity (rate) is a key issue in the evaluation of its dynamic 
performance. At present, the main applied angular 
measurement methods are laser auto-collimation, ring laser 

goniometry and circular grating goniometry. Laser auto-
collimation is suitable for static small angle measurement [6], 
its frequency response is low, the measurement range is small, 
and the effect is poor for dynamic measurement. The ring laser 
goniometry has high accuracy, wide dynamic range, and is 
suitable for dynamic angle measurement [7]. However, the 
structure of ring laser goniometer is complex and high 
technological quality is required. At present, only a few 
institutes such as Xi'an Flight Automatic Control Research 
Institute, have successfully developed this ring laser 
goniometer. And limited by the costly price, the ring laser 
goniometer is relatively less applied in the actual 
measurement. The circular grating based angular 
measurement method has higher resolution. It can be applied 
to the measurement of dynamic angle. Moreover, circular 
grating is taken as the angle measurement standard in China, 
and the angular velocity of the turntable measured by the 
circular grating is convenient for traceability of the value [8]. 
Therefore, this paper is based on circular grating goniometry 
to design devices and calculation method for dynamic angular 
rate measurement. 

II. ANGULAR RATE MEASUREMENT PRINCIPLE BASED ON 

CIRCULAR GRATINGS 

In the process of measuring angular rate with circular 

grating, the circular grating signal can be collected from Mohr 

stripes generated by the grating through differential and 

* Ning Yu is the corresponding author. (e-mail: nyu@buaa.edu.cn). 
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Fig. 1. Diagram of signal waveform produced by circular grating. 
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amplification circuits, the circular grating signal is a 

sinusoidal signal, its amplitude remains basically unchanged, 

the frequency will change with the rotation speed of the 

turntable [9]. The waveform diagram of the circular grating 

signal is shown in Fig. 1, and its frequency is directly 

proportional to the rotational speed (angular rate) of the 

turntable, that is 
o360

gN
f


= . Wherein, f is the circular grating 

signal frequency, Ng is the line number of circular grating, and 

ω is the rotation angular rate (unit: °/ s) of turntable.  It can be 

seen that the turntable rotation angular rate is directly 

proportional to the output signal frequency of the circular 

grating. Therefore, by calculating the instantaneous frequency 

of voltage signal from the circular grating, the dynamic 

angular rate of rotating turntable will be solved. 

III. HARDWARE SCHEME OF DYNAMIC ANGULAR RATE 

MEASUREMENT SYSTEM 

The hardware structure of the dynamic angular rate 
measurement system is shown in Fig. 2. The hardware of the 
system consists of four parts, which are signal acquisition 
module, processing module, storage module and power supply 
module. The signal acquisition module is responsible for 
sampling the analog voltage signals output from the circular 
grating and converting them into digital signals. The 
processing module is responsible for processing the high 
speed digital signals and store them to a storage module. The 
processing module is also interacting with PC system and 
other external triggers. The storage module is responsible for 
the backup of the collected digital signals, which can be 
further used for performing the calculation of dynamic 
angular rate in PC. The power supply module is responsible 
for providing power support to the above mentioned system. 

The circular grating collects the turntable rotation signal. 
The signal goes through a low-pass filter to filter out the 
interference caused by the moving of the turntable motor and 
the high-frequency noise in the signal acquisition circuit. After 
that, the output signal of the circular grating is realized 
through A/D conversion, using a 12-bit analog-to-digital 
conversion chip in the acquisition module. The data after A/D 
conversion is processed by ARM and FPGA and stored in a  
high-speed sd-card. The ARM processor interacts with the PC 
via the serial port, allowing control of the dynamic angular 
rate measurement system from the PC. It is also possible to 
start and stop the dynamic angular rate measurement system 
using an external trigger signal. At the start of the dynamic 
angular rate measurement system, an 2 kHz synchronization 

signal is sent externally to synchronize the system with other 
instrumentation. 

IV. DYNAMIC ANGULAR RATE SOLVING METHOD BASED ON 

WAVELET ANALYSIS 

In order to obtain the dynamic angular rate of turntable, 
the data collected by the above-mentioned dynamic angular 
rate measurement hardware system needs to be solved. In this 
paper, a wavelet analysis-based method for solving the 
turntable dynamic angular rate is designed. It consists of five 
steps: determining the wavelet basis function required for 
turntable dynamic angle rate measurement, determining the 
frequency series and scale series, calculating the wavelet 
coefficient corresponding to the frequency series, calculating 
the instantaneous frequency of the turntable dynamic angle 
sinusoidal signal, and converting the instantaneous frequency 
to turntable dynamic angle rate. As shown in Fig. 3. All the 
steps are performed in PC. The core of the algorithm is to 
accurately calculate the instantaneous rate [10] of the dynamic 
angle signal and to establish the conversion model between 
the instantaneous frequency and the dynamic angle rate. 

A. Determining the Wavelet Base Function 

Sinusoidal signal from the circular grating is taken as 
measurement reference to measure the turntable dynamic 
angular rate. The Morlet function is chosen as the wavelet base 
function [11] and the function expression is as below. 

 )exp()
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exp()( 0
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Wherein ω0 is the central frequency of the wavelet base 

function, t is time, and j is the imaginary unit. 

B. Determination of Frequency and Scale Sequences 

The measured dynamic angular rate has a frequency range 

of [fmin, fmax] (fmin>0). The  frequency range is divided into n-1 

equal parts to form the frequency sequence f1, f2, ..., fn-1, fn. 

Wherein f1=fmin, fn=fmax. Calculate the scale sequence as scale1, 

scale2, ..., scalen, corresponding to the frequency sequence 

[12], by using the equation as follows. Wherein Fc is the center 

frequency of the wavelet base function and Fs is the signal 

sampling frequency of the A/D module. 
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Fig. 2. Hardware structure of the dynamic angular rate measurement system. 
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Fig. 3. Flowchart of The Dynamic Angular Rate Measurement Method. 



59 

C. Calculation of Wavelet Coefficients 

The sinusoidal signal y(t) outputted by turntable's circular 

grating is sampled, and a total of p samples are got within a 

period of time. The samples are represented as ( )ky t , (1≤k≤p, 

k∈Z), wherein ( )ky t
 
is the voltage amplitude of the circular 

grating signal sampled at tk moment. Based on the scale 

sequences scale1, scale2, ..., scalen, respectively, the wavelet 

basis functions described in step A are transformed by 

translation and telescoping [13-14] to obtain n scale 

transformed wavelet basis functions )(),...,(),( 21 ttt n , 

with time domain widths w1, w2, ..., wn. To the circular grating 

signal y(t) at the moment tk, its wavelet coefficient aik for the 

frequency component fi is as follow: 
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The larger the wavelet coefficient aik , the greater the 
proportion of the frequency component fi in y(t) at moment tk. 

Using the matrix An×p to store the wavelet coefficients aik, 
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Then the wavelet coefficient matrix An×p describes the 
relative proportion of each frequency component (that is, f1, 
f2, ..., fn-1, fn) in dynamic angular rate signal. 

D. Calculating the Instantaneous Frequency of Sinusoidal 

Signal of Dynamic Angle 

Based on the wavelet coefficient matrix An×p, calculate the 

the instantaneous frequency values f1m, f2m, ..., fpm, 

corresponding to the moments t1, t2, ..., tp . For the moment tk, 

the wavelet coefficients a1k, a2k, ..., ank,  corresponds to the 

frequency sequence f1, f2, ..., fn-1, fn can be obtained from the 

matrix An×p. The instantaneous frequency fkm is calculated by 

the weighted average method as follows. 
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Thus, the relation between the measurement time and 
instantaneous frequency (tk, fkm) is established. 

E. Converting Instantaneous Frequency to Turntable 

Dynamic Angular Rate 

Assume the total lines of turntable circular grating as N. 
Then a 360° rotation of the turntable will output N sinusoidal 
signals. Convert the instantaneous frequency of the sinusoidal 
signal to the dynamic angular rate of the turntable, and the 
conversion relationship is as follow. 

 
360=

N

fkm
k  () 

This finally realizes the measurement of turntable dynamic 
angular rate, which varies dynamically with time. 

V. DYNAMIC ANGULAR RATE MEASUREMENT EXPERIMENT 

In order to verify the proposed dynamic angular rate 
measurement method, a variable rate dynamic test of turntable 
was conducted. A model of high dynamic turntable from the 
Changcheng Institute of Metrology and Measurement is used. 
The sampling frequency of analog-to-digital conversion 
module is 250kHz, which is much higher than the output 
frequency of circular grating and satisfies the changes in 
rotation speed or frequency without affecting the 
measurement outcome. The processor zynq-7020 is used as a 
digital signal processing module. The zero-lock-area quad-
frequency ring laser goniometer (ZLG) developed by the Xi'an 

 
Fig. 4. Variation curve of angular acceleration (constant angular 

acceleration).  

 
Fig. 5. Angular rate measurement results (ZLG vs Proposed method). 

 
Fig. 6. Relative measurement error of angular rate. 
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flight automation control institute to carry out synchronous 
measurement of turntable with variable rate. The angular rate 
measurement range of this ZLG is higher than 450°/s, the 
angular acceleration rate measurement range is higher than 
2000°/s2, the angular resolution is 0.01 arcsec (1σ), the scale 
factor nonlinearity is better than 0.1×(1σ), and the dynamic 
angular measurement accuracy is higher, which can be used 
as a standard to compare with the calculation results of the 
proposed method in our paper . 

In the test, the turntable was started from zero speed, and 
the angular acceleration was in the form of constant, constant 
increase and sinusoidal decrease, which are the three main 
types of variable speed used in the mainstream motor 
operation currently, so as to verify the measurement effect of 
the proposed method when the rotational speed of the 
turntable changes. When the angular rate finally reaches 
420°/s, the turntable is kept running at a constant speed rate 
and the rotational speed does not change.  

A. Constant Angular Acceleration 

The turntable starts its motion from zero velocity and 
maintains a constant angular acceleration of 800°/s2, and the 
angular rate gradually increases. The angular acceleration 
curve, the angular rate measurement curve based on wavelet 
analysis method, and the relative measurement error curve are 
shown in Fig. 4, 5, and 6, respectively. It shows the dynamic 
angular rate measurement method based on wavelet analysis 
can accurately track the changes in the dynamic angular rate. 
At the stage of angle rate increment, the relative measurement 
error of the dynamic angular rate based on the wavelet 
analysis method is kept below 0.15%, which can achieve a 
high dynamic measurement accuracy. At the moment t=1.82s, 
the turntable rate enters the stable stage, no longer accelerating 
but maintaining a uniform motion. At this moment, the 
measurement error is slightly larger, reaching a maximum of 
0.3%, which is closely related to the turntable's motion state 
mutation. Thereafter, the turntable rotates at a constant speed, 
and the relative measurement error is reduced to about 0.03%. 
The average relative measurement error during the whole 
movement is about 0.034%. 

B. Constant Increase in Angular Acceleration 

The turntable starts its motion from zero velocity with an 
initial value of angular acceleration of 600°/s2, and the angular 
acceleration gradually increases at a rate of 800°/s3. The 
angular acceleration variation curve, the angular rate 
measurement curve based on the wavelet analysis method, and 
the relative measurement error curve are shown in Fig. 7, 8, 
and 9, respectively. Similar to the former case, the relative 
measurement error of the dynamic angular rate based on 
wavelet analysis method remains below 0.3% (mainly 
distributed in 0.03% ~ 0.15%) at the stage of angular rate 
increment.  At the moment when the angular rate begins to 
enter the stable phase, the angular acceleration increases to 
more than 1000°/s2, and the relative measurement error 
reaches a maximum value of 0.38% because the abrupt change 
of the turntable's motion state. Thereafter the turntable rotates 
at a constant speed, and the relative measurement error is 
reduced to about 0.03%. The average relative measurement 
error of the whole process is slightly higher than that of the 
constant angular acceleration, about 0.042%. 

C. Sinusoidal Decrease in Angular Acceleration 

The angular acceleration decreases in a sinusoidal form, 
with an initial value of 1200°/s2 and a final value of 0°/s2. The 

angular acceleration variation curve, the angular rate 
measurement curve based on wavelet analysis, and the relative 
measurement error curve are shown in Fig. 10, 11, and 12, 
respectively. Angular acceleration and angular rate are both 
changing like the sinusoidal curve. In the angular rate 
incremental stage, the relative measurement error of the 
dynamic angular rate based on wavelet analysis method is kept 
at 0.01 %~ 0.12%. At the moment when the angular rate 
begins to enter the stable phase, the relative measurement 
error is also less than 0.1%, better than the previous two cases. 
It is because the angular acceleration keeps going down and 
decreases to zero at the moment of entering the steady state. 
The average angular acceleration is also lower than case B. 
Thereafter, when the turntable rotates at a constant speed, the 
relative measurement error is reduced to about 0.03%. The 
average relative measurement error during the entire motion 
is about 0.032%. 

 
Fig. 7. Variation curve of angular acceleration (constant increase in 

angular acceleration). 

 
Fig. 8. Angular rate measurement results (ZLG vs Proposed method). 

 
Fig. 9. Relative measurement error of angular rate. 
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VI. CONCLUSION 

This paper designs a high precision measurement system 
for dynamic angle rate, designs the hardware scheme of 
measurement system, proposes a wavelet analysis-based 
dynamic angle rate measurement method, and finally realizes 
the accurate measurement of dynamic angle rate. 
Experimental results show that the measurement device and 
measurement method can accurately measure the 

instantaneous angular rate during turntable rotation, and the 
average relative measurement error is less than 0.042%, which 
makes up for the shortage of traditional static angular rate 
measurement and has a high application value in precision 
turntable dynamic velocity measurement for the calibration of 
airborne inertial sensor. 
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Abstract—Humidity sensors are prone to condensation in 

high humidity and low temperature environments, reducing the 

sensor's measurement performance. Aiming at the current 

humidity sensor heating system that may not reach the target 

temperature due to open-loop control and high power 

consumption, a closed-loop control heating system for the 

humidity sensor is designed to perform real-time heating and 

temperature detection of the humidity-sensitive structure. The 

finite element analysis method is used to conduct thermal 

analysis on the heating structure, which obtains the temperature 

distribution of the sensor heating area, guides the heater 

structure design and gains the location distribution of 

temperature sensors. A variable parameter fuzzy PID 

(Proportion Integration Differentiation) control method with 

variable target temperature is proposed to perform closed-loop 

control on the temperature of the sensor’s sensitive structure. 

The heating target temperature is set as a function of the 

ambient temperature. Also the coefficient of PID changes with 

error. Thus, the power consumption of the system has been 

effectively reduced and the heating speed is apparently 

increased.  Simulation experiments show that the heating system 

designed for controllable heating humidity sensor has uniform 

temperature distribution. When the ambient temperature is 

−𝟕𝟎℃, the difference between upper and lower temperatures is 

only 𝟎. 𝟎𝟖𝟕𝟖℃, with a low power consumption(𝟓 × 𝟏𝟎𝟔𝑾/𝒎𝟑). 

At the same time, the overregulation of the temperature control 

system is low, which is 𝟕. 𝟐𝟐𝟕% . The system has high 

environmental adaptability and temperature stability. 

Keywords—humidity sensor, heating system, finite element 

analysis, fuzzy PID 

I. INTRODUCTION  

In the fields of weather detection, agricultural production, 
industrial control, medical monitoring, food storage, etc., 
humidity detection is actively demanded. In daily production 
and life, humidity measurement plays an increasingly 
important role in daily production and life, or even an 
indispensable character. However, when the measured 
ambient temperature is higher than the sensor temperature, 
especially in harsh environments such as places with high 
altitude and low temperature, condensation often occurs on 
sensor’s surface, which greatly reduces the measurement 
accuracy of the sensor, affects the response speed, and even 
seriously invalidate the sensor. Facing the above problems,  

the heating humidity sensor is currently the focus of research 
by scholars [1-6]. Although they solve the condensation 
problem to varying degrees, the designed heating system uses 
an open-loop control method. These methods either fit the 
heating power and the ambient temperature into a linear 
relationship, or apply a fixed power with fixed period to the 
heater, without detecting the heating target temperature, which 
results in poor adaptability. Therefore these methods may not 
only cause the target temperature unreached, but also result in 
high power consumption. 

In view of the above situation, a design method of heating 
system for a controllable heating humidity sensor is proposed, 
which can conduct real-time heating and temperature 
detection of humidity-sensitive structures through closed-loop 
control method. In order to better guide the heater structure 
design and study temperature sensor location distribution, the 
heating structure is thermally analyzed by the finite element 
analysis method, and a more reasonable heater structure is 
designed. At the same time, a variable parameter fuzzy PID 
(Proportion Integration Differentiation) closed-loop control 
method with variable target temperature is proposed to 
perform closed-loop control on the temperature of the sensor's 
sensitive structure. The heating target temperature is set as a 
function of the ambient temperature, thereby effectively 
reducing the power consumption of the system and improving 
the temperature control accuracy and heating speed. The 
simulation result shows that the designed heating system of 
controllable heating humidity sensor has uniform temperature 
distribution, low power consumption and high temperature 
stability. 

II. STRUCTURE DESIGN AND SIMULATION ANALYSIS OF 

HUMIDITY SENSOR HEATER 

Since the moisture that the air can hold is proportional to 
the temperature, when the moist air encounters a lower 
temperature surface, the temperature of the moist air will also 
drop accordingly, so its ability to hold moisture is also reduced. 
If the temperature is lower than this limit, moisture will 
precipitate on the surface, causing condensation [7]. Based on 
the above considerations, the heater structure of the humidity 
sensor is designed. By heating the sensor to make the surface 
temperature higher than the ambient temperature, the 
measurement accuracy of the sensor is improved.

*Dezhi Zheng is the corresponding author. (e-mail: zhengdezhi@buaa.edu.cn). 
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A. Theoretical Analysis of Humidity Sensor Heat Transfer 

For general humidity sensor with heater, the sandwich 
structure design is adopted [8]. The main body is composed of 
humidity sensor, heater, and silicon base layer from top to 
bottom, which are closely attached to each other in sequence, 
as shown in Fig. 1.  

 

Fig. 1. Schematic diagram of the humidity sensor heating structure. 

The heater is located between the sensor structure and the 
silicon base layer, so that the humidity sensor is evenly heated. 
The silicon base layer is located in the lowest layer, and its 
thermal conductivity is low, which can play a certain thermal 
insulation effect and ensure the heating efficiency of the heater. 

In order to better analyze the performance of the humidity 
sensor with heater, a thermal analysis model of the humidity 
sensor is constructed, and the structure of the humidity sensor 
is abstracted as a rectangular parallelepiped, where the heating 
area is 𝑆 and the model height is 𝐻, as shown in Fig. 2. 

 

Fig. 2. Theoretical model of the humidity sensor heating structure. 

For humidity sensors, there are three heat transfer methods: 
heat conduction ϕ𝐶𝑜𝑛𝑑 , heat radiation ϕ𝑅𝑎𝑑 , and heat 
convection ϕ𝐶𝑜𝑛𝑣 [9]. The theoretical model of heat transfer 
is shown in Figure 2 above. 

Among them, 𝑇𝑠 is the surface temperature of the sensor, 
and 𝑇𝑒 is the ambient temperature. The total heat dissipation 
of the entire sensor structure can be expressed by (1): 

ϕ = ϕ𝐶𝑜𝑛𝑑 + ϕ𝑅𝑎𝑑 + ϕ𝐶𝑜𝑛𝑣 (1) 

Heat conduction is the process of transferring heat energy 
from high temperature to low temperature. The heat 
conduction equation of humidity sensor can be expressed by 
(2): 

𝑑ϕ𝐶𝑜𝑛𝑑 = −λ𝑆(𝑑𝑇/𝑑𝑥) (2) 

In the formula, λ is the thermal conductivity, 𝑆 is the area 
of the heating zone, and 𝑑𝑇/𝑑𝑥 is the temperature gradient. 

For this model, the heat transfer can be obtained by integrating 
both ends of equation (2) with 𝑥 as shown in (3): 

ϕ𝐶𝑜𝑛𝑑 = λ𝑆(𝑇𝑠 − 𝑇𝑒)/𝐻 (3) 

Thermal radiation refers to the phenomenon that an object 
radiates electromagnetic waves due to its temperature. The 
thermal radiation equation of the humidity sensor can be 
expressed by (4): 

ϕ𝑅𝑎𝑑 = 2εσ𝑆(𝑇𝑠
4 − 𝑇𝑒

4) (4) 

In the formula, ε is the emissivity of the object, and it is 
assumed that the sensor is an ideal blackbody ε = 1 [10], and 
σ  is Boltzmann's constant σ = 5.67 × 10−8𝑊/(𝑚2 ∙ 𝐾4) 
[11]. 

Heat convection is the process of heat transfer through the 
flowing medium. The heat convection equation of the 
humidity sensor can be expressed by (5): 

ϕ𝐶𝑜𝑛𝑣 = μ(𝑇𝑠 − 𝑇𝑒) (5) 

In the formula, 𝜇  is the air convection coefficient, 
generally μ = 10𝑊/(𝑚2 ∙ 𝐾) [12]. 

In this system, in order to improve the heating efficiency 
and maximize the heat generation rate of the humidity sensor 
surface temperature, single crystal silicon with a larger heat 
transfer coefficient is selected as the substrate layer. Assuming 
system 𝑆 = 28 × 10−6𝑚2 , 𝐻 = 0.67 × 10−3𝑚 , ambient 
temperature 𝑇𝑒 = −65℃ , humidity sensor surface 
temperature 𝑇𝑠 = −70℃, single crystal silicon heat transfer 
coefficient λ = 157𝑊/𝑚 ∙ ℃ , at this time, the thermal 
conductivity of the upper surface of the system is: 

ϕ𝐶𝑜𝑛𝑑 = λ𝑆(𝑇𝑠 − 𝑇𝑒) 𝐻⁄ = 32.81𝑊/𝑚2 (6) 

Similarly, the heat conductivity of the remaining two 
surfaces can be calculated to be 0.30𝑊/𝑚2 and 0.92𝑊/𝑚2. 

Since the thermal radiation of the system is related to 
Boltzmann's constant, the thermal radiation of the system is 
too small to be ignored in the calculation of the total heat 
dissipation of the system. 

According to the heat convection equation, the heat 
convection flow of the system is: 

ϕ𝐶𝑜𝑛𝑣 = μ(𝑇𝑠 − 𝑇𝑒) = 50𝑊/𝑚2 (7) 

From the above calculation, it can be seen that the heat 
convection is the maximum heat loss method of the system 
heat. According to this method, the heat conduction of all 
surfaces of the system is calculated separately and added to 
the heat convection of the system, and the total heat 
dissipation of the system is about: 

ϕ = ϕ𝐶𝑜𝑛𝑑 +ϕ𝐶𝑜𝑛𝑣 = 118.06𝑊/𝑚2 (8) 

B. Design and Analysis of Humidity Sensor Heater 

After the theoretical model of the sensor heat transfer is 
obtained, the structure of the heater needs to be designed so 
that the humidity sensor electrode is heated evenly and the 
heated area is wide to achieve the best heating effect. In order 
to explore a more reasonable heater structure, several 
conventional heater structures are designed, and the specific 
dimensions of the structure are marked, as shown in Fig. 3. 

Use Ansys finite element analysis software to conduct 
thermal analysis on the above structure, and mesh the structure 
through auto mode. Assume that the ambient temperature is
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−70℃ , the substrate material is silicon, and the heater 
material is platinum. The theoretical analysis conclusion is 
used to guide parameter setting, in which the proposed 
convection coefficient is 10𝑊/(𝑚2 ∙ 𝐾) , and the heat 
generation rate of the heater is 5 × 106𝑊/𝑚3 . In order to 
simplify the simulation model, it is assumed that the 
coefficient changes of the thermal conductivity of sensor 
material is ignorable, and steady-state thermal analysis is 
performed on the model. Fig. 4 shows the results of the finite 
element analysis of each structure. 

 

Fig. 3. Four heater structures. 

 

Fig. 4. Thermal analysis of four heater structures. 

Through the thermal analysis results of the sensor surface, 
it can be seen that the temperature of the above four structures 
after heating can reach about −65℃, which is higher than the 
ambient temperature set as −70℃ . It not only meets the 
requirement of eliminating sensor condensation, but also 
consumes only 5 × 106𝑊/𝑚3  as heating power, which is 
much lower than 1.16 × 1011𝑊/𝑚3 in the previous work [2]. 
In order to further clarify the temperature distribution of each 
structure, the centerline of the above four structures along the 
length direction is taken as the path, and the temperature 
distribution curve under the path is drawn as Fig. 5.  

It can be seen that the first three structures have the 
problem that the highest temperature is not in the center 
position, which will cause uneven heating of the humidity 
sensor electrode and affect the accuracy of the measurement. 
On the basis of the above structure, optimization and 
improvement are carried out, and the heater structure shown 
in Fig. 6 is designed. 

 

 

Fig. 5. Temperature distribution curves of four heater structures. 

 

Fig. 6. The fifth heater structure. 

The heater structure size is shown in the figure, the total 
volume 𝑉 = 1.0254𝑚𝑚3, the upper surface heating area 𝑆 =
6.1527𝑚𝑚2 , the finite element analysis of the structure 
shows the surface heat distribution as shown in Fig. 7.  

 

Fig. 7. Thermal analysis of the fifth heater structure. 

The simulation results show that the designed heater 
structure can uniformly heat the sensor surface. When the 
ambient temperature is still −70℃, the average temperature 
of the sensor surface is heated to −66.1137℃ , and the 
difference between the highest temperature and the lowest 
temperature of the sensor’s surfaces is only 0.0878℃, which 
at the same time, it can meet the needs of normal work under 
the condition of lower power. In order to better explain the 
advantages of the designed heater structure, the horizontal and 
vertical temperature distribution curve of the structure is made 
as Fig. 8.
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Fig. 8. The fifth structure's horizontal and vertical temperature distribution 

curve. 

As shown in the figure, the fifth heater structure design 
ensures that the core temperature is the highest temperature, 
while the temperature distribution is more uniform. Further, 
the designed fifth structure and the first four structures are 
compared from different angles, as shown in Tab. 1. 

TABLE I.  DIFFERENT HEATER STRUCTURE PERFORMANCE       

COMPARISON TABLE 

Structure 

Name 

Volume 

/mm
3 

Upper 

Surface 

Area 

/mm
2 

Highest 

Temperature 

/℃ 

Lowest 

Temperature 

/℃ 

Temperature 

Difference 

/℃ 

Cover 

Length 

/mm 

1 1.1154 6.6926 -65.297 -65.401 0.104 4.0 

2 0.9703 5.8126 -66.082 -66.164 0.082 4.6 

3 0.9288 5.5730 -66.204 -66.285 0.081 4.4 

4 0.9357 5.6003 -66.182 -66.294 0.112 3.7 

5 1.0254 6.1527 -66.070 -66.158 0.088 4.7 

Among the table, the ambient temperature set by the 
system is −70℃. Compared with the fourth disc structure, the 
second and third serpentine structures have a more even 
temperature distribution and a smaller temperature difference. 
When observing the temperature distribution curve of each 
structure, it can be found that the disc structure can ensure that 
the highest temperature point of the structure is at the center. 
At the same time, by comparing the two structures, it can be 
seen that the finer structure distribution saves material while 
ensuring better heating effect and wider coverage. The 
coverage here refers to the length distance contained in the 
temperature distribution curve when the maximum 
temperature drops by 0.05℃. The fifth structure is designed 
after fully absorbing the advantages and making up for thr 
disadvantages of the first four structures. While ensuring the 
highest temperature in the central area, the structure makes the 
sensor evenly heated and the heating coverage becomes wider. 
Therefore, it is more reasonable to select the fifth structure as 
the heater structure of the humidity sensor with heater. 

C. Temperature Sensor Heater Distribution 

Using the designed structure as the humidity sensor heater 
structure, in the process of thermal analysis, the highest and 
lowest temperature distribution positions of the entire 
structure are obtained, which can be used to guide the position 
distribution of temperature sensors used in the system. The 
schematic diagram of the position distribution of the 
temperature sensor of the sensitive structure is shown in Fig. 
9. By observing the temperature distribution curve of the 
structure, the humidity sensor sensitive structure is selected to 
be placed in the highest temperature central area of the 
structure, and the lower part is selected as the distribution 
position of the temperature sensor 𝑇𝑠 of the sensitive structure 
to ensure that the measured temperature is close to the real 
temperature of the sensitive structure to the greatest extent. In 

order to prevent the influence of heating on the ambient 
temperature sensor, the ambient temperature sensor cannot be 
placed in the heating area, and it must be insulated from the 
heating area. Through this position distribution, the 
measurement error caused by the temperature of the heater 
itself is avoided, and a reasonable guarantee is provided for 
the follow-up work. 

 

Fig. 9. Schematic diagram of system temperature sensor location 

distribution. 

III. VARIABLE PARAMETER SELF-TUNING FUZZY PID 

CONTROL METHOD 

In the control method of the heater, the open loop control 
is mostly used in the past work, the target temperature is set at 
a constant temperature, and the heating power is adjusted to 
reach the target temperature. However, this method consumes 
a lot of power, and may not reach the preset target temperature 
due to the influence of the external environment, causing 
humidity measurement errors. This paper proposes a variable 
parameter self-tuning fuzzy PID closed-loop control method 
with variable target temperature. Through the setting of fuzzy 
rules, the parameters of the system are continuously adjusted 
and the adjustment speed is accelerated. In order to reduce the 
power consumption of the system, the target temperature is 
only set 5 − 10℃ higher than the ambient temperature. The 
ambient temperature and the sensitive structure temperature 
are measured and fed by two set temperature sensors, and the 
target temperature is adjusted by self-adjusting in time, which 
reduces the error and the heating power consumption at the 
same time. 

A. Principle of Fuzzy PID Control Method 

PID control method has strong robustness and is widely 
used in industrial control [13]. However, in this system, the 
target temperature may be changing at any time, the 
parameters of traditional PID control method are fixed, and it 
is easy to cause large overshoot and long response time when 
used in heaters with lag link. The fuzzy PID control method 
can detect and analyze uncertain conditions, parameters, 
delays, interference and other factors in the control process 
[14]. Using this method not only maintains the robustness of 
the traditional PID method, but also brings advantages such as 
good flexibility and high control accuracy. According to the 
designed fuzzy PID control strategy, the structure of the fuzzy 
PID controller shown in Fig. 10 is designed. 

 

Fig. 10. Fuzzy PID controller structure. 
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The system continuously detects the ambient temperature 
through the installed ambient temperature sensor and sets it as 
the target temperature to achieve the effect of variable target 
temperature. The input of the fuzzy controller consists of two 
parts: one is the deviation 𝑒  between the sensor detection 
temperature 𝑇𝑠 and the preset target temperature 𝑇𝑡, the other 
one is  the time differential 𝑑𝑒/𝑑𝑡 of the deviation. The ∆𝐾𝑃, 
∆𝐾𝐼, ∆𝐾𝐷 are input into the PID regulator to adjust the heating 
power, and then control the heater of the controlled object. 
The temperature is continuously detected by the sensor 
temperature 𝑇𝑠  to determine the deviation from the target 
temperature, and then the parameters are continuously 
adjusted until the temperature reaches the preset temperature.  

B. Fuzzy PID Control Simulation and Result Analysis 

Fuzzy controller is the key to fuzzy PID control. The input 
variables 𝑒 and 𝑑𝑒/𝑑𝑡 of the system will be represented by 
fuzzy subsets [15], and its domain is set to [-6 6]. Express the 
language values of the output variables ∆𝐾𝑃, ∆𝐾𝐼, and ∆𝐾𝐷 of 
the system as {(NB), (NM), (NS), (ZO), (PS), (PM), (PB)}, a 
total of seven level [16], and set the corresponding domains to 
[-6 6]. The input and output are compiled with certain fuzzy 
rules and imported into the fuzzy controller [17]. The 
simulation structure diagrams of fuzzy PID and traditional 
PID are established in the SIMULINK module, as shown in 
Fig. 11 and Fig. 12. 

 

Fig. 11. Fuzzy PID control system simulation structure diagram. 

 

Fig. 12. Simulation structure diagram of traditional PID control system. 

For the three gain parameters of PID, the parameters of 
fuzzy PID are calculated as follows [18]: 

𝐾𝑃 = 𝐾𝑃0 + ∆𝐾𝑃 (9) 

𝐾𝐼 = 𝐾𝐼0 + ∆𝐾𝐼 (10) 

𝐾𝐷 = 𝐾𝐷0 + ∆𝐾𝐷 (11) 

In the formula, 𝐾𝑃0, 𝐾𝐼0, 𝐾𝐷0 are the initial values of PID 
gains, which are also the initial gain parameter values of 
traditional PID control. The Z-N response curve method [19] 
is used to calculate the initial value of PID gain, and the 
transfer function is constructed as follows: 

𝐺(𝑠) =
𝐾𝑒−𝐿𝑆

𝑇𝑆 + 1
(12) 

Then the initial value calculation formula of PID gain is as 
follows: 

𝐾𝑃 =
1.2 × 𝑇

𝐾 × 𝐿
(13) 

𝐾𝐼 =
𝐾𝑃
2 × 𝐿

(14) 

𝐾𝐷 =
𝐾𝑃×𝐿
2

(15) 

Since the controlled object of the system is a temperature-
controlled heater, through system identification and actual test 
parameter tuning, it is concluded that its model is a first-order 
inertial time delay system, and its transfer function is obtained 
by mathematical calculation [20]: 

𝐺(𝑠) =
6

1.5𝑠 + 1
𝑒−𝑠 (16) 

Through the transfer function calculated by this system, 
the initial value of PID gain is obtained, 𝐾𝑃0 = 0.3, 𝐾𝐼0 =
0.15 , 𝐾𝐷0 = 0.15 , which is brought into the simulation 
structure model of the PID control system. The model 
simulation results are shown in Fig. 13. 

 

Fig. 13. PID control system simulation diagram. 

The simulation result shows that, compared with the 
traditional PID method, the fuzzy PID control method with 
variable target temperature has faster response speed and 
lower oscillation speed. Specific performance indicators are 
shown in Tab. 2. 

TABLE II.  DIFFERENT HEATER STRUCTURE PERFORMANCE 

COMPARISON TABLE 

Controller 

Category 

Overshoot 

/% 

Adjustment 

Time /s 
Rise Time /s 

Fuzzy PID 7.227 3.446 1.286 

Traditional PID 10.928 4.727 1.312 

It can be seen from the above table that the fuzzy PID 
closed-loop control method with variable parameters has the 
advantages of small overshoot range and high corresponding 
speed, which can make the system reach equilibrium in shorter 
time. 

Humidity sensors and their heaters will encounter a certain 
degree of interference in a rapidly changing environment. 
Compared with the open-loop control method, the fuzzy PID 
closed-loop control method proposed in this paper also has 
stronger anti-interference ability. The interference simulations 
were performed on the two methods respectively, and the 
simulation results are shown in Fig. 14 and Fig. 15. 
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Fig. 14. Open loop control interference simulation diagram. 

 

Fig. 15. PID closed-loop control interference simulation diagram. 

It can be clearly seen from the figure that when the open-
loop system introduces interference, the system will not reach 
the target temperature and cannot recover over time. The 
fuzzy PID closed-loop control method used in this article will 
adjust the interference inside the system after the interference 
is introduced, and restore the system to a stable state 
immediately, with strong environmental adaptability and anti-
interference ability. 

In addition to the above advantages, the fuzzy PID closed-
loop control method proposed in this paper also has the 
performance of variable target parameters. Through the 
temperature data monitored by the ambient temperature 
sensor, the target temperature parameters are revised in real 
time to realize the self-tuning of the target parameters. The 
simulation results are shown in Fig. 16. 

 

Fig. 16. Variable target temperature PID control simulation diagram. 

The results show that, compared with traditional PID 
control, fuzzy PID control will respond to adjustments 
immediately after the system has experienced changes in the 
parameters of the target temperature, and quickly make the 
system return to the equilibrium state, while the traditional 
PID method requires longer adjustment time. It can be seen 
that the variable parameter fuzzy PID closed-loop control 
method proposed in this paper is far better than the open-loop 
control and the traditional PID control method. While 
reducing the error, it reduces the heating power consumption 
and meets the heating demand of the humidity sensor. 

IV. CONCLUDING REMARKS 

This paper proposes a controllable heating humidity 
sensor heating system design method for the defects of 
humidity sensor in high humidity and low temperature 
environment. The structure of heater was studied by finite 
element analysis. The designed structure reduces the heating 
power consumption to 5 × 106𝑊/𝑚3, at the same time, the 
temperature distribution is more even, the difference between 
high and low temperature is only 0.0878℃, and the coverage 
is wider, reaching 4.7mm . Simultaneously, the position 
distribution of the temperature sensor is guided by the 
temperature distribution of the heater. In order to further 
reduce the power consumption of the heater, the fuzzy PID 
closed-loop control with variable target parameters is used to 
replace the original open-loop heating method. The simulation 
result shows that, compared with the PID control method with 
fixed parameters, the system overshoot is reduced to 7.227%, 
the adjustment time is decreased to 3.446s , and the anti-
jamming ability is stronger. Future work will include 
designing and manufacturing the humidity sensor and its 
heater structure to make it more stable to serve more 
applications. 
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Abstract—The degradation rate of the specification for the 

flight test measuring equipment varies with the actual working 

environment. The determination of the proper calibration time 

becomes a challenging job as the current method of calibrating 

test equipment in a fixed period is no longer suitable for the 

increasingly onerous flight test tasks. This paper proposes a 

method combining the degradation model and the extended 

Kalman particle filter algorithm to realize the state detection of 

the test instrument. Condition-based calibration can be 

achieved by this method, thereby avoiding flight test risks 

caused by insufficient calibration and economic waste caused by 

over-calibration. Finally, the equipment calibration cycle is 

optimized and the calibration efficiency is improved. 

Keywords—flight test measuring equipment, condition-based 

calibration, metrological characteristic, degradation model, EKPF 

I. INTRODUCTION  

The flight test measuring equipment mainly completes the 
sensitivity, collection, recording and processing of the crucial 
parameters of the aircraft and various airborne equipment, and 
plays a role of providing parameters in the model finalization 
and airworthiness certification flight test. In the course of 
flight use, the test instrument gradually degrade due to various 
reasons, resulting in lower performance indicators. To ensure 
the accuracy of the test data, the flight test measuring 
equipment must be calibrated on time. The standard for 
calibration of flight test measuring equipment defines the 
specified calibration cycle as a fixed period. To make it fit the 
most suitable calibration interval as much as possible, the 
calibration cycle is generally optimized according to the 
performance of the instrument in the previous calibration. 
Gray prediction method and method based on reliability index, 
etc. are commonly use, but none of them have deviated from 
the limitation of regular calibration. The actual use, there are 
differences in performance of degradation process of test 
equipment in same model, and the performance degradation 
of the same instrument between several calibrations are also 
different. Regular inspections may cause insufficient 
calibration in rapid degradation of instrument and excessive 
calibration in slow degradation of instrument. And there is a 
stipulation that "Once the calibration cycle of the measuring 
instrument is determined, the appropriate adjustment of the 
calibration cycle is also allowed [1]." Therefore, the test 
equipment in different environments should be calibrated 
according to the actual situation. To reduce the waste of 

resources and improve calibration efficiency while ensuring 
the accuracy of the test equipment, calibration is only 
performed when necessary.  

 Condition-based calibration is a method to optimize the 
calibration cycle. In this method, the measurement process 
control model is established within the two calibration 
intervals to obtain optimally estimation of the state of the 
automatic test instrument. It is compared with the standard 
threshold to determine that the instrument is in which working 
stage from normal to failure, to determine the calibration time 
of the instrument [2][3]. By combining the degradation model 
and the extended Kalman particle filter(EKPF) algorithm, this 
paper proposes a condition-based calibration method for the 
flight testing measurement instrument, which is used to solve 
the problem of insufficient calibration and over-calibration in 
regular calibration cycle, to obtain the optimal solution of 
economic benefits and work efficiency, and improve the 
efficiency of flight test. 

II. CONDITION-BASED CALIBRATION METHOD 

COMBINING THE DEGRADATION MODEL AND EKPF 

In the condition-based calibration method, the main task is 
to optimally estimating the metrological characteristics of the 
test equipment. In order to improve the accuracy of the 
optimal estimation, it is necessary to make full use of 
historical calibration data and flight test information which 
include ground data before the flight and various parameters 
are collected during the flight. Therefore, a condition-based 
calibration method driven by test data was designed. The 
algorithm structure is shown in Figure 1.The steps are: 

1. On the basis of historical degradation data , a test 
instrument state degradation model is established combined 
with the principle of test instrument degradation; 

2. Monitor the ground data of the flight test measuring 
equipment with principal component analysis(PCA) method, 
and initially solve the metrological characteristics of the test 
instrument; 

3. Perform data analysis on flight data combining with 
ground data, and use the correlation of measuring instruments 
at different locations to solve the metrological characteristics 
of equipment; 

 4. Combining the degradation model and the metrological 

*Yinfeng Wu is the corresponding author. (e-mail: yfwu@buaa.edu.cn). 
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characteristics of equipment, the optimal estimation of the 
metrological characteristics of the test equipment is performed 
with the EKPF algorithm. It is compared with the standard 
threshold to realize the condition-based calibration and 
optimize the calibration cycle.  

 

Fig 1.    Signal of the condition-based calibration method 

A. Degradation Model of Test Equipment 

To analyze the degradation process of the instrument state, 

a degradation model needs to be established at first [4]. The 

degradation model based on the Wiener process is widely 

used because of its good mathematical properties and clear 

physical explanation. 

The metrological characteristics of the test equipment 

change slowly with time, and its degradation process is a 

random process. The degradation model based on the Wiener 

process of test equipment is: 

 
1

0
( ) (0) [ ( ),..., ( )] ( )

T

nX t X r w t w t B t= + +   (1) 

where X(t) is the degradation amount of the equipment at 

time t, X(0) is the degradation quantity of the test equipment 

at the initial time, r[w1(t),···, wn(t)]  is the performance 

degradation rate function of the test equipment, σ is the 

diffusion parameter, B(t) is the standard Brownian motion. 

The metrological characteristics of test equipment are 

affected by both its own degradation and external factors. In 

the performance degradation rate function r[w1(t),···, wn(t)] 
of test equipment, w1(t),···, wn(t)  respectively represent 

environmental factors such as temperature, humidity, and salt 

spray concentration at time t. According to the multi-stress 

generalized Arrhenius model form [5], the degradation rate 

function of test equipment is established: 

1 0 1 1[ ( ),..., ( )] ( ) ... ( ) 1p p

n n nr w t w t b b w t b w t p= + + + =    (2) 

Both the independent and interactive terms of 

environmental stress will affect the degradation rate of test 

equipment. However, through most experimental observation 

results analysis, independent terms are the main terms, and 

the interactive terms are secondary generally. And in the case 

of many environmental factors, the calculation of interactive 

terms is extremely complicated. In order to reduce the 

number of parameters to be estimated, only independent 

terms are retained in formula (2),  𝑏0、 ··· 、𝑏𝑛  are the 

parameters to be estimated, and 𝑏0 is the embodiment of the 

equipment's own degradation factor. 

Because of the independent incremental characteristic of 

the Brownian motion process, accumulate and approximate 

the integral part of the degradation model, and then estimate 

the estimated parameters 𝑏0、 ··· 、𝑏𝑛  and the diffusion 

parameter σ. By simplifying the model, the degradation 

model is approximately: 

 
1

0

( ) (0) [ ( ),..., ( )] ( )
m

n iX t X r w t w t t B t +  +   (3) 

In the formula, m is the number of accumulated 

observations of degraded variables from time 0 to time T, Δ𝑡𝑖 

is the observation time interval,Δ𝑡𝑖 = 𝑡𝑖 − 𝑡𝑖−1,𝑤𝑘(𝑡𝑖) is the 

environmental stress in the time interval [𝑡𝑖−1, 𝑡𝑖], 𝑘 = 1,2,···
, 𝑛. 

According to the independent incremental characteristic 

of Brownian motion, there are: 
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The ΔX(𝑡𝑖)/Δ𝑡𝑖  result is obtained by using the 

degradation data of the flight test measuring equipment, and 

the estimated parameters in the degradation rate function are 

estimated through regression analysis. 

The diffusion parameter σ in the degradation model is 

estimated by the maximum likelihood estimation method. 

First, the cumulative effect in the data is eliminated, and there 

are: 

1

1

( ) ( ) (0) [ ( ),..., ( )] ( )
m

i i n i

i

H t X t X r w t w t t B t
=

 = − −  =   (7) 

The likelihood function of the diffusion parameter σ can 

be obtained as: 
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The estimated value of the diffusion parameter σ is: 
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B. Analysis of Metrological Characteristics 

In the laboratory environment, a higher-level instrument is 
required to provide the reference value, and such conditions 
are not available on the flight test vehicle when analyzing the 
metrological characteristics of the equipment to be calibrated. 

Therefore, it is necessary to use some of the more stable 
device parameters on the flight test vehicle to convert them 
into reference values that can be used to analyze the 
metrological characteristics of the test equipment. 

In the complete flight test, the test equipment will obtain 
the ground data before takeoff and the flight data after takeoff. 
Because of the measured data dynamic changes during flight, 
it is difficult to directly provide a good reference value. 
Therefore, it is necessary to use ground data to provide a 
steady-state reference value in order to obtain preliminary the 
metrological characteristics, and analyze the flight data to 
obtain further metrological characteristics in next step. 

When using the ground data for reference, changes in the 
state of the device under test and degradation of the 
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performance of the test instrument will cause significant 
differences between the test data and the data in normal state. 
Therefore, it is necessary to check whether the state of the test 
object is normal firstly, and then eliminate the data fluctuation 
caused by the abnormal state of the test object. Consequently, 
the state of the testing machine needs to be monitored. The 
Model-Based method, method based on deep learning, and 
data-driven approach, etc. are condition monitoring methods 
commonly used. There are a large number of highly correlated 
process variables in the flight test experiment, which are 
essential to ensure the normal conduct of the flight test and the 
reliability of the test machine. It is difficult to monitor so many 
process variables simultaneously with the general method. In 
addition, when some instruments fail, the mean and variance 
of the process variables are basically unchanged but the 
correlation between the process variables changes. These 
cannot be accurately identified in the traditional monitoring 
system while the PCA method provides support for solving 
such problems. 

Use the PCA method for data processing to monitor the 
status of the tested parts of the flight test vehicle: First, 
establish the principal component offline model with the PCA 
algorithm, and the sample data came from the laboratory data 
and historical data of the flight test vehicle[6]. Then select the 
square prediction error (SPE) statistic as the failure detection 
index, and calculate the control limit of the SPE statistic. Next 
bring the ground steady-state data obtained by the test 
equipment into the offline principal component model and 
calculate the SPE statistics. When the SPE statistics exceed 
the control limit, an early warning will be issued to indicate 
that the tested part may be faulty, otherwise the tested part is 
considered to be in normal state. Take the theoretical value of 
the measured part parameter as the reference value, analyze 
and obtain the metrological characteristics of the test 
instrument preliminarily. 

 After the flight test started, most of the measured values of 
the test equipment fluctuated greatly, and other measuring 
instruments with relevant measured values were used to 
provide references for the calibrated instruments. The 
measurement data of other relevant measuring instruments are 
corrected by the above-mentioned initial metrological 
characteristics obtained by using ground data, and then 
converted into the corresponding measurement values of the 
test instrument to be calibrated. According to the correlation 
size and stability level of different instruments, the measured 
values are weighted and synthesized into the reference value 
of the equipment under  calibrated. 

C. Optimal State Estimation Obtained by EKPF 

When the test equipment is calibrated and then installed 
on the flight test vehicle, this moment is recorded as the initial 
time. At this time, the metrological characteristics of the test 
equipment are known. Each subsequent test and long-term 
storage will cause the performance of the test equipment to 
degrade. Combining the above-mentioned degradation model 
and the analysis of the metrological characteristics, iteratively 
predict the metrological characteristics of the test instrument 
at this moment, and the filtering method can be used. 

The EKPF algorithm is one of the most commonly used 
method to solve the problem of nonlinear state variable 
estimation [7]. Particle filtering gets rid of the constraint that 
random variables must satisfy Gaussian distribution when 
solving nonlinear filtering problems, and can be applied to any 
nonlinear non-Gaussian random system. The recommended 

value of the density distribution in the particle filter will affect 
the performance of the particle filter. In order to avoid the 
particle depletion problem in particle filtering, EFK is used as 
the recommended distribution to realize the estimation of the 
metrological characteristics obtained by the EKPF algorithm. 

Use the aforementioned degradation model as the discrete 
state model of the measuring instrument. The metrological 
characteristics of the instrument are used as a system variable, 
and the metrological characteristics obtained by solving the 
instrument data are used as an observation variable, then there 
is the state equation: 

              
k+1 k 1 kx =x +r[w (t),...,w (t)]+ ( ) v

m
n B t


+   (10) 

 Observation equation: 

 
k k kz x n= +   (11) 

Among them: xk is the metrological characteristics at time 
k, zk  is the observed value at time k, vk  and nk  are system 
noise and measurement noise, respectively. 

 

Fig 2.    EKPF algorithm flow chart 

According to the state equation and observation equation 
of the metrological characteristics of the test instrument, the 
algorithm flow of using EKPF to realize the state estimation 
is shown in Figure 2. The specific algorithm steps are as 
follows: 

1. Initialization 

Generate the particle x0
i , i = 1, … , N, k = 0 from the 

known prior probability density p(x0); 

2. Importance sampling: 

Use the EKF algorithm to sample xk
i ~p(xk|xk−1

i ), update 

the particle weight wk
i = wk−1

i p(zk|xk
i ), and normalize the 

weights w̃k
i = wk

i / ∑ wk
iN

i=1 ; 

3. Calculate Neff = 1/ ∑ (wk
i )

2N
i=1 .  

If Neff  is less than the preset threshold Nth , resample 
particle: 

Resample xk
i  to generate a new particle set x̃k

i , and set the 

weight of all particles to w̃k
i = 1/N; 

4. State estimation output: 

If there is no resampling: x̂k ≈ ∑ xk
i w̃k

iN
i=1 ; 

If there is resampling: x̂k ≈ (∑ xk
i )/NN

i=1 ;
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 5. Set k=k+1 and return to step 2. 

III. SIMULATION TEST AND EFFECT ANALYSIS 

In order to verify the feasibility of the method proposed 
above, a simulation test was performed on an airborne pipeline 
pressure test instrument [8]. 

According to the laboratory data and historical calibration 
data of the stress test equipment, the degradation model was 
established as: 

 
1

1

( ) (0) [ ( ),..., ( )] ( )
m

n i

i

X t X r w t w t t B t
=

= +  +   (12) 

 1

0 1 1 2 2 3 3( ) ( ) ( )r b b w t b w t b w t−= + + +   (13) 

In the formula: b0, b1, b2, b3  are the constant degradation 
parameters, temperature, humidity and salt spray degradation 
parameters of the metrological characteristics, 
respectively,  w1(t), w2(t), w3(t)  are temperature, humidity 
and salt spray concentration respectively. 

Before the flight test vehicle started, the pressure in the 
pipeline is relatively stable. After the testing aircraft started, 
with different instructions from the fuel control instrument, 
the flow rate and flow speed of the fuel pumped by the fuel 
pump fluctuate greatly, and the fuel pressure in the fuel 
pipeline changes more. It is complicated, and even transient 
processes such as pressure shocks may occur. The pressure 
change of the pipeline is shown in Figure 3. 

 

Fig 3.    Simulation of an aircraft fuel line pressure 

Process the data before and after startup orderly. The 
ground data is preprocessed by PCA algorithm, the SPE 
statistics are solved, and whether the pipeline is faulty. When 
there is no leakage in the pipeline, the SPE statistics are within 
the control limit, and the ground data will be used to obtain 
the metrological characteristics initially. When the flight data 
are collected, the metrological characteristics of the measuring 
instrument were monitored by using the correlation between 
the measured pressure values. 

Taking the pressure relationship along the path in a 
common straight pipe as an example for simulation, there is a 
phenomenon called pressure drop in a straight pipe, which 
show that the pressure value measured at the back position 
along the liquid flow direction is lower than the front position. 
The value of pressure drop has a certain functional 
relationship with the pipe length, diameter, material, fluid 
velocity, type and some other parameters. These pressure 
values measured at different positions are highly correlated, 
which are used in piping system design. As shown in Figure 
4, the pressure testing instruments is installed at multiple 
positions on the fuel pipeline. Positions 1 and 2 are 

symmetrical with respect to the pipeline. Positions 3 and 4 are 
behind positions 1 and 2. The corresponding instruments are 
marked as No. 1~4. Ignoring the influence of the uneven 
distribution of the liquid along the pipe diameter, the pressure 
generated by the liquid in the pipeline measured at position 1 
and 2 are the same, and the pressure values measured at 
position 3 and 4 have the certain drop and delay compared 
with that at position 1. After the values measured at positions 
2, 3, and 4 were compensated by the ground data, the data at 
positions 3 and 4 were converted into the equivalent values at 
position 1 through the inverse function. 

 

Fig 4.    Pipeline pressure measurement position indication 

The converted data and the data at position 2 were weighted 
and combined into a reference pressure value at position 1. 
Then obtained the metrological characteristics of the 
measuring instrument at position 1 by analyzing data. 

 Estimated values were obtained by the EKPF algorithm, 
for which equations (12) and (13) served as the state transition 
equations, and the observation values came from the 
metrological characteristic settlement values obtained with the 
method as mentioned above. The estimation result is shown in 
Figure 5. It can be seen from the simulation results of Fig. 5 
that the estimated value of the metrological characteristics of 
measurement equipment effectively conforms to the 
theoretical value and that the condition-based calibration 
method combining the degradation model and EKPF achieves 
the tracking estimation of the change in the measurement 
equipment's metrological characteristics. 

 

Fig 5.    Estimation results of test equipment’s metrological characteristics 

Take quarter as the time node to evaluate the estimation 
results. The results are shown in Table 1 and Table 2. The 
estimated and theoretical values are all relative value. 

For this equipment, assume that the calibration threshold 
of measurement accuracy is 0.1% and the calibration 
threshold of instrument bias is 0.1%. Set one year as the 
calibration period. It can be seen from the simulation results 
of Table 1 and Table 2 that the degradation rate of the 
instrument was much slower than expected, and the 
measurement characteristics did not exceed the threshold until 
the sixth quarter. Compared with the regular calibration 
method, this method requires the instrument to be calibrated 
in the sixth quarter, avoiding over-calibration. If the 
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requirements for the measurement characteristics of the test 
equipment are increased and the instrument bias of 0.7% is  

Table 1.  COMPARISON OF ESTIMATED AND THEORETICAL VALUES OF 

MEASUREMENT ACCURACY 

Time(day) 
Theoretical 

accuracy (10-3) 

Estimated 

accuracy (10-3) 
error (10-3) 

0 4.95 5.16 0.21 

90 5.41 5.53 0.12 

180 5.93 6.11 0.18 

270 6.62 6.78 0.16 

360 7.03 7.24 0.21 

450 7.91 8.05 0.14 

540 9.44 9.53 0.09 

Table 1.    COMPARISON OF ESTIMATED AND THEORETICAL VALUES OF 

INSTRUMENT BIAS 

Time(day) 
Theoretical 

accuracy (10-3) 
Estimated 

accuracy (10-3) 
error (10-3) 

0 4.81 4.20 -0.39 

90 5.60 5.23 -0.37 

180 6.56 6.30 -0.26 

270 7.09 7.25 0.16 

360 7.96 8.33 0.37 

450 9.51 9.97 0.46 

540 10.02 10.67 0.65 

used as the calibration threshold, the equipment should be 
calibrated in the third quarter. This method not only can avoid 
insufficient calibration but also more flexible to use when 
compared with the one-year calibration cycle. Though both 
the degradation conditions and the requirements for the 
measurement value characteristics of the instrument are 
different in varied environments, it`s feasible to estimate the 
metrological characteristics of the instrument. Thereby, the 
calibration period can be adjusted more accurately, and the 
efficiency of the calibration work can be improved. 

IV. CONCLUSIONS 

Aiming at the problem of insufficient calibration or over-
calibration caused by the annual calibration cycle of the flight 
test measuring equipment in China, a condition-based 
calibration method combining the degradation process and 
EKPF was designed. A simulation experiment was carried out 
on the airborne fuel line pressure test equipment as an example 

to verify the method. The experimental results showed that the 
method can accurately estimate the metrological 
characteristics of the flight test measurement equipment to 
achieve condition-based calibration. The calibration 
efficiency can be improved and the cost of the calibration 
work can be reduced. 

Condition-based calibration is the development trend of 
the method to determine the optimal calibration cycle of the 
instrument. In this method proposed in this paper, laboratory 
data and historical data of test equipment degradation are 
required. It is not easy to obtain data like these in practical 
applications. With only a small amount of historical 
degradation data and laboratory data, it is a difficult point for 
future research to make more accurate predictions for the 
degradation of the metrological characteristics of flight test 
measuring equipment. 
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Abstract—In this paper, the overall structure of QVBA and 

its stress and deformation mechanism are specifically analyzed 

in details. The pull-in phenomenon is considered, and the 

general analytical methodology of pull-in is investigated. An 

effective theoretical modal of pull-in effect for QVBA is 

proposed and demonstrated to be correct and precise by taking 

advantage of the finite element method. Meanwhile, the 

deformation of isolating element is proved to be non-negligible. 

Mainly considering the pull-in effect, a self-test structure is 

designed with the initial spacing of 60μm, and the simulating 

acceleration range is optimized up to ±4g. 

Keywords—QVBA, pull-in, self-test  

I. INTRODUCTION 

Reliability is becoming more and more important for 
MEMS accelerometer, especially for military applications. 
There are some inducing factors which will reduce the 
sensor’s accuracy and even cause its failure. For example, 
machining errors or surface defects are likely to occur during 
micro machining, such as poor roughness and residual 
mechanical stress. These factors will reduce the performance 
and the service life of the instrument and cause unnecessary 
losses [1]. In fact, the methods of testing the performance of 
accelerometer after fabrication have been thoroughly studied 
in past decades, which ensure its accuracy and reduce the loss 
[2-5]. Unfortunately, these testing methods are not applicable 
in all cases. In some integrated control systems, inertial 
devices and other devices are embedded together in 
mechanical systems. In order to ensure that it can continue 
working normally, the inertial devices should be tested after 
a period of use regularly. However, the disassembly is 
obviously not an appropriate method. The operation is not 
simple, and it may also damage the installation accuracy of 
the control systems and  leads to recalibration. Therefore, a 
built-in self-testable function is desired, which can provides 
the on-line test. 

The self-test of the micro-accelerometer, that is, by 
applying a suitable excitation on the sensitive element, the 
inertial force(due to acceleration) can be imitated. Then, the 
performance of the accelerometer can be checked according  
to the output. The common excitation methods include 
electromagnetic way, thermal way and electrostatic way etc. 
The structure of electromagnetic excitation is generally 
suitable for vibration-excitation accelerometer, and the 
applied range is limited relatively[6]. The thermal excitation 
uses thermal deformation to generate the driving force, and 
the magnitude of the driving force is sufficient. However, the 
thermally excited elements are very sensitive to temperature, 
and small temperature change is also easy to bring about 
deviation from the result. In addition, thermal excitation is a 
gradual process, so it has low efficiency both in excitation 
and recovery [7]; As for electrostatic excitation, the force is 
distributed in planar mode, quite similar to the gravity that the 
distribution is body mode. Besides, its excitation efficiency is 
high and the excitation structure is easy to design. 

Consequently, the electrostatic excitation is more suitable for 
the self-test of accelerometer. 

Quartz vibrating beam accelerometer (QVBA) is a solid-
state sensor based on the resonance principle of in-plane 
bending vibration mode (Fig. 1). Through the proof-mass, the 
input acceleration information can be converted to an inertial 
force and acts on the resonator. Due to the force-frequency 
effect, the vibration frequency of resonator will vary, and the 
acceleration value can be measured by detecting the 
frequency difference of the resonator. 

In this paper, we propose a self-test structure, using 
electrostatic excitation, to realize the self-testable function of 
QVBA (Fig. 2). Specifically, along the detection direction, a 
parallel flat plate is placed on each side of the accelerometer 
mass. A conductive film is plated on the surface of the mass 
and the corresponding mass area on the inside of the two 
plates, and a voltage is applied to generate a certain 
electrostatic force. 

However, the electrostatic force results in nonlinear 
dynamics, due to the known “pull-in effect”. Namely, the 
mass is caused to collapse on the plate due to the electrostatic 
force increasing more rapidly than the restoring force. 
Moreover, the pull-in effect limits the travel ranges of mass 
and leads to the limit of the self-test range of accelerometer. 

Since Nathanson et al. [8] and Taylor’s [9] pioneering 
attempt on the pull-in effect in 1960s, many researchers have 
studied the pull-in phenomenon. Although a lot of effort is 
being spent on the pull-in effect of some accelerometer 
structures, including the simplest spring-mass structure, 
cantilever beam structure [10], symmetric beam island 
structure [11], micro Mirror structure [12], etc. The 
consideration of pull-in phenomenon in self-test structure of 
QVBA has yet to be developed well. Currently, some 
researches have conducted some simulation and qualitative 
analysis of the self-test design of QVBA. However, to ensure 
the safety and accuracy of the self-test design, it is necessary 
to obtain a more comprehensive understanding of the pull-in 
in the QVBA. 

Herein, we analyze the structural characteristics of QVBA 
and characterize its deformation and stress mechanism. 
Importantly, we investigate the pull-in effect in the QVBA 
and an overall analytical model of pull-in effect is proposed 
theoretically. Furthermore, taking advantage of finite element 
method, we simulate the self-test state and the pull-in 
phenomenon for verifying the proposed model. Eventually 
the details of the self-test structure are discussed, and the 
design is completed. 

 

Fig. 1. 3D structure diagram of QVBA * Jinxing Liang is the corresponding author. (e-mail: j-liang@seu.edu.cn)   
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(a) Overview of the self-test structure       (b)cross-sectional view 

Fig. 2. The diagram of self-test structure of QVBA 

II. THEORETICAL ANALYSIS 

A. General Analytical Methodology of Pull-in 

In general sensors, the electrode plates of electrostatic 
excitation is usually in an parallel manner, and the pull-in 
phenomenon has been investigated thoroughly. However, in 
the case of QVBA, the structure of electrostatic excitation is 
non-parallel plates alike. Thus it is necessary to focus on an 
easiest modal to find out a general analytical methodology of 
pull-in. 

The capacitor-mass-spring model, first proposed by 
Nathanson et al. and Taylor, is the easiest modal to be studied. 
Fig. 3 shows the details about the modal.  

Easily to be known that the mechanical force and 
electrical force can be presented by equations (1) and (2) 
respectively:  

 (1) 

 (2) 

wherein, mk is the stiffness of spring, 0x is the initial 

spacing of electrode plates. And Fig. 4 shows the image of 

mF  and eF  with respect to the degree of freedom. 

It can be seen from the statics analysis that when the two 
curves have an intersection point, it indicates that the system 
is under force-balanced. Otherwise the electrostatic force is 
greater than the elastic force, and the mass continues to move 
downward until it is attracted to the fixed electrode.  

At the intersection point, there are two vital features. First, 
the electrostatic force is equal to the elastic force, namely, the 
forces are balanced; second, the slope of the electrostatic 
force curve and the elastic force line are equal at this point. 
Here the slope of the electrostatic force curve is defined as 
electric stiffness. Therefore, the characteristics of pull-in 
phenomenon at critical state can be summarized as the 
following equations (3): 

 (3) 

 

Fig. 3. Capacitor-mass-spring model 

 

Fig. 4. Relationship between mF  and eF  

that is, the forces of system are balanced, and the 
mechanical stiffness of overall structure is equal to the 
equivalent electric stiffness. That’s exactly the analytical 
methodology of pull-in effect. 

B. Theoretical Analysis of Sensing Element 

As shown in the Fig. 1, besides the mounting frame, the 
structure of accelerometer can be divided into two parts: the 
sensing element and the isolating element. The former 
includes mass, vibrating beam and hinge; while the latter 
includes support base, link 1, link 2, transverse 1 and 
transverse 2. Since the stress mechanism of sensing element 
is very complex, it’s impossible to study the subelements 
separately. Thus section 2.2 briefly surveys the stress 
mechanism of the sensing element, and the deformation 
mechanism of its subelements is investigated. 

Yang Ting once conducted modeling and stress analysis 
on the sensing element of the accelerometer [13], but in his 
analysis there is no detailed process and the model is too 
idealized. The sensing element will be analyzed in detail 
below. 

Considering that the mass is subjected to a distributed 
force, the vibration beam and the end of the hinge are 
subjected to a quasi-directed force. Moreover, it is assumed 
that the tilted angle of the mass is the same as the tilted angle 
of the hinge end, accounted that the hinges are wide enough 
and in the middle of the thickness of the mass, and are 
arranged symmetrically. In addition, some forces can be 
reasonably simplified according to material mechanics. The 
simplified force analysis diagram is illustrated in Fig. 5.  

Meanwhile, the force balance equation is derived as the 
following equations (4): 

 (4) 

wherein, bF  is the axial force of vibrating beam; 1lF , 2lF

are the axial and radial force of flexible hinge respectively; 

M  is the moment of the end of beam; eF  is the electrostatic 

force; 1l  is the distance from the equivalent electrostatic 

force application point to the end of the hinge in the 'y  

direction; 2l  is the distance from the center of the end of the 

vibration beam to the center of the hinge end in the 'x  
direction. 

To have a more comprehensive understanding of this 
force balance equation, it is necessary to analyse the unknown 
terms. The following will deduce the representation of the 
forces respectively and try to analyze the relationship 
between them quantitatively. 

 

Fig. 5. Diagram of simplified force analysis 

Firstly, based on the principle of bending deformation 
superposition of material mechanics, the deflection and 
obliquity of the hinge endpoint are the result of the co-action 
of the shear 2lF  and the moment M , and can be given 
respectively by the equations (5) and (6):
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 (5) 

 (6) 

where Fw , F  are the deflection and angle under shear 

2lF ， respectively; while Mw 、 M are the deflection and 

angle under moment M ; l  is the length of the hinge, and 
their relations is given by following equations (7): 

 (7) 

Second, considering that the vibrating beam is mainly 
subjected to axial force bF , its elongation needs to be 
described. The detail is shown in Fig. 6.  

The deformation process of the vibrating beam can be 
regarded as that the triangle formed by the vibrating beam on 
the structure is first rotated around the point O by an angle θ, 
and then translated in x-axis direction by a distance, which is 
equal to the deflection of the hinge endpoint. Compared with 
the length of vibrating beam, its deformation in x-axis 
direction is negligible. Consequently, the elongation of 
vibrating beam is approximately equal to the tiny radian of 
triangle turning around O point, and may be derived as the 
equation (8): 

 (8) 
thus, the axial force of vibrating beam is given by the 

equation (9): 

 (9) 

wherein, E , bA , bl  are the elastic modulus, cross-

sectional area and length of the vibrating beam. 

Thirdly, for the accuracy of the model, an analytical 
model of the electrostatic force between non-parallel plates 
will be proposed and a non-parallel plate model is established 
as shown in Fig. 7. 

 

Fig. 6. Details of Vibration beam deformation 

 

Fig. 7. Non-parallel plate model 

The extension of the two plates intersect at point C and 
the angle is θ. Taking C as the center of the circle, when 

taking an arc-shaped element dr , the expression of the 

electric field energy element can be obtained as the equation 
(10): 

 (10) 

where U  is the applied voltage; ε is the dielectric 
constant; b  is the width of mass. In accordance with the 
geometric relationship, the electrostatic force is derived by 
performing integral calculation by the equation (11): 

 (11) 

Taking advantage of the equivalent infinitesimal of θ, the 
electrostatic force may be rewritten by the equation (12): 

 (12) 

Consequently, with the above results, the deflection of the 
hinge endpoint relative to support base is determined by the 
following equation (13): 

  (13) 

where 
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], and its reciprocal is the stiffness of overall 

structure (in the hinge endpoint). Meanwhile, the obliquity of 
the hinge endpoint is derived as the equation (14): 
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Hence the relationship between the deflection and the 
obliquity is given by the equation (15): 

 (15) 
Furthermore, the deflection of the mass endpoint relative 

to support base is derived as the equation (16): 

 (16) 

C. Theoretical Analysis of Isolating Element 

Section 2.3 focuses on the isolating element, and the 
deformation mechanism of its subcomponents is described. 

There is a slight deflection angle and displacement due to 
bending deformation at the link 1. Compared with the overall 
deformation, the deformation of the link 1 is very small, and 
it can be negligible. So does the link 2.
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The transverse 1 is subjected to a downward force and a 
moment. The displacement caused by the downward force is 
relatively small compared with the overall situation, and it’s 
negligible; while the torsion angle caused by a moment has a 
certain effect on the overall deformation, and should not be 
ignored. So does the transverse 2. 

The torsion angle of the transverse 1 is given by the 
equation (17): 

 (17) 

where ( )
3
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00
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lll
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h
θ
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⋅
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wherein, 0  is an adjustment coefficient; YZG  is shear 

modulus; β is a coefficient related to bh ; while h , b  are 

the long and short sides of the cross-section of the transverse, 
respectively; 5l , hl  are half the width and half the length of 

transverse, respectively; and 6l  is the distance from the 

applied point of the equivalent electrostatic force to the 
transverse 1. 

Similarly, the torsion angle of the transverse 2 is given by 
the equation (18): 

 (18) 

where
( )

3
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++++
= δφ =

(l1+l+l3+l4+l5)lh

2GYZβhb3
, 

wherein, 1l  is the distance from the applied point of the 

equivalent electrostatic force to the hinge endpoint; 3l , 4l  are 

the length of the support base and the junction, respectively; 
μ(μ=1.25) is an adjustment factor added to the torsion angle, 
since the stress condition of the link 2 is very similar to that 
of the transverse 2, and their force and deformation are 
linearly related. 

In addition, the force state of each isolation beam is given 
by the following equations (19): 

 (19) 

Referring to the solution method of the flexible hinge 
above, the deflection and obliquity of each isolation beam are 
respectively given by the equations (20) and (21): 

 (20) 
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2
]⋅lv

2EYIv
. Wherein, 

vl  is the length of the isolation beam; YE , vI  are the elastic 

modulus and moment of inertia of the isolation beam, 
respectively. 

D. Theoretical Analysis of Overall Structure 

Set the coordinate system along the acceleration direction 
with the link 1 point as the origin, the deformation of the 
overall structure is illustrated in Fig. 8. It can be summarized 
that the resultant displacement of the endpoint of the mass 

includes three parts, that is, the isolation beam, support 
base(including the link 2) and the mass. 

 

Fig. 8. Diagram of the deformation of overall structure 

In accordance with the geometric relationship, the overall 
coordinate system is actually formed by rotating the 
coordinates mentioned in the sensing element by the angle 

0 . Thus the actual obliquity of the isolation beam endpoint 

in the overall coordinate system is derived by the  equation 
(22): 

 (22) 

Meanwhile, according to the coordinate transformation, 
the displacement of it should be rewritten by the equation (23): 

 (23) 

where 01  −= vvxx l δx1 = δvx-lv ⋅ δθ0 

Further, the obliquity and the displacement of the support 
base is respectively derived as the equations (24) and (25): 

 (24) 

 (25) 

where ( )  += 12 , and ( ) 25432 2  ++= lllx . Here, it 

can be approximated that the obliquity of the support base 
part is equal to the obliquity of the central area of the 
beam,that is, the actual obliquity of the isolation beam 
endpoint plus the torsion angle of the transverse 2. 

Furthermore, the actual obliquity and the displacement of 
the mass are respectively derived as the equations (26) and 
(27): 

 (26) 

 (27) 
where 23   += , and ( ) 23  ++= laXx , wherein 
( ) ( ) eXe FFaxaX =+=+=  11 , a  is the length of mass.  

In summary, the resultant displacement of the mass 
endpoint is derived as the equation (28): 

 (28) 

Therefore, the 𝑘𝑟 , which is equal to 1 𝛿𝑟⁄ , is exactly 
calculated stiffness of the overall mechanical structure of the 
QVBA.  

From the result, it can be demonstrated that the overall 
structure can be regarded as the series connection of three 
equivalent springs of the mounting frame, the support base 
and the sensing element, and the stiffness of overall structure 
is the equivalent stiffness of the three springs in series. 
Consequently, the system can be rearranged and simplified to 
the simplest model, that is the capacitor-mass-spring model 
shown in Fig. 3. 

In addition, the electrostatic force can also be rewritten by 
the equation (29): 
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 (29) 

where 0d
 is the initial spacing; S is the plate area; and 

rr  3= ξ
r
= δθ3 δr⁄ . Moreover, the equivalent electric 

stiffness is derived as the equation (30): 

 (30) 

Eventually, in accordance with the analytical 
methodology of pull-in effect , the equilibrium equation(3) is 
specified by the following equations (31): 

 (31) 

By solving the equations, the pull-in displacement is 
derived as the equation (32): 

 (32) 
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, and the pull-in voltage: 
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III. MODEL VALIDATION AND DISCUSSIONS 

A. Simulation and Result 

The relative parameters of designed QVBA is 
summarized in Table 1. as followed. And the acceleration 
detection range is ±50g. 

Taking advantage of the finite element and Matlab, build 
up a structure-electrostatic coupling field (ignore fringing 
effect) and substitute parameter values showed in Table 1. 
The Fig. 9 shows the program of simulation, and Fig. 10 
shows the simulation result in the self-test state. 

TABLE I.  KEY PARAMETERS OF DESIGNED QVBA 

parameter  value parameter  value 

1l  1.473×10-3 m 
hl  1.9×10-3 m 

2l  0.13×10-3 m 
vl  6.15×10-3 m 

l  1.0×10-3 m a  2.9×10-3 m 

bl  3.0×10-3 m S  9.27×10-6 m2 

 

Fig. 9. Simulation program of the model validation 

 

Fig. 10. Simulation result in the self-test state 

Because the vibration of the  beam in the width direction 
is mainly observed during the acceleration measurement,  
the frequency of the vibration beam in the width direction is 
used as a comparison standard for specific modal analysis. 

According to the result of simulation, Fig. 11 gives the 
key parameters of the critical pull-in state, that is, the pull-in 
displacement and the pull-in voltage under different initial 
spacing. While Fig. 12 shows the vibration frequency of 
vibration beam under different critical pull-in state with 
various initial spacing, as well as the corresponding 
acceleration under natural state. 

B. Discussion 

 The theoretical and simulation results of the relationship 
between the pull-in displacement and the initial spacing are 
shown in Fig. 13. 

Similarly, Fig. 14 shows the theoretical and simulation 
results of the relationship between the pull-in voltage and the 
initial spacing. According to the Fig. 13 and Fig. 14 above, as 
for pull-in displacement, the error of the theoretical value 
relative to the simulated value is 0.07%, which is almost 
negligible; as for pull-in voltage, the error of the theoretical 
value relative to the simulated value is 1.4%, and the 
theoretical value is slightly higher than the simulated value. 
Consequently, the simulation result verifies the correctness of 
the proposed model. 

As for the error of the theoretical pull-in voltage, 
considering that the theoretical value of pull-in displacement 
is almost equal to the simulated result and referring to the 
expression of pull-in voltage and pull-in displacement, the 
error may directly result from the imperfection of the 

mechanical stiffness rk . Through calculation, the theoretical 

and simulated value of rk  are derived as 139 N/m and 

135N/m, respectively. Theoretical value is larger than 
simulated value. This shows that the assumption is 
demonstrated. Hence the theoretic modal needs to be 
developed further. 
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Fig. 11. Key parameters of critical pull-in state with various initial spacing 

 

Fig. 12. Vibration frequency under different critical pull-in state and the 
corresponding acceleration 

 

Fig. 13. Relationship between pull-in displacement and the initial spacing 

 

Fig. 14. Relationship between pull-in voltage and the initial spacing 

IV. SELF-TEST DESIGN 

Fig. 12 shows that the overall displacement is 57.39μm 
when acceleration reaches to 50g. To ensure that there is no 
interference between self-test state and natural state, the 
initial spacing of electrodes should be wider than the 
maximum displacement under natural state,  57.39μm.  

Here we set the initial spacing as 60μm, and the 
corresponding pull-in voltage is 387V, equivalent to an 
applied acceleration of 24g. When the electrode is applied a 
voltage of 220V, the maximum acceleration simulated is 4.0g 

approximately. Thus, the acceleration detection range is 
optimized to be ±4g. 

V. CONCLUSION 

 The overall structure of QVBA and its stress and 
deformation mechanism are specifically studied in details. 
The pull-in phenomenon is considered, and an effective 
theoretical modal of pull-in effect for QVBA is proposed as 
the equations (32) and (33), and demonstrated to be correct 
and precise. Wherein, the deformation of isolating element is 
proved to be non-negligible. A self-test structure is designed 
and optimized mainly considering the pull-in effect. 
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Abstract—Acoustic emission (AE) detection, as a non-

electrical detection method, is very suitable for effective fault 

detection of power equipment with a strong electromagnetic 

field. However, the AE signal collected at industrial sites often 

contains a lot of interference noise, affecting the analysis and 

prediction of faults. In this study, a wavelet denoising method 

based on a new threshold function is proposed, to achieve a noise 

reduction in the low signal-to-noise ratio (SNR) signals. 

Simulation experiment results show that the proposed threshold 

function not only overcomes the shortcomings of the 

discontinuous hard threshold function, but also solves the 

constant deviation of the soft threshold function.  What’s more, 

the proposed function achieves a good adaptability. When SNR 

= 10 dB: The SNR of the new threshold is 20.6622, and the 

RMSE is 0.0026. The SNR of the hard threshold is 20.2246 and 

the RMSE is 0.0027, compared with the traditional hard 

threshold method, the SNR of the new threshold is increased by 

2.16% and the root mean square error (RMSE) is reduced by 

3.7%; the SNR of the soft threshold is 15.5656, and the RMSE 

is 0.0047, compared with the traditional soft threshold method, 

the new threshold has a 32.74% increase in SNR and a 40.43% 

reduction in RMSE. When SNR = -10 dB: The SNR of the new 

threshold is 4.2602, and the RMSE is 0.0172. The SNR of the 

hard threshold is 3.8558 and the RMSE is 0.0182, compared 

with the traditional hard threshold method, the SNR of the new 

threshold is increased by 10.49% and the RMSE is reduced by 

5.49%; the SNR of the soft threshold is 2.1625, and the RMSE 

is 0.0212, compared with the soft threshold method, SNR is 

improved by 97% and RMSE is reduced by 18.87%. 

Performance analyses have proved that the improved wavelet 

denoising method can obtain a good noise reduction effect. It is 

very helpful for AE signal analysis with the generally low SNR, 

which can improve the accuracy of failure identification in 

subsequent acts. 

 

Keywords—AE signal, wavelet threshold denoising, threshold 

function, signal-to-noise ratio 

I. INTRODUCTION 

With its unique advantages as high sensitivity, real-time 
online, non-destructive, simple operation, rich information, 
online detection, etc., Acoustic emission (AE) technology can 
be applied to petrochemical, power, materials, metal 
processing, civil engineering, transportation, aviation and In 
the aerospace and other fields [1], certain results have been 
achieved in monitoring tool damage and wear, evaluating 

pressure vessel structural integrity, stress state testing of large 
lifting equipment, research on rotating machinery and aircraft 
structure monitoring systems, and leak detection. [2]. In 
practical application, the environmental noise has a large 
interference and the signal-to-noise ratio (SNR) of the 
collected AE signal is low, which a great impact on the 
accuracy of the subsequent analysis results. Therefore, before 
performing feature extraction, the collected signal is usually 
subjected to noise reduction processing. 

There is a great deal of research that shows the wavelet 
threshold denoising method can effectively restrain the noise 
in the process of AE signal acquisition and excellent retained 
the fault character information in the signals, which has been 
one of the tools used widely in processing non-stationary 
signals[3-8]. The main idea is to decompose the AE signal into 
wavelets of different levels, select an appropriate threshold to 
process the signal coefficients of each layer, and then 
reconstruct the signal to achieve the noise reduction effect. 
Determining the best wavelet function, decomposition layers, 
threshold, and threshold function are the key points of the 
wavelet threshold denoising algorithm. Among them, the most 
widely used threshold noise reduction is the soft and hard 
threshold noise reduction method proposed by Donoho [9]. 
However, the soft threshold function suppresses the noise in a 
constant manner, which achieves the easy removal of effective 
signals, and the discontinuity of the hard threshold function at 
the threshold will bring oscillation to the reconstructed signal, 
both methods have defects in signal noise reduction [10]. 

In this study, an improved wavelet threshold denoising 
algorithm is proposed to improve the signal denoising effect. 
The new approach can solve the typical universal industrial 
detection problem of strong white noise mixed in the collected 
AE signals, and provide a higher quality signal for signal 
characteristic analysis and fault diagnosis. 

II. SIGNAL STRUCTURE AND NOISE MODEL 

A. AE Signal Structure 

The AE signal is a high-frequency signal and exhibits 
large oscillation characteristics and attenuation characteristics 
during propagation. The AE signal is a typical attenuation type 
oscillation pulse signal [11]. 𝐴 is the signal amplitude, 𝑡0 is 
the initial moment, 𝑓𝑐 is the attenuation oscillation frequency, 

*Xuefeng Li is the corresponding author. (e-mail: lixuefeng@tongji.edu.cn). 
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𝜏  is the attenuation time constant, and 𝑡  is the duration. In 
general, the AE signals detected on site are mostly oscillation 
attenuation type signals. Here, the single exponential decay 
oscillation function 𝑦1  and the double exponential decay 
oscillation function 𝑦2 are used to simulate the AE signal, and 
the expression is as follows: 

𝑦1 = 𝐴𝑒
−𝑡/𝜏𝑠𝑖𝑛2𝜋𝑓𝑐𝑡                                   (1) 

𝑦2 = 𝐴(𝑒
−1.3𝑡/𝜏−𝑒−2.2𝑡/𝜏)𝑠𝑖𝑛2𝜋𝑓𝑐𝑡              (2) 

B. Interference Noise 

Usually, the AE signals detected online contain a lot of 
interference noise, and these interference noises mainly 
include narrow-band periodic interference, impulse 
interference, and white noise [12]. Narrow-band periodic 
interference is usually denoised by a band-pass filter; impulse 
interference appears as a short-time pulse signal in the time 
domain, and as a broadband signal with multiple frequencies 
in the frequency domain; white noise mainly comes from 
various circuits Random interference. For the reason that the 
shielding effect of GIS equipment pipelines and the 
electromagnetic shielding of detection equipment can be 
freely designed to reduce the impact of narrow-band periodic 
interference and pulse interference, this paper mainly studies 
AE signals under the influence of white noise. Here, the 
mathematical model of white noise can be expressed as: 

𝑛𝑜𝑖𝑠𝑒(𝑡) = 𝑎 ∗ 𝑟𝑎𝑛𝑑(𝑠𝑖𝑧𝑒(𝑡))                 (3) 

Where a represents the amplitude of white noise and 𝑡 
represents the duration, its power spectral density does not 
change with frequency, and frequency components are 
distributed over the entire frequency band. Noise signal such 
as 𝑠(𝑡) can be expressed as: 

𝑠(𝑡) = 𝑥(𝑡) + 𝑛(𝑡)                         (4) 

Where 𝑥(𝑡) represents a pure signal without noise, and 𝑛(𝑡) 
is a noise signal. 

A total of four sets of AE signals are simulated, where 
signals 1 and 3 satisfy the function 𝑦2, signals 2 and 4 satisfy 
the function 𝑦1. The amplitudes of the four signals are 1, 0.8, 
1.5, 0.3, and the attenuation coefficients are 4 μs, 1 μs, 4 μs, 1 
μs respectively. The oscillation frequency is 150 kHz, 200 
kHz, 200 kHz, 1 MHz, and the sampling frequency is 1 MHz. 
Then, the Gaussian white noise is superimposed on the noise-
free AE signal, and the Gaussian distribution is satisfied.  

III. WAVELET THRESHOLD DENOISING METHOD 

The low SNR leads to the weakening of the source 
characteristics contained in the original AE signals. This study 
used the wavelet transform method to denoise the noisy AE 
signal. The denoised signals are used as data samples for 
feature extraction, training, and recognition, which can 
improve the accuracy of fault recognition and prediction. 

A. Wavelet Transform 

The meaning of wavelet transform is that after the function 
of the mother wavelet is shifted, the inner product of the signal 
to be analyzed is made at different scales. Thus, for a square 

integrable real number field 𝐿2(𝑅), the signal to be analyzed 
𝑥(𝑡), its wavelet transform can be expressed as: 

𝑊𝑥(𝛼, 𝜏) =
1

√𝛼
∫ 𝑥(𝑡)𝜓(

𝑡−𝜏

𝛼
)𝑑𝑡

+∞

−∞
            (5) 

Among them, 𝜓(𝑡) is the mother wavelet, 𝛼 > 0, called the 
scale factor, which role is to stretch the basic wavelet 𝜓(𝑡), 𝜏 
represents displacement, and 𝜓𝛼,𝜏(𝑡) represents the wavelet 

sequence. In the wavelet transform, for the signal 𝑥(𝑡) to be 
analyzed, the wavelet sequence obtained after the basic 
wavelet 𝜓(𝑡)  is scaled and translated is equivalent to the 
observation window. So the mother wavelet 𝜓(𝑡) must satisfy: 

∫ |𝜓(𝑡)|2𝑑𝑡 < ∞
+∞

−∞
                     (6) 

For the signal 𝑥(𝑡) to be analyzed, in 𝐿2(𝑅), the reconstructed 
expression after decomposition on the wavelet sequence is: 

𝑥(𝑡) =
1

𝐶𝜓
∬

1

𝑎2

+∞

−∞
𝑊𝑥(𝛼, 𝜏)𝜓(

𝑡−𝜏

𝛼
)𝑑𝛼𝑑𝜏         (7) 

B. Wavelet Threshold Denoising 

The wavelet transform is used to denoise the signal mainly 
according to the different properties of the wavelet 
coefficients decomposed in the wavelet domain by the signal 
and noise, and the appropriate threshold is used to compress 
or nonlinearly process the wavelet signal containing noise. 
The processing flow of the wavelet threshold denoising is 
shown in Fig. 1. The process of denoising a noisy signal is: 

1) Wavelet decomposition: According to the principle of 
wavelet transformation, be     fore the wavelet decomposition, 
a suitable wavelet basis function is used for decomposition. 
The wavelet coefficients obtained by the decomposition are 
expressed as: 𝑤𝑠(𝑗, 𝑘) = 𝑤𝑥(𝑗, 𝑘) + 𝑤𝑛(𝑗, 𝑘). Among them, 
𝑤𝑠(𝑗, 𝑘), 𝑤𝑥(𝑗, 𝑘), 𝑤𝑛(𝑗, 𝑘) represent the wavelet coefficients 
of the noisy signal, pure signal, and noise signal on the jth 
layer of the decomposition level. 

2) Wavelet coefficients processing: select the appropriate 
wavelet threshold and threshold function to process the 
wavelet coefficients after wavelet decomposition to obtain a 
new wavelet coefficient �̂�𝑠(𝑗, 𝑘). 

3) Signal reconstruction: The new wavelet coefficients 
obtained by the threshold function can be reconstructed by 
wavelet to obtain the denoised wavelet signal. 

C. Noise Removal Effect Evaluation 

To judge the evaluation of the denoising effect of noisy 
AE signals, the following parameters for comparison and 
analysis: 

1) SNR, which is defined as: 

                      𝑆𝑁𝑅 = 10log [
∑ 𝑥2(𝑡)𝑛
𝑖=1

∑ (𝑥(𝑡)−𝑑(𝑡))2𝑛
𝑖=1

]                    (8) 

2) The root mean square error (RMSE), which is defined as: 

Fig. 1. Flow chart of wavelet threshold denoising. 
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𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑥(𝑡) − 𝑑(𝑡))2𝑛
𝑖=1                     (9) 

Where 𝑛 represents the number of samples, 𝑥(𝑡) represents a 
pure signal without noise, and 𝑑(𝑡) is the output signal after 
denoising. As defined by the above evaluation indicators, the 
higher the SNR and the lower the RMSE, the better the 
denoising effect.  

IV. DENOISING METHOD OPTIMIZATION 

A. Threshold Function Selection 

The commonly used threshold functions for wavelet 
threshold denoising are divided into hard threshold function 
and soft threshold function. Equation (10) is a hard threshold 
function, and (11) is a soft threshold function. The function 
expression is as follows: 

�̂�𝑠(𝑗, 𝑘) =  {
𝑤𝑠(𝑗, 𝑘), |𝑤𝑠(𝑗, 𝑘)| ≥ 𝜆

0,             |𝑤𝑠(𝑗, 𝑘)| < 𝜆
             (10) 

�̂�𝑠(𝑗, 𝑘) =

{
𝑠𝑖𝑔𝑛(𝑤𝑠(𝑗, 𝑘)) ∗ (|𝑤𝑠(𝑗, 𝑘)| − 𝜆), |𝑤𝑠(𝑗, 𝑘)| ≥ 𝜆

0,                                                       |𝑤𝑠(𝑗, 𝑘)| < 𝜆
          (11) 

Where 𝑤𝑠(𝑗, 𝑘) is the wavelet coefficients decomposed by the 
original signal, 𝜆  is the set threshold, and �̂�𝑠(𝑗, 𝑘)  is the 
wavelet coefficient after threshold processing. 

For the hard threshold, the function has a discontinuity 
while 𝑤𝑠(𝑗, 𝑘) = 𝜆. When the signal is reconstructed later, a 
larger oscillation will occur. Compared with the hard 
threshold function, the soft threshold function is continuous in 
the definition domain. However, when the absolute value of 
𝑤𝑠(𝑗, 𝑘) is greater than λ, there will be a constant deviation 
between �̂�𝑠(𝑗, 𝑘) and 𝑤𝑠(𝑗, 𝑘), which will affect the accuracy 
of the reconstructed signal. 

To ensure the continuity of the function and improve the 
constant deviation between �̂�𝑠(𝑗, 𝑘)  and 𝑤𝑠(𝑗, 𝑘) , based on 
the expressions of the hard threshold function and the soft 
threshold function, this paper uses the concavity and 
convexity of the exponential function to reconstruct a new The 
threshold function of the expression is as follows: 

�̂�𝑠(𝑗, 𝑘) =

{
 
 

 
 𝑤𝑠(𝑗, 𝑘) −

0.5𝜆𝑚+1

𝑤𝑠(𝑗,𝑘)
𝑚 , 𝑤𝑠(𝑗, 𝑘) > 𝜆

0.5𝑠𝑖𝑔𝑛(𝑤𝑠(𝑗,𝑘))(𝑠𝑖𝑔𝑛(𝑤𝑠(𝑗,𝑘))∗𝑤𝑠(𝑗,𝑘))
𝑚+1

𝜆𝑚

𝑤𝑠(𝑗, 𝑘) +
0.5𝜆𝑚+1

(−𝑤𝑠(𝑗,𝑘))
𝑚 , 𝑤𝑠(𝑗, 𝑘) < −𝜆 

, |𝑤𝑠(𝑗, 𝑘)| ≤ 𝜆 

(12) 

Where m (m≥1) is a positive integer, which is the adjustment 

coefficient of the exponential function. For signals with 
different SNRs, the adjustment coefficient can be used to 
obtain the threshold function with the best denoising effect. 
When 𝜆 =4, m respectively takes 2, 4, 6, 8, and 10 are obtained 
as shown in Fig. 2. The new function domain defined is the 
entire real number domain, which is the same as the traditional 
soft threshold function and the hard threshold function. At 
𝑤𝑠(𝑗, 𝑘) = 𝜆 , because �̂�𝑠(𝑗, 𝑘)− = �̂�𝑠(𝑗, 𝑘)+ , so the new 
function is continuous at 𝑤𝑠(𝑗, 𝑘) = 𝜆, which can improve the 
oscillation of the traditional hard threshold function during 
signal reconstruction due to discontinuity. When|𝑤𝑠(𝑗, 𝑘)| ≥

𝜆 , |�̂�𝑠(𝑗, 𝑘) − 𝑤𝑠(𝑗, 𝑘)| = 0.5 ∗ 𝜆
𝑚+1/𝑤𝑠(𝑗, 𝑘)

𝑚 , if m is 
constant, follow as 𝑤𝑠(𝑗, 𝑘)  increases, the difference 
gradually decreases, improving the soft threshold function 
when |𝑤𝑠(𝑗, 𝑘)| ≥ 𝜆 , �̂�𝑠(𝑗, 𝑘)  and 𝑤𝑠(𝑗, 𝑘) . The constant 
deviation existing between them improves the accuracy of 
signal reconstruction. 

B. Threshold Selection 

In the wavelet threshold denoising, the threshold is a very 
important parameter. When the threshold is too much set, part 
of the effective feature signal is filtered as a noise signal 
during the signal processing; if the threshold is set too small, 
a large amount of decomposed wavelet coefficients remain. 
The noise signal will cause signal distortion. Therefore, the 
selection of thresholds has a very important effect on the 
denoising quality of the wavelet threshold denoising method.  

In 1994, Donoho and Johnstone proposed a general 
formula for setting thresholds[9], expressed as: 

𝜆 =  𝜎√2𝑙𝑛𝑁                              (13) 
Where 𝜎 represents the noise variance and N represents the 
length or size of the signal. However, in practice, the standard 
deviation of the noise is unknown. Therefore, the threshold is 
usually selected by the estimation method, and the commonly 
used estimation method is shown in (14): 

𝜎 =
𝑚𝑒𝑑𝑖𝑎𝑛(|𝑤𝑗,𝑘|)

0.6745
                     (14) 

 

(a) 

 

Fig. 2. Threshold functions for wavelet threshold denoising. (a)Soft, hard, and 
new threshold function (m=2, 4, 6, 8, 10), (b) Enlarged view of local details. 
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Where 𝑤𝑗,𝑘 represents the decomposition coefficient at each 

scale. Equation (13) is related to the length of the signal. When 
the length N of the signal is large, the threshold also obtains a 
large value. The wavelet coefficients obtained after denoising 
will be mostly set to zero, and the wavelet denoising is 
degraded to a low-pass filter at this time.  

Although the general threshold formula has good 
theoretical support, there are still certain defects in the 
denoising process. For the coefficients decomposed by each 
layer, the threshold is set to a constant value, which lacks 
traceability. Therefore, to better deal with wavelet coefficients, 
the threshold formula as shown in (15) is used: 

𝜆 =  𝜎
√2𝑙𝑛𝑁

ln (𝑗+1)
                         (15) 

Where j represents the decomposition scale so that the 
threshold is set differently at different decomposition scales. 
As the decomposition scale increases, the wavelet coefficient 
of the noise decreases accordingly, which can distinguish the 
noise from the original signal more effectively. 

Use different threshold functions to denoise the noisy signal, 
and the denoising effect is shown in Fig. 3. 

As can be seen from the Fig. 3, the hard threshold function 
and the new threshold function are better than the soft 
threshold signal in the restoration of the effective signal, and 
retain the effective information of the signal to a greater extent. 

 

V. DENOISING EFFECT ANALYSIS 

Based on the method described above, Gaussian white 
noise with different intensity is added to the noiseless analog 
AE signal, and its SNR is expressed as a set of [-10 dB, -5 dB, 
0 dB, 5 dB, 10 dB]. Then, use the wavelet threshold denoising 
method to denoise, perform 6-layer wavelet decomposition on 
the noise signal, and use db2 as the wavelet basis function, 
respectively choose the hard threshold function of (10), the 
soft threshold function of (11), the new threshold function of 
(12) proposed by this study as the wavelet function, and 
function (15) is selected as the improved threshold for 
processing the wavelet coefficients of each layer.  

Fig. 4 shows the comparison and analysis of the noise 
reduction effect of three threshold functions, where m is set to 
10 in the new threshold function. As shown in Figure 4(a), the 
noise AE signal from high SNR (10 dB) to low SNR (-10 dB) 
is denoised here, and the displayed datas are the SNR 
improvement effect after signal denoising, It can be seen that 
the three threshold functions have a good denoising effect on 
low SNR signal, and the new threshold function has the best 
denoising effect. From the data of high SNR signal, the noise 
reduction effect of the new threshold function and the hard 
threshold function is good, and the noise reduction effect of 
the soft threshold function is not ideal. Figure 4(b) shows the 
comparison of the RMSE parameters after signal noise 
reduction. The new threshold function has the best noise 
reduction effect, while the hard threshold function and soft 
threshold function have different noise reduction effects in 

 

(a)  

 
(b)  

 
(c) 

 
(d) 

Fig. 3. The polluted signals and the denoised signals using different methods. 
(a) the polluted signals. (b) the denoised signals using the soft threshold 

function. (c) the denoised signals using the hard threshold function. (d) the 

denoised signals using the new threshold function.  

 

(a) 

 

(b) 

Fig. 4. Denoising the effect of three different threshold functions. (a) SNR 
comparison, (b) RMSE comparison. 
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different noisy AE signals. In summary, through a 
comparative analysis, the new threshold function shows a 
better ability to reduce noise and retain the original AE signal 
than the traditional threshold function. 

VI. CONCLUSION 

The phenomenon of AE has been used as a powerful tool 
for detecting, locating, or evaluating the damage in various 
applications. In this study, a wavelet denoising method with 
an improved threshold function is adopted to denoise the AE 
signal. The denoising effect of soft threshold function, hard 
threshold function, and new threshold function on noisy AE 
signal under the background of different SNR is analyzed. 
Research has shown that the proposed new threshold function 
has better denoising effect and signal feature retention ability, 
and can be well applied to the denoising of non-stationary 
signals such as AE signals. For the typical problem that the 
AE signal collected in the industrial field is mixed with a lot 
of noise, it is of great significance and value to provide a 
higher quality signal for fault diagnosis. 
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Abstract—Frequency generators and sensors increasingly 

require quartz resonators vibrating in high-frequency with high 

Q-factor. Currently, most of high-frequency resonators 

vibrating in above 150 MHz are overtone mode type, which is 

not so easy to achieve high Q-factor comparing with 

fundamental-type resonators. Since the quartz etching process 

technology has been improved, it becomes possible to fabricate 

thin plate of quartz resonator to achieve a high frequency value 

of fundamental mode. The fundamental mode resonators are 

gradually applied. To achieve a high Q-factor value, the 

dimension should be optimized to restrain vibration energy 

under the electrodes of resonators. Many efficient achievements 

have been acquired in this research field. However, many works 

focus on electrode dimension, and do not describe much for 

support part. In this work, we applied energy trapping analysis 

to optimizing support structure for a fundamental type quartz 

resonator with high frequency value. A new structure with 

symmetric support parts was designed and optimal dimensions 

were presented. 

Keywords—quartz resonator, optimal design, support, energy 

trapping  

I. INTRODUCTION 

High-frequency AT-cut quartz resonators with high Q-
factor are increasingly required by frequency generating and 
frequency controlling devices. Currently, most of high-
frequency resonators vibrating in above 150 MHz are 
overtone mode type[1], which is not so easy to achieve high 
Q-factor comparing with fundamental-type resonators. Since 
the quartz etching process technology has been improved, it 
becomes possible to fabricate thin plate of quartz resonator to 
achieve a high frequency value of fundamental mode. The 
fundamental mode resonators are gradually applied. 

To achieve a high Q-factor value, the dimension should be 
optimized to restrain vibration energy under the electrodes of 
resonators[2]. Many efficient achievements have been 
acquired in this research field. However, many related works 
focus on electrode dimension, and do not describe much for 
support part[3]. 

 In our former work, we first applied energy trapping 
analysis to optimizing single support part structure for a 
fundamental-type quartz resonator [4]. In this paper, a new 
structure with two asymmetrical support parts was firstly 
designed and optimal dimensions were presented. 

II. RESONATOR 

The structure of our resonator is illustrated in Fig. 1. The 
quartz substrate can be introduced in two parts: Rectangular 
solid vibration part (1440×1500×10 µm) and fixed prism 
support parts. The support parts are prisms with trapezoidal 

sections. The prisms heights L and R are the varying 
parameters to be optimized. The trapezoid height is 200 µm. 
The lengths of the parallel sides of trapezoid equal 10 and 100 
µm respectively.  

The vibration part is covered partially by a rectangular 
upper exciting electrode (1000×1000×0.13 µm) and covered 
fully by a rectangular lower grounded electrode 
(1440×1500×0.13 µm). The electrodes consist of Cr and Au 
layers (Cr 0.03 µm, Au 0.1 µm). 

 

 

Fig. 1: resonator structure, where L and R is the parameters of support 

parts to be optimized. 

 

This resonator works in a fundamental thickness-shear (TS) 
vibration that is most common vibration mode for quartz 
resonators with high-frequency value. The theoretical TS 
vibration frequency value [5] and the thickness of quartz plate 
are inversely proportion and defined as: 

 

𝑓0 =
√𝐺/𝜌

2𝑏
                                    (1) 

 

where 𝜌  denotes quartz density, G denotes the shear 
modulus (𝜌 = 2649𝑘𝑔/𝑚3, 𝐺 = 29.01𝐺𝑃𝑎), and 𝑏 denotes 
the quartz plate thickness (𝑏 = 10 𝜇𝑚). 

The non-optimized resonator has two asymmetrical 
support parts (L=300 µm, R=200 µm). To effectively confine 
vibration energy in the central excitation electrode, a new 
symmetric support parts structure was adopted. The 
parameters L and R simultaneously varied from 200 to 500 
µm.  

*Jing Ji is the corresponding author. (e-mail: jingji@xidian.edu.cn). 
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III. MODEL  

We chose linear rectangular elements  to establish finite 
element model to ensure the element quality and calculation 
accuracy. For the AT-cut quartz plate, parameters are given as 
follows [5]. 

Elasticity matrix: 

 

𝐶𝐸

=

(

 
 
 

86.74 −8.25 27.15 −3.66 0 0
−8.25 129.77 −7.42 5.7 0 0
27.15 −7.42 102.83 9.92 0 0
−3.66 5.7 9.92 38.61 0 0
0 0 0 0 68.81 2.53
0 0 0 0 2.53 29.01)

 
 
 

 

 

𝐺𝑃𝑎 

 

Dielectric constant matrix: 

 

ℰ𝑟𝑆 = (
39.21 0 0
0 39.82 0.86
0 0.86 40.42

) × 10−12𝐹/𝑚 

 

Piezoelectric constant matrix: 

 

𝑒

= (
0.171 −0.152 −0.0187 0.067 0 0
0 0 0 0 0.108 −0.095
0 0 0 0 −0.0761 0.067

) 

𝐶/𝑚2 

 

The parameters of the electrodes are given in Table I . 

TABLE I.  ELECTRODES MATERIAL PARAMETERS 

Material 
Density 

(kg/m3) 
Young's 

Modulus (GPa) 
Poisson Ratio 

Au 19320 77.2 0.44 

Cr 7190 270 0.21 

 

Mesh condition are given in Table II. 

TABLE II.  MESH CONDITION 

Meshes Quartz 

 

Exciting 

electrode 

Grounded 

electrode 

X-direction 70 44 70 

Y-direction 10 1 1 

Z-direction 67 50 67 

 

Fig. 2 shows the finite element model used rectangular 
cuboid type mesh with approximately 235,000 degrees of 
freedom and the calculated result of main TS vibration mode. 

 

 

  
 

  

  
  

    
  

 
 

  
  

 

 

                                           

 

𝛥𝑓 =
−2𝑓0

2𝛥𝑀

𝐴√𝜌𝐺
                                           (3) 

 

where 𝛥𝑓  denotes the frequency shift, 𝑓0  denotes the 
resonance frequency of the resonator without electrode 
loading, 𝛥𝑀 denotes the mass of electrode, and 𝐴 denotes the 
surface area of electrode.  

In order to achieve a high Q-factor, the dimension of 
support parts should be optimized so that vibration energy can 
be confined efficiently under the excitating electrode.  

The x-displacement surface distribution in main mode was 
calculated for the non-optimized resonator and the new 
designed resonators. Fig. 3 shows, for the non-optimized 
resonator, vibration energy was not efficiently confined in the 
central excitation electrode region but concentrated on one 
end. For resonators with symmetric structure, energy trapping 
was improved (see Fig. 4, 5, 6, and 7).  

In order to quantitatively analyze the energy trapping 
effect, we introduced a parameter called energy trapping rate: 

 

𝑅 =
𝐸𝑒

𝐸𝑒+𝐸𝑜
                                (4) 

Where 𝐸𝑒 is the vibration energy under exciting electrode , 
and 𝐸𝑜 is the vibration energy outside. 

Fig. 2: Finite element modeling.

IV. OPTIMIZATION

  When the mass of  exciting  and  grounded electrodes is 
loaded, the resonance frequency under the exciting electrode 
is much lower than the value of the region without electrodes. 
This causes TS  vibration  mode to  be  excited  under  the 
electrode  region and  corresponding  vibration to decay 
exponentially outside. This is energy trapping effect [6]. The 
numerical fundamental TS  mode frequency  values can  be 
calculated  according  to the  Sauerbrey's  equation  [7][8] for 
different electrode conditions:

𝑓 = 𝑓0 + 𝛥𝑓 (2)
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Fig. 3: x-displacement distribution in main mode (L=300 µm, R=200 

µm). 

 

 

 

Fig. 4: x-displacement surface distribution in main mode (L=200 µm, 

R=200 µm). 

 

 

 

Fig. 5: x-displacement distribution in main mode (L=300 µm, R=300 

µm). 

 

 

 

Fig. 6: x-displacement distribution in main mode (L=400 µm, R=400 

µm). 
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Fig. 7: x-displacement distribution in main mode (L=500 µm, R=500 

µm). 
 

  

According to Table. III, relatively high energy trapping 

rates were obtained for new designed resonators No.3 and No. 

4. Thus, optimal sizes of support part were given as follows, 

L=R=400 µm and L=R=500 µm. 

TABLE III.  ENERGY TRAPPING PERFORMANCE. 

 

V. CONCLUSIONS 

In this work, we optimized a new designed support 

structure for high-frequency fundamental-type AT-cut quartz 

resonators. Optimal dimensions of support part were 

determined by improving energy trapping effect, which has 

relatively high energy trapping rates. The validation of our 

work was ensured by improvement of the optimized 

resonator's performance. 

Ideally, quartz resonator works in a pure fundamental TS 

vibration. However, quartz plate boundary caused the 

fundamental vibration mode always couples with some 

spurious vibration modes [9]. Therefore, we will focus on 

reducing vibration couplings in future, and fabricating 

resonators with varing dimensions and measured their Q-

factors to further verify the optimal work. 

In our future works, we will also consider how to how to 

improve the temperature-frequency coefficient performance, 

and how to optimize quartz resonators with different cut angle  
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 Former 

design 

New design 

No.1 No.2 No.3 No.4 

L (µm) 300 200 300 400 500 

R (µm) 200 200 300 400 500 

Energy 
Trapping 

Rate (%) 

42.98 46.48 44.36 64.35 54.37 

https://doi.org/10.18494/SAM.2018.1832


89 

Behavior Anomaly Detection Fused with Features 

of Mel Frequency Cepstrum Coefficients 
 

Fuyong Lyu 

College of Electronic and Information 

Engineering  

Tongji University 

Shanghai, China 

ORCID:0000-0002-0305-136X 

Qi Zhou 

College of Electronic and Information 

Engineering  

Tongji University  

Shanghai, China 

ORCID:0000-0001-9076-0094  

Zhouhang Yang 

College of Electronic and Information 

Engineering  

Tongji University 

Shanghai, China 

ORCID:0000-0002-1947-0091 

Shiqi Hou 

College of Electronic and Information 

Engineering  

Tongji University 

Shanghai, China 

ORCID:0000-0003-0366-100X  

Lujie Wang 

College of Electronic and Information 

Engineering  

Tongji University 

Shanghai, China 

ORCID:0000-0001-7749-9725 

Xuefeng Li*  

College of Electronic and Information 

Engineering  

Tongji University  

Shanghai, China 

ORCID:0000-0002-5528-1343 

Abstract—In recent years, with the rise of artificial 

intelligence, the research in the field of pattern recognition is 

developing rapidly. Its supporting algorithms mainly include 

neural network and support vector machine (SVM), which are 

widely used in various fields such as industrial detection, 

aviation, medical treatment, finance, internet and so on. On the 

one hand, the effect of pattern recognition is related to the 

selection and optimization of the algorithm, on the other hand, 

it is closely related to the noise reduction methods to improve 

the signal quality, the feature extraction and feature selection in 

feature engineering. Mel frequency cepstrum coefficient 

(MFCC) is widely used in the field of speech recognition, and 

has achieved good recognition effect for low-frequency speech 

signal pattern recognition, but its pattern recognition in 

ultrasonic field is rarely studied. In this paper, a method of 

extracting MFCC in ultrasonic frequency range and applying it 

to SVM pattern recognition and fault prediction is proposed. In 

the experimental verification stage, GIS-PD model is used to 

collect data of acoustic emission (AE) signal induced by partial 

discharge (PD) of gas insulated switchgear (GIS), and MFCC 

eigenvalues are extracted in the ultrasonic frequency range of 

20-200 kHz. Finally, MFCC and optimized selected time-domain 

and frequency-domain eigenvalues are used for SVM pattern 

recognition to monitor and warn the running state of GIS 

equipment. Based on the comprehensive scheme proposed in 

this study, the overall accuracy rate is improved to ninety 

percent after fusion of MFCC eigenvalues, which is improved by 

22.5 percent compared with only using time-frequency domain 

eigenvalues. At present, the research on MFCC extraction in the 

ultrasonic frequency range of 20-200 kHz and its application in 

SVM pattern recognition has not been reported. This study will 

promote the research of MFCC in the field of ultrasonic 

detection, and provide reference for the research in related 

fields. 

 

Keywords—MFCC, optical fiber sensor, partial discharge, 

pattern recognition, SVM 

I. INTRODUCTION 

High voltage electrical equipment is the core part of the 
power system. The online monitoring and fault diagnosis are 
very important to ensure the operation safety of the power 
system. Gas insulated switchgear (GIS) has the advantages of 
compact structure, strong versatility of components, 
convenient installation and high reliability, which can 
improve the operation stability of power supply system and 

meet the increasingly stringent requirements of modern 
society for power industry and power supply system security. 
Therefore, it is widely used in the field of high voltage and 
ultra-high voltage [1-3]. However, reduction of safety 
distance between internal components due to compact 
equipment structure, continuous improvement of working 
voltage level, and insulation defects in manufacturing, 
transportation, construction and installation of GIS equipment 
will cause partial discharge (PD) in GIS internal equipment, 
which will lead to deterioration of GIS equipment 
performance. Serious PD will even lead to breakdown of 
insulation equipment, which directly threatens the safe and 
stable operation of power system [4]. In particular, GIS 
equipment is mostly used in high-voltage substation and high-
voltage transmission trunk line, which undertakes the task of 
regional to global transmission and distribution. Once the 
equipment fails, the influence range of power failure accident 
will expand rapidly. Therefore, it is urgent to realize the early 
detection and maintenance of GIS insulation defects through 
PD signal detection and defect type identification, and to 
develop an intelligent fault diagnosis system capable of on-
line real-time detection of high-voltage power equipment 
faults, which has become a hot topic in the field of power 
industry [5-7]. 

Acoustic emission (AE) detection, as a non-electrical 
detection method, is very suitable for effective fault detection 
of power equipment with strong electromagnetic working 
environment. However, in the field of GIS equipment fault 
detection, due to its complexity and airtight structure, it is still 
a challenge to study the pattern recognition of PD fault source 
induced by insulation defect [8-10]. Scholars have used many 
methods to conduct data mining and pattern recognition for 
PD fault of GIS equipment to realize fault information 
analysis and diagnosis [11-12]. Among them, support vector 
machine (SVM) is a new machine learning method developed 
on the basis of statistical learning theory, which has obvious 
training effect for small sample data and high recognition 
accuracy, and is increasingly applied to pattern recognition of 
PD fault in GIS equipment [13]. On the other hand, eigenvalue 
is an important factor that affects the recognition accuracy, so 
how to select the features that are strongly related to the signal 
source is very important. Mel frequency cepstrum coefficient 
(MFCC) is widely used in speech recognition field because it 
can reflect the auditory characteristics of human ear and has a 
good recognition effect. What’s more, it is applied to the 

*Xuefeng Li is the corresponding author. (e-mail: lixuefeng@tongji.edu.cn). 
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industrial field by more and more researchers [14-17]. 
However, at present, the public research results are based on 
the low-frequency sound signal for pattern recognition, and 
the environmental noise or system noise also exists in the 
same frequency band, which brings great interference to the 
detection and location of fault sources [18-21]. 

Therefore, based on the optical fiber AE sensor, this study 
continuously monitors and analyzes the PD induced AE signal 
of GIS equipment,  extracts MFCC in the ultrasonic frequency 
range for SVM model training and testing, and then explores 
the prediction method of potential insulation failure in high-
voltage electrical equipment. The research results show that 
the developed fiber-optic AE sensor, combined with MFCC 
and the optimized time-domain and frequency-domain 
eigenvalues, can be used to train SVM to improve the rate of 
recognition, effectively monitor and forewarn the operation 
status of GIS equipment, which has positive significance and 
good application prospects for ensuring the safe operation of 
power system. 

II. EXPERIMENT 

The existing operation and maintenance experience of GIS 
equipment shows that when PD occurs, it is accompanied by 
a variety of physical and chemical phenomena. The generated 
high-energy electrons will form ionized gas channels, which 
will cause local instantaneous heating to produce gas 
detonation. The current existing in a very short period of time 
will also cause rapid expansion and contraction of the 
insulation medium, and its changing process will also generate 
ultrasonic waves in the form of vibration. 

The optical channel of the optical fiber pressure sensor 
based on polarization modulation used in this study is shown 
in Fig. 1. The sensing unit of the sensor is constructed by 
panda polarization maintaining fiber (PMF). The linearly 
polarized light enters the fiber at an angle of 45° to the slow 
axis (x axis) of the PMF. Therefore, the light intensity and 
phase of the slow axis and fast axis (y axis) are the same at the 
input end of PMF. The output light of the PMF is separated 
into two vertically polarized lights by the splitter, one of which 
is rotated by 90° and then coupled with the other. The light 
intensity at the output end can be expressed as follows: 

 𝐼𝑜 =
1

2
𝐸𝑖

2 ∙ (1 + 𝑐𝑜𝑠(𝑘0 𝐿𝐵)) () 

Where 𝐼𝑜 is the output light intensity, 𝐸𝑖 is the incident field 
strength of two orthogonal polarization states, 𝑘0 is the wave 

number, 𝐿  is the length of the PMF, and 𝐵  is the 

birefringence of PMF. When PMF is affected by the external 
force, the photoelastic effect will change its optical 
performance (mainly effective refractive index), thus 

changing the output light intensity. By demodulating the 
intensity signal of the output light, we can obtain the intensity 
and frequency of the external forces that affect the PMF. 

 
Fig. 1. Optical fiber ultrasonic sensor and its detection system. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 2. The collected signal. (a) 1 mm, (b) 2 mm, (c) 3 mm, (d) 4 mm, (e) 5 
mm, (f) 6 mm. 
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The established detection system is divided into an optical 
subsystem and a discharge subsystem. The optical subsystem 
mainly includes: laser light source, optical fiber polarizer, 
optical fiber rotator,  sensing unit, optical fiber beam splitter, 
optical fiber coupler, photoelectric detector and data 
acquisition and processing terminal. The sensing unit uses a 
1.0-meter-long PMF (SM15-PS-U25D, Fujikura, Japan), and 
is sealed in the U-shaped groove around the basin-type 
insulator with Vaseline as the binder to collect the AE signal 
induced by PD. The discharge subsystem uses a pin-to-plate 
discharge model, which is mainly composed of a high-voltage 
generator, a discharge tip, and an insulator. The maximum 
discharge voltage of the high-voltage generator (DG1000Z, 
Rigol, China) is 15 kV. When the tungsten alloy discharge 
needle as the high-voltage electrode approaches the inner 
conductor of the basin-type insulator, the discharge channel is 
formed, which is used to simulate the working condition of the 
high-voltage power equipment. 

The AE signal caused by PD is received by the optical 
fiber sensor after passing through the center conductor of the 
basin-type insulator, the insulation structure with epoxy resin 
as the main component, and the metal shell. The birefringence 
index of PMF is affected by the pressured shock wave, 
resulting in a mapping relationship between the output light 
intensity and the AE signal intensity. By adjusting the distance 
between the discharge needle and the basin-type insulator, PD 
signals with different discharge intensities are obtained. 

The collected signal is shown in Fig. 2. It can be clearly 
observed that the ultrasonic signal caused by PD is received 
by the optical fiber sensor after passing through the central 
conductor of the basin insulator, the insulation structure with 
epoxy resin as the main component, and the metal shell. The 
birefringence of PMF is affected by external force, resulting 
in obvious change of output light intensity. In this study, six 
different discharge modes are set up, the discharge distance is 
from 1 mm to 6 mm, the discharge voltage is 9 kV, and the 
sampling frequency is 1 MHz. The sampling duration of each 
discharge mode is 200 second, and the collected signals are 
split to 200 groups for training and verification of the SVM 
model during pattern recognition. 

III. EIGENVALUES EXTRACTING 

 First, the time-domain and frequency-domain eigenvalues 
of the collected AE signal are optimized as input vectors to 
train the SVM model, and then the test set is used for 
verification. 16 time-domain eigenvalues are selected for 
inspection, namely, maximum, minimum, mean, absolute 
mean, peak, peak-to-peak, variance, standard deviation, 
effective value, square root amplitude, slope, kurtosis index, 
waveform factor, peak factor, pulse index and margin index; 
3 frequency-domain eigenvalues are selected for inspection, 
namely, maximum power spectrum, median frequency and 
mean power frequency. Ultimately, 12 eigenvalues with 
accuracy more than 50% are selected by the classification 
accuracy of each eigenvalue, which is composed of 10 time-
domain eigenvalues and 2 frequency-domain eigenvalues. 
The time-domain eigenvalues include maximum, minimum, 
mean, absolute mean, peak, effective value, square root 
amplitude, peak factor, pulse index and margin index. The 
frequency domain eigenvalues include the maximum power 
spectrum and the median frequency. 

Second, the MFCC is extracted from the collected signals 
to train the SVM model. Before extracting MFCC, it is 

necessary to establish a set of mel scale triangular filter banks. 
The relationship between Mel frequency and linear frequency 
is as follows:  𝑀𝑒𝑙(𝑓) = 1125 × ln(1 + 𝑓/700) . The 
effective bandwidth of the optical fiber AE sensor developed 
by our research group in the previous work is 0-200 kHz, and 
the analysis frequency of the AE signal is greater than 20 kHz. 
Therefore, the filter frequency range here is 20-200 kHz, and 
the corresponding range on the Mel scale is 3810.16-6365.80. 
Here, 40 filters are selected in this frequency range, and 42 
points are needed for this purpose, which means that we need 
to linearly interval 40 additional points between 3810.16 and 
6365.80. The first filter bank will then start at the first point, 
peak at the second point, and return zero at the third point. The 
second filter bank will start from the second point, reach the 
maximum value at the third point, and then return zero at the 
fourth point, and so on , a set of mel scale overlapping 
triangular filter banks can be obtained, as shown in Fig. 3. 

The next step is MFCC extraction. In MFCC extraction, N 
sampling points are first assembled into one observation unit, 
which is called frame, and the value of N covers 20 ms in this 
study. In order to avoid the large change of two adjacent 
frames, there is an overlapping area between the two adjacent 
frames, which contains M sampling points. Here, M is equal 
to N/2. Then multiply each frame by the Hamming window to 
increase the continuity of the left and right ends of the frame. 
A fast Fourier transform is performed on each frame of the 
framed windowed signal to obtain the frequency spectrum of 
each frame, and the signal spectrum is modulo-squared to 
obtain the signal power spectrum. The power spectrum is 
passed through the mel scale triangular filter banks shown in 
Fig. 3, and then the logarithmic energy of each filter bank is 
calculated. Finally, the above logarithmic energy is brought 
into the discrete cosine transform to obtain the MFCC 
parameters. After comparison and analysis, 13 dimensional 
MFCC parameters are selected in this study. 

IV. PATTERN RECOGNITION AND ANALYSIS 

For small-sample size or non-normal data, SVM has 
obvious training effect and high recognition accuracy, which 
is suitable for data analysis of small probability events such as 
PD fault of GIS equipment. Therefore, this study uses SVM 
model to recognize PD fault of GIS equipment. In this study, 
six kinds of PD discharge categories are designed, which 
belongs to multi classification problem. In the process of 
recognition, firstly, the feature value of the signal is extracted, 
then the SVM model is trained by training set based on the 
extracted feature values, finally the classification effect is 
verified by test sets. Here, 12 eigenvalues and MFCC are 
selected as input vectors of the SVM model. 200 sets of 
feature vectors of 6 kinds of simulated PD discharge 
categories are extracted from the collected signals. After the 
normalization of feature vectors, 180 sets of feature vectors 
are used as training samples, 20 sets of feature vectors are used 
as test samples, and the SVM model is trained and tested. The 

 
Fig. 3. Triangular filter banks. 
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experimental results verify the contribution of 12 time-
frequency domain eigenvalues combined with MFCC as the 
input vector of SVM model. 

The classification and prediction results of test sets are 
shown in Fig. 4. For each type of PD signal, 200 groups of 
eigenvectors are obtained, 180 groups are taken as training 
samples, 20 groups are taken as test samples, and there are 120 
groups of test samples in 6 types of discharge signals in total. 
In the figure, abscissa represents 120 sets of test set 
eigenvectors, and ordinate represents 6 category labels, 
corresponding to 1 mm to 6 mm discharge distance. The blue 
circle represents the actual discharge type, and the red asterisk 
represents the discharge type predicted by SVM model. If the 
red asterisk coincides with the blue circle, it means the 
prediction is correct. On the contrary, if the red asterisk 
deviates from the blue circle, the prediction is wrong. 

Table 1 shows the recognition accuracy results of each 
discharge type and the overall recognition accuracy results 
obtained by using different eigenvalues as input vectors of 
SVM. After training the SVM model with 12 typical time-

frequency domain eigenvalues, the classification accuracy can 
reach 67.5%. Using MFCC feature vectors as SVM input 
vector for pattern recognition, the classification accuracy can 
reach 84.17%, which shows that MFCC eigenvalues have 
better recognition effect than 12 typical time-frequency 
domain eigenvalues. When MFCC and the 12 time-frequency 
domain eigenvalues are used as the input vectors of SVM, the 
recognition accuracy can reach 90%. It can be seen that after 
adding MFCC eigenvalue as the input feature vector of SVM, 
the overall recognition accuracy is improved from 67.5% to 
90%, which is improved by one third, and the improvement 
effect of accuracy is very obvious. Among them, the 
recognition accuracy of 2 mm discharge type is improved by 
40%, and that of 4 mm discharge type is increased by 60%. 

Moreover, it should be emphasized that MFCCs are 
extracted from the original signal in this study, not the 
denoised signal. However, due to the complex structure of the 
basin insulator wound by the sensor, large attenuation and 
absorption of epoxy resin, electrical and mechanical noise and 
other influencing factors, the collected signals are relatively 
weak and the signal-to-noise ratio is very low, which affects 
the final recognition accuracy to a certain extent. In the next 
step, in order to further improve the accuracy of discharge 
pattern recognition, we will try to denoise the signals and then 

use them for pattern recognition. However, for such weak PD 
signals with low signal-to-noise ratio, the recognition 
accuracy of the proposed research method and solution can 
still reach 90%, which can better show the contribution of 
MFCC eigenvalues to the improvement of recognition 
accuracy. Therefore, MFCC is an effective characteristic 
value, which can be well used for online monitoring and 
analysis of PD faults in high-voltage equipment. 

VI. CONCLUSION 

In this study, the pin-to-plate discharge experiment 
platform is used to simulate the PD phenomenon in GIS 
equipment, and the signal is collected based on the optical 
fiber AE sensor. The typical time-domain and frequency-
domain eigenvalues combined with Mel frequency cepstrum 
coefficient are used for SVM pattern recognition, and the 
recognition accuracy of the simulated PD fault can reach 90%. 
The research results show that the proposed research methods 
and solutions can greatly improve the accuracy of GIS internal 
closed environment defects prediction, which can provide 
technical support for the safe and reliable operation of high-
voltage power supply system, and have better economic value 
and social significance. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. Classification and prediction results of test sets. (a) 12 eigenvalues, (b) 

MFCC, (c) MFCC+12 eigenvalues. 

TABLE I.  RECOGNITION ACCURACY RESULTS 

Discharge 

distance 

12 

eigenvalues 
MFCC 

MFCC+12 

eigenvalues 

1 mm 100% 85% 100% 

2 mm 25% 45% 65% 

3 mm 90% 100% 100% 

4 mm 25% 75% 85% 

5 mm 75% 100% 90% 

6 mm 100% 100% 100% 

Total 67.5% 84.17% 90% 
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Abstract—Muscle spasm affects the hand rehabilitation of 

the person after stroke. This paper presents the muscle 

temperature sensing and control with a wearable device. The 

device mainly consists of three layers, i.e. a Graphite heat 

dissipation film, a Peltier array, tailor-made radiation fins, from 

bottom to top. Multiple temperature sensors PT1000 installed 

between the film and the Peltier pieces are employed for 

distributed detecting the surface temperature of the muscle 

which drives the motion of fingers. The Peltier array is used to 

control the temperature of the muscle with a PID controller for 

regulating the voltage supplied for the Peltier array. The 

direction of the current through the Peltier array can be 

adjusted for cold and heat stimulation of the muscle. By 

precisely controlling the temperature of the muscle, this device 

could alleviate the muscle spasm and reduce the edema of hand 

for better rehabilitation treatment after stroke. The device can 

also be used for investigating other symptoms alleviation 

needing cold stimulation or thermotherapy.  

Keywords—Peltier, detecting, PID, stimulation, rehabilitation 

I. INTRODUCTION 

Stroke is one of the main causes of disability in the aging 
society worldwide [1-2]. The number of stroke people grows 
more and more in the recent years. Stroke leads to hemiplegia 
and loss of some motor functions of the patients. This not only 
results in great difficulties to their personal lives, but also 
increases the burden on families and society [3]. Hand motor 
dysfunction is one of the common symptoms, whose recovery 
is slow and difficult because hand movement is controlled by 
a large number of nervous systems.  

Timely rehabilitation treatment is very important for the 
recovery of motor function of the stroke patients. There are 
many methods for the rehabilitation of stroke patients, 
including the exercise therapy [4-6], neuromuscular electrical 
stimulation [7-8], transcranial magnetic stimulation [9], cold 
therapy, mental practice [10], thermotherapy, Warm-needle 
moxibustion [11], etc.  

Muscle spasm and hand swelling are complications of the 
stroke patients causing functional impairment and pain to the 
stroke survivors [12-13]. Muscle spasticity also limits the 
recovery of stroke survivors [14]. In the rehabilitation 
methods mentioned above, thermotherapy and cold therapy 

could be used to alleviate the muscle spasticity and swelling, 
and relief the pain suffered by the patient. D. Uivarosan [1] 
employed thermotherapy to reduce spasticity of the stroke 
patients. C. R. Denegar [15] conducted cold therapy 
experiments with ice and found that cold is effective in 
treating the pain and muscle spasm. D. M. Daniel et al. [16] 
used cooling pads to lower the skin temperature to study the 
effects of cold therapy on the pain, swelling, and range of 
motion of the patient after surgery. R. W. Culp et al. [17] used 
ice bag and a cooling blanket for lowing skin temperature of 
people after surgery of the hand and wrist and found that the 
cooling blanket is more efficient and accurate than ice bags. E. 
Morsi [18] found continuous-flow cold therapy is beneficial 
for the patients after knee arthroplasty. E. A. Mailler-Savage 
[19] utilized cold therapy system to decrease pain and 
inflammation of the patient after knee operation. B. Altintas et 
al. [20] studied the influence of immediate cold therapy on 
burns to relief pain and limit tissue damage.  

However, the ice bag usually used in the cold therapy has 
some disadvantages. The ice should be prepared before the 
treatment and filled into the bag at an interval during treatment 
because the ice melts in the bag. This is inconvenience in use. 
The melting of the ice also makes the temperature control be 
inaccurate [17]. Too low temperature may cause damage of 
the tissue while too high temperature may reduce the effect of 
the treatment. In the thermotherapy, the temperature of the 
warm water also changes with time. Some medical 
instruments are used for thermotherapy. However, they are 
usually used at hospital which is inconvenient for the 
rehabilitation of stroke patients. 

* Jun Zhang is the corresponding author (e-mail: j.zhang@seu.edu.cn). 

 
Fig. 1. Prototype of the wearable device with muscle temperature 

sensing and control capabilities to alleviate muscle spasm and 
swelling in hand rehabilitation. 
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As shown in Fig. 1, in this paper, we present a design 
method for a wearable device, which can be used to accurately 
detect the surface temperature of muscles, and can precisely 
control the temperature. By cold stimulation, the device can 
alleviate muscle spasms. And the device can also reduce 
swelling and pain in patients by thermal stimulation. The 
device is beneficial to stroke patients in recovery treatment. 
The rest of this paper is organized as follows. Section II 
introduces the design of the device. The stimulation modes of 
the device and its temperature control method are presented in 
Section III. The prototype and experimental results are given 
in Section IV. The last section summarizes this work and gives 
the future direction of this study. 

II. WEARABLE DEVICE DESIGN 

The proposed wearable device is composed of a wearable 
subsystem, a water cooling subsystem and a temperature 
control subsystem. The wearable subsystem realizes the 
functions of temperature detection and muscle stimulation. 
The water cooling subsystem completes the heat dissipation 
function of the wearable subsystem. The temperature control 
system provides the power, drives the other subsystems, and 
control the stimulation temperature. 

A. Wearable Subsystem 

The structural diagram of the wearable subsystem is 
depicted in Fig. 2. It is mainly divided into three layers, 
including a thermal conductive graphite film, a Peltier array, 
and a heat sink array, from bottom to top. The graphite film is 
closely attached to the muscles so as to achieve efficient heat 
conduction. The Peltier pieces have a small volume and are 
arranged in an array. Hence, the uniform temperature control 
can be achieved as much as possible. A metal aluminum block 
is installed on each Peltier piece with water flowing inside to 
dissipate heat. In addition, PT1000 platinum resistors are 
installed between the graphite film and the Peltier pieces, and 
are used to detect the muscle surface temperature of the 
patients. What’s more, the Peltier pieces are cascaded in series, 
which is convenient for designing a drive control system and 
realizing drive control in different regions. The heat sinks are 
connected with 3D printed joints and rubber water pipes. The 
heat sinks connect with the water cooling subsystem to 
achieve heat dissipation of the Peltier pieces.  

 

 

B. Cooling and Control Subsystems 

There are mainly two methods usually used for heat 
dissipation. One is airflow cooling and the other one is water 
cooling. In order to select a proper cooling method for 
achieving good cooling performance, the thermodynamic 
simulation analysis of the cooling effect of the Peltier array, 
without active cooling, with the airflow cooling, and with the 
water cooling is carried out in this paper. The parameters of 
the Peltier pieces used are shown in Table I. 

The simulation results are shown in Fig. 3, which shows 
the thermal load distribution in the three conditions. The 
change of the temperature at the cold side of the Peltier piece 
with time in the three conditions are shown in Fig. 4. It can be 
seen that, compared with no active heat dissipation, airflow 
cooling and water cooling have obvious effects on stabilizing 
the temperature. In the case of airflow cooling, the 
temperature of the cold side of the Peltier will gradually 
increase with time, while the temperature of the cold side of 
the Peltier in the case of water cooling is well maintained at a 
low temperature. The thermodynamic simulation analysis 
shows that the water cooling is better than no active cooling 
and air cooling. Therefore, we use a water cooling system to 
achieve active heat dissipation of the heat sink. 

 

  
(a)                                                  (b) 

Fig. 2. Structural diagram of the wearable subsystem with three 

layers. (a). Cross-sectional view. (b). Exploded view. 

 

TABLE I   

  

Size 
Maximum 

pump heat 

Maximum 

current 

Maximum 

voltage 

8.3mm×8.3mm

×2.8mm 
2.5W 1.2A 3.66V 

 

  
(a)                                                           (b) 

 
(c) 

Fig. 3. The thermodynamic simulation results of the cooling system 

with different cooling methods. (a) Without active cooling. (b) Airflow 

cooling. (c) Water cooling. 

 
Fig. 4. Comparison of the temperature changes of cold side of the 
Peltier piece in the three conditions. 

PARAMETERS OF THE PELTIER USED IN THERMODYNAMIC

SIMULATIONS.
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As shown in Fig. 5, the water cooling subsystem includes 
a water tank, a water pump, flow dividers, and water pipes. In 
order to control the Peltier arrays in different areas to achieve 
precise temperature stimulation, we designed a temperature 
control subsystem. The control subsystem is mainly composed 
of a power supply drive module, a data acquisition module, a 
MUC board, a human-computer interaction interface, and an 
electrical interface. The power supply driving module adopts 
a multi-channel power supply module, which sets the output 
voltage through serial port communication, thereby realizing 
precise temperature regulation. The control subsystem also 
controls the start-stop of the water cooling subsystem. 

The data acquisition module will convert the resistance of 
the wearable subsystem temperature sensor PT1000 through a 
dedicated temperature measurement conversion chip 
MAX31865 to obtain the temperature information. Then the 
MCU runs data processing and temperature control algorithms 
to achieve precise temperature control. The human-computer 
interaction interface allows users to set the stimulation mode, 
stimulation temperature, and other parameters. The electrical 
interface is used for power supply and communication with 
the wearable subsystem and the water cooling subsystem. 

III. TEMPERATURE CONTROL FOR COLD AND HEAT 

STIMULATIONS 

The muscle spasm and hand edema treatments need 
control of the muscle temperature in cold stimulation and 
thermotherapy. Accurate and stable temperature control is the 
key to achieving a good treatment. This section analyzes the 
temperature stimulation modes of the wearable device and 
introduces the methods of temperature acquisition and control. 

A. Stimulation Patterns 

Because cold therapy and thermotherapy require different 
temperature for muscle stimulations. For example, the 
temperature required for cold stimulation is about 0°C to 15°C 
while the temperature required for thermal stimulation is 
about 45°C to 60°C. The wearable device designed in this 
paper adopts a modular design concept. We can splice 
multiple wearable units into a large integrated device 
according to the size of the limb muscles to be stimulated. The 
proposed wearable device has multiple stimulation modes. 

(1) Cooling or heating: The wearable device adopts the 
Peltier as the core component. Cooling and heating can be 
realized only by changing the direction of the current through 
the Peltier array.  

 (2) Stimulation on different regions: The wearable device 
currently designed has two channels. Each channel works 

independently without interfering with each other. According 
to the different rehabilitation strategies of cold therapy and 
thermotherapy, targeted stimulation treatment can be carried 
out for different regions of the limbs, which increases the 
accuracy of treatment in rehabilitation and may improve the 
recovery efficiency.  

(3) Stimulation at different times: The multiple channels 
of the wearable device can not only realize individual 
stimulation on different regions, but also achieve different 
choices of stimulation duration. The time-sharing stimulation 
greatly increases the options of cold therapy and 
thermotherapy, which is of great significance for the 
rehabilitation of patients.  

Combining with the above three kinds of stimulation 
patterns, the wearable device can realize different stimulations 
on different regions and at different time with intelligent 
control. We call it a 4D stimulation method which has flexible 
stimulation mode in the therapy and can meet various 
application needs, such as periodic stimulation therapy for 
cold stimulation and thermal stimulation. 

B. Temperature Detection and Control 

In order to achieve accurate 4D cold and thermal 
stimulations, the multi-point temperature detection method is 
used in this paper. Real-time temperature monitoring is 
performed by installing a temperature sensor on the lower 
surface of each Peltier piece. There are several temperature 
measurement probes, which can detect the temperature of the 
part on the limb where no cold or thermal stimulation is 
performed, or the temperature of the healthy limb, as a 
reference, for comparison and analysis of the stimulations.  

The control of the device and the muscle temperature 
includes two parts. Firstly, the collected temperature and the 
set stimulation temperature are compared. A PID controller is 
used to adjust the power supply voltage of the Peltier array to 
achieve real-time temperature control. Secondly, it is 
necessary to control the rotation speed of the water pump in 
the cooling process, so as to realize the water cooling and 
adjust the cooling effect. The system control flow is shown in 
Fig. 6. The system adopts different control strategies 
according to the stimulation mode selection of users. 

IV. EXPERIMENTS 

In order to test the effect of the wearable device proposed 
in this paper and verify the feasibility of the proposed cold and 
thermal stimulation for hand rehabilitation, we designed a 
prototype system and conducted several performance 
experimental tests in this section.

 
Fig. 5. The water cooling subsystem and temperature control 

subsystem. 
 

 
Fig. 6. Flow of temperature detection and control system. 
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A. Prototype 

Fig. 1 is a photo of the prototype of the wearable device. 
The wearable device has a 4×4 Peltier array, which is divided 
into 2 channels, each with a 2×4 Peltier array. The parameters 
of the Peltier are shown in Table I. And there is a PT1000 
temperature sensor between the thermal conductive graphite 
film and each Peltier. Besides, the heat sink is made of 
aluminum alloy and the size is 10mm×10mm×5mm. And the 
gap between adjacent heat sinks is 10mm, so the size of the 
entire wearable subsystem is about 70mm×70mm×9mm. The 
system implemented for the tests is shown in Fig. 7. 

The power lines of Peltier and the signal lines of the 
temperature sensors are connected to the control system 
through an adapter and a cable. The water pipe of the heat sink 
and the water tank are connected by a shunt. What’s more, we 
designed the data acquisition and control circuit board based 
on STM32F103ZET6 MCU, and realized the software of data 
acquisition and temperature control algorithm. In addition, 3D 
printing was used to complete the production of the water tank 
and connectors, and the connection with the wearable device 
also was completed. 

B. Performance of the Device 

a) Comparison of cooling and heating effects with and 

without water cooling 

In this experiment, the room temperature is controlled at 
about 25°C, and the target temperature is set at 10°C. Then 
conduct the experiments with water cooling and without 
active cooling, and collect the data from 16 temperature 
sensors. Finally, calculate the average value and draw the 
temperature-time curve as shown in Fig. 8. 

 

 
Fig. 7. The experimental setup and scenario of the temperature control 
experiments.  

 

 
Fig. 8. Average temperatures detected by the sensors with water-

cooling and without active cooling. 
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 9. Temperature control performance. The temperature increases 

from 25°C to 60°C firstly, and then decreases to 0°C, and increases to 
25°C finally. The changing step is set as 5°C. (a) Overall process. (b) 

Process of 30°C→35°C. (c) Process of 30°C→25°C. (d) Process of 

20°C→25°C.  
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As can be seen from Fig. 8, without active cooling, Peltier 
cannot maintain a constant temperature for a long time, and its 
temperature will gradually increase with time. On the contrary, 
Peltier with water cooling can achieve good temperature 
control. This result also corresponds to the simulation result. 
Water has a large specific heat capacity, which is enough for 
the heat dissipation of the system. And compared with other 
liquids, the advantage of water is that it can be acquired almost 
everywhere, so it is easy to replace and beneficial to the 
portability of the system. Therefore, water cooling is selected. 

b) Accuracy, repeatability and response speed of 

temperature control 

Place the Peltier array in an environment with a room 
temperature of 25°C. After its temperature is stable, control 
the temperature change process of the Peltier array to be 25→ 
30→35→40→45→50→55→60→55→50→45→40→35→ 
30→25→20→15→10→5→0→10→15→20→25 (Unit: °C), 
and measure the data of 16 temperature sensors.  

Fig. 9. shows the average temperatures of 16 sensors, 
where (a) is the temperature-time curve of the entire 
experiment and (b) is the image of the process from 30°C to 
35°C. It can be seen that Peltier's response time is about 7s, 
and its repeatability and accuracy are very high. 

However, the system has some deficiencies. When the 
temperature is from 30°C to 25°C ( as Fig. 9(c) ) or from 20°C 
to 25°C ( as Fig. 9(d) ), the heat dissipation efficiency is very 
low because the temperature is very close to the water 
temperature, which is 25°C. Therefore, the response speed 
becomes slow.  

This deficiency seems to have little effect on system 
performance, because the temperature required for cold 
stimulation is about 0°C to 15°C while the temperature 
required for thermal stimulation is about 45°C to 60°C, in 
which the system has an excellent performance. 

c) Long-term stability of temperature control 

In order to test the stability of the system for a long time, 
the device is placed in an environment with a temperature of 
25°C, and work for 30 minutes with the target temperature of 
10°C. The average temperature is shown in Fig. 10.  

It can be seen from Fig. 10 that the equipment can quickly 
reach the target temperature and can remain stable for a long 
time, which shows that the device has excellent long-term 
stability. 

 

 

d) Temperature control of different regions 

The 4×4 Peltier array is simply and evenly divided into 2 
regions, and each region has a 2×4 Peltier array. Set different 
target temperatures for the two regions at the same time, the 
average temperature of each region is shown in Figure 11.  

According to the experimental results, this device can 
achieve independent stimulation on different areas, so that 
targeted stimulation treatment can be carried out for different 
regions of the limbs. 

V. CONCLUSION 

This paper presents the muscle temperature sensing and 
control with a wearable device. The device mainly consists of 
a Graphite heat dissipation film, PT1000 platinum resistors, a 
Peltier array and tailor-made radiation fins. The Peltier array 
is used to control the temperature of the muscle with a PID 
controller, which regulates the voltage supplied for the Peltier 
array. After simulation and experimental verification, the 
effect of temperature control with water cooling is far stronger 
than that without active heat dissipation, and the Peltier array 
in this paper can realize multiple stimulation modes with high 
accuracy and fast response speed. Therefore, this device could 
be used to precisely control the temperature of the muscle for 
better rehabilitation treatment after stroke. 

However, this system also has some shortcomings. So the 
future research directions mainly include the following points: 

Fig. 10. Average temperatures detected by the sensors with water-
cooling for long-term stability test. 

 

 
(a) 

 
(b) 

Fig. 11. The two regions reach different target temperatures. (a) The 

target temperature are 5°C and 10°C respectively. (b) The target 
temperature are 10°C and 45°C respectively. 
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 (1) The current arrangement and regional division of 
Peltier is very simple. In the future, the number, arrangement 
and regional division of Peltier will be planned according to 
the distribution of limb muscles. 

(2) When the temperature of Peltier is close to the 
temperature of water, the speed of temperature adjustment 
slows down due to the decrease in the heat dissipation rate. In 
the future, some algorithms may be used to change the voltage 
at this time, so as to change the heat generation or cooling rate 
of the Peltier, and achieve the purpose of accelerating the 
temperature response rate. 

(3) In the future, patients’ data will be collected to verify 
the effectiveness of the system and to improve the method. 
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Abstract—Brace Sleeve (BS) plays an essential role in 

connecting and fixing cantilevers of railway catenary systems. It 

needs to be monitored to ensure the safety of railway operations. 

In the literature, image processing techniques that can localize 

BSs from inspection images are proposed. However, the boxes 

produced by existing methods can contain incomplete and/or 

irrelevant information of the localized BS. This reduces the 

accuracy of BS condition diagnosis in further analyses. To 

address this issue, this paper proposes the use of an action-

driven reinforcement learning method that adopts the coarse-

localized box provided by existing methods, and finds the 

movements needed for the box to approach to the true BS 

position automatically and accurately. In contrast to the existing 

methods that predict one position of the box containing a BS, the 

proposed action-driven method sees the localization problem as 

a dynamic position searching process. The localization of BS is 

achieved by following a sequence of actions, which in this paper 

are position-moving (up, down, left or right), scale-changing 

(scale up or scale down) and shape-changing (fatter or taller). 

The policy of selecting dynamic actions is obtained by 

reinforcement learning. In the experiment, the proposed method 

is tested with real-life images taken from a high-speed line in 

China. The results show that our method can effectively 

improve the localization accuracy for 81.8% of the analyzed 

images. We also analyze cases where the method did not 

improve the localization and suggest further research lines. 

Keywords—railway catenary, localization, brace sleeve, 

reinforcement learning, action-driven learning. 

I. INTRODUCTION  

Catenary is an important component of the traction power 

supply system in high-speed railways. A key component in 

catenary is the brace sleeve (BS). BS plays an important role 

in connecting and fixing catenary cantilevers. Due to the 

physical/mechanical impact triggered by the high-speed 

vehicles and other location and environmental factors along 

the railway line, the BSs can develop defective states. 

Defective BSs increase the risk of disrupting the railway 

operation and compromising safety. To automatically 

monitor the catenary components, image processing methods 

have been developed to replace manual checking. Once a 

defective component is detected, the information updates the 

maintenance activities planning so that the component can be 

replaced. The first step of monitoring is the localization of 

BSs. Localization is an important issue because if it is not 

accurate, fault detection methodologies will not count with 

the correct information to perform diagnosis [1]. 

 
(a) Incomplete BS                    (b) Unnecessary information 

 
(c) Complete BS       (d) BS without unnecessary information 

Fig. 1 Examples of detected BS using Faster R-CNN with a box containing 

(a) incomplete information, (b) unnecessary information.  In (c) and (d) it is 

possible to see the optimal boxes for the previous cases. 

In the past decade, two classes of localization algorithms 

have been widely used for railway component localization. 

The first class of algorithms are based on handcrafted features. 

Han et al. [2] used cascade support vector machines to 

classify a series of sliding window images, which are 

represented by a HOG to localize the catenary clevis. Zhong 

et al. [3] applied template matching on a standard catenary 

sleeve image and an original image to search the object 

position based on SIFT. Fan et al. [4] proposed a line LBP 

encoding method to represent a target object, which is used 

to localize fasteners on the rail track. The second class of 

algorithms are based on deep learning, which adopt 

supervised learning to train deep regression models that 

predict object position directly. In [5], a region-based 

convolutional neural network called Faster R-CNN is 

proposed to extract deep CNN features and localize general 

objects. Cai et al. [6] cascaded several regression modules in 

Faster R-CNN to further refine localization. Liu et al. [7, 8] 

and Kang et al. [9] applied improved Faster R-CNN to 

localize class-specific component, such as isoelectric line, 

brace sleeve screws and insulator. In works [10], deep 

learning architectures were developed to localize all catenary 

support components. Redmon et al. [11] introduced a strong 

deep CNN architecture called YOLO (You only look once) 

which allows to obtain a good trade-off between speed of 

detection and accuracy. Chen et al. [12] proposed an *Zhigang Liu is the corresponding author. (e-mail:liuzgcd@126.com). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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improved YOLO for catenary components localization. 

Overall, handcrafted feature-based methods are simpler, but 

the performance of deep learning-based methods is by far 

superior for detecting catenary components. However, even 

state-of-the-art deep learning methods may provide incorrect 

localizations, either the localized BS is incomplete and/or 

with unnecessary information, as shown in Fig. 1. In this 

work, we propose a reinforcement learning (RL) method to 

address localization problems like the ones shown in Fig. 1. 

The RL refers to a broad group of learning techniques. RL 

emulates the way living beings learn by trying actions and 

learning from successes and failures. As shown in Fig. 2, in 

RL, an agent is trained to make good decisions in a given 

environment by receiving rewards when the decisions are 

considered positive. The agent observes the state of a given 

environment, and takes actions that transform the 

environment to a new state according to its state-action policy, 

which is learned during training. A Markov Decision Process 

(MDP) is a formal mathematical representation of how the 

agent interacts with the environment to learn its policy. 

Recent works [13, 14, 15] in the RL field have proposed to 

combine deep neural networks with RL algorithms such as 

value function or policy function. By resorting of deep 

learning features, many difficult problems such as playing 

Atari games [17] or Go [13] can be successfully solved in a 

semi-supervised setting. For computer vision problems, 

various methods have been proposed in the literature. 

Caicedo et al. [18] proposed an active class-specific 

localization approach. Yun et al. [19] proposed an action 

decision method for object tracking by RL. In [20-21], RL 

was adopted to learn a policy of selecting a region from five 

fixed sub-regions, and realize object localization by only a 

few steps. So far, we are not aware of available literature 

applying RL to solve catenary component localization 

problems. 

Agent

Environment

State

s

Reward

r

Action

a

 

Fig. 2 A schematic flow of reinforcement learning system. 

As shown in Fig.1(a) and Fig. 1(b), the boxes localized by 

existing region-based convolutional neural networks (R-

CNN) methods do not enclose BS components tightly. In this 

paper, motivated by the reward-action in reinforcement 

learning and [19], we consider the localization improving 

problem as a control problem where a sequence of steps to 

refine the geometry of the localization box is to be obtained. 

Then, the localization refinement becomes a Markov 

Decision Process that can be trained with RL. We define the 

actions as position-moving, scale-changing and shape-

changing. The reward is feedback about how well the current 

localization performed. Therefore, the action-decision policy 

can be learned according to the rewards being obtained. The 

agent is a deep CNN called ADNET (Action decision 

network) [19], which is presented in Section II. The 

application of reinforcement learning for BS localization is 

described in Section III. Experimental results and 

conclusions are given in Section IV and Section V, 

respectively. 

 

The contributions of this paper are summarized as follows: 

1. We investigate one possible method that employs RL to 

train an algorithm to generate a better bounding box for 

BS localization through a sequence of actions. 

2. Different than the existing localization strategies for 

railway catenary systems, that localize objects following 

a single structured prediction model, the proposed 

method is a dynamic strategy that requires emphasis in 

the learning procedure and learning based on the time 

evolution of the performance (called history). 

3. The preliminary results indicate that the proposed 

method is effective. The localization accuracy is 

improved while the time cost is low, which is beneficial 

for BS monitoring in railway. 

II. LOCALIZATION IMPROVED BY REINFORCEMENT 

LEARNING 

A. Method Overview 

The overview of the action-driven method is shown in Fig. 

3. The initial box image is an input for a deep CNN called 

ADNET (Action decision network). ADNET will select one 

of the actions, which are defined as transformations of the 

box by moving, scale changing, and shape-changing. Then, 

the initial geometry box is changed after taking the selected 

action and produces a new box image, which is sent to the 

ADNET to decide for the next action. Finally, the BS 

component is accurately localized by taking a sequence of 

actions. In this dynamic process, the applied control strategy 

of action selection is learned by reinforcement learning, 

which considers the performance feedbacks of all actions at 

each step. The learned action policy is aimed to automatically 

adjust the initial box to enclose the BS component 

automatically. 

B. ADNET Structure 

As shown in Fig. 3, the agent ADNET consists of three 

convolutional layers and four fully-connected layers. The 

parameters of conv1~conv3 and fc4 are similar to the widely 

used VGG [22] setting. The fc5 is concatenated by a base 

1*1*512 and an action history vector. The fc6 is set as an 

action layer, whose output is a m-dimensions vector that 

represents probabilities of m actions. The fc7 is a 2-

dimensions vector for classification (object/background). 

The input size is set to be 112*112*3. When an image patch 

is inputted into ADNET, it is firstly resized to 112*112*3, 

and then its deep CNN features are extracted from covn1 to 

fc6 and fc7 for action prediction and class prediction, 

respectively. The action and classification that have the max 

probabilities are selected, and the history c is also updated. 

The action selection strategy is trained by reinforcement 

learning. 
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Fig. 3 The architecture of the proposed method. 

 

III. REINFORCEMENT LEARNING FOR BS 

A. MDP Formulation 

The proposed localization refinement strategy follows a 

Markov Decision Process (MDP). This setting provides a 

formal framework to model an agent that makes a sequence 

of decisions. The MDP is defined by states sS, actions aA, 

state transition function s’ = f (s, a), and the reward r (s, a). 

Here, we take the ADNET as an agent to find accurate box 

regions for BS component by taking sequential actions. 

Through formulating the localization refinement as the MDP, 

the action policy of ADNET can be optimized by 

reinforcement learning. The action, state, state transition 

function and reward are formulated as follows. 

Action: Make the initial box fit the position and shape of BS, 

transformations of moving {left, right, up, down}, scale 

changing {scale up, scale down}, and shape changing {fatter, 

taller} are defined as possible actions. Especially, when the 

agent finds the optimum location, or the current localized box 

is the same as the previous box, a stop action is needed to 

finalize the box searching. Specifically, we define the action 

space A as shown in Fig. 4. The space A consists of 15 actions, 

and provides sufficient transform options for box changing. 

Rotating options are not considered in this paper.  

Move left

1  2  1  2  

Move right Move up Move down

1  2  1  2  

Scale up/down Fatter/Thinner
Taller/Shorter Stop

 
Fig. 4 The defined actions in our method. 

 

State: As the localization refinement is a process of changing 

the geometry of box, using the information of what actions 

ADNET has done before is helping to predict better boxes [18, 

19]. Thus, the image patch within box and the history actions 

are used to form the state s. For localization refinement in 

image I at step t, the state st is defined as a tuple (pt, ct), where 

pt  R112*112*3 is the image within the current box and the ct  

R150 denotes the encoded vector of action history. The pt can 

be formulated as, 

([x , y ,w ,h ], I)t t t t tp =                          (1) 

where (xt, yt) is the coordinate of center point of pt in image I, 

wt and ht are the width and height of pt respectively. The 

function  crops pt from image I and resizes it to the input 

size of ADNET. The ct is a 150-dimensional vector, because 

we choose previous ten actions as history, and each action is 

encoded by 15 dimensions.  

State transition function: When the ADNET selects an 

action at, the current st will transit to st+1. The state transition 

is performed by two functions fp(pt, at) and fc(ct, at), which are 

implemented on current image patch pt and current action 

history ct respectively. As for the fp, the discrete amount of 

action transformations should be given. The discrete amounts 

of moving actions are given in (2). In (3), the discrete 

amounts of scale changing and shape changing actions are 

defined. As the initial box is not far away from the BS, we set 

factors 1 , 2 , 3 and 4 to 0.05 in our experiments. 

1 2,t t t tx w y h =  =                          (2) 

3 4,t t t tw w h h =  =                          (3) 

As for the state transition fc, it adds the current action at 

into action history ct as the latest action, and removes the 

earliest action. 

Reward: The reward can be regarded as feedback after taking 

an action. During the reinforcement learning training, if the 

selected action can make the state transition to a better state, 

then the agent will get a positive reward. Otherwise, a zero 

reward or negative reward will be returned. In this paper, the 

reward function Rt(pt, pt +1) is defined as follows. 

( )

( ) ( )

( ) ( )

( ) ( )

1

1 1

1

1, ,G ,G

, 0, ,G ,G

1, ,G ,G

t t

t t t t t

t t

if IoU p IoU p

R p p if IoU p IoU p

if IoU p IoU p

+

+ +

+

+ 


= =

− =

             (4) 

where G is the ground-truth box of target BS, the IoU(pt ,G) 

denotes overlap ratio of the current patch pt and the ground 

truth G of the target BS with intersection-over-union criterion. 

In (4), only when the next patch gets closer to the ground-

truth of BS than the case of current patch, the agent can obtain 

a positive reward. 

B. Training Objective 

  The agent ADNET is trained by RL, whose goal is to learn 

a state-action policy that makes a sequence of action 

decisions. Before applying RL, we initialize the ADNET by 

utilizing the weight parameters trained by supervised learning 
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(SL), which has been proved useful for policy learning [13, 

19]. 

In the SL stage, training samples pi {i=1, 2, …, N} are 

generated by imposing Gaussian noise on the BS ground-

truth Gi [xi, yi, wi, hi]. The action label 
( )act

io  and class label 

( )cls

io  are defined by (5) and (6), respectively. 

( )( ) argmax ( , ),G ,act

i p i i
a

o IoU f p a a A=             (5) 

( )( )
1, , 0.6

0,

icls

i

if IoU p G
o

otherwise

 
= 


                 (6) 

where A is the action space described in Section III, it has 15 

actions. Then, the initial weight WSL, {w1, w2, …, w7}, is 

learned by minimizing the loss LRL. 

( ) ( )( ) ( ) ( ) ( )

1

1
ˆ ˆ[ , , ]

N
act act cls cls

SL i i i i

i

L L o o L o o
N =

= +           (7) 

The loss LSL includes action prediction loss and 

classification (object/background) loss. N is batch size of 

training samples and L denotes the cross-entropy loss. The 
( )ˆ act

io  and 
( )ˆ cls

io  are the predicted action and predicted class 

for sample i, respectively. Note that the history action vector 

is not used in this stage. 

In the RL training stage, the WRL, {w1, w2, …, w6}, is 

initialized by WSL. The fc7 is ignored because only action is 

concerned in RL. For an image frame l, an initial box will 

take T actions that are successively predicted by ADNET. In 

each step t, new features are drawn from the image, allowing 

the RL algorithm to adapt to new information. The action at,l 

is selected by 

( ), ,argmax | ;t l t l RLa p a s W=                     (8) 

where t = 1, 2, …, T-1, T.  

After action at,l has been taken, the ADNET gets a reward 

Rt,l according to (4). Meanwhile, a history of what actions 

ADNET has done before is also recorded. Then the history 

action vector ct is updated by adding at,l and removing the 

earliest action.  

Finally, WRL is updated using stochastic gradient ascent 

[23] to maximize the accumulated rewards of the training 

samples as follows. 

( ),

,

log | ;lTL
t l RL

RL t l

l t RL

p a s W
W R

W


 


              (9) 

where L is the size of image patches that used at one iteration. 

IV. EXPERIMENTAL RESULTS 

A. Dataset and Training Setting 

The dataset in our system is collected from the Changsha-

Zhuzhou high-speed rail line in China. It has 1596 catenary 

BS images that cropped from global catenary images. Each 

BS image is annotated with a tight box of ground-truth 

position. As BSs component have different sizes in global 

images. The width (or height) of each cropped BS image is 

2.5 times of the truth width (or height) of the BS component, 

which makes the ADNET have proper regions for researching. 

We use 1020 images for training and 576 images for testing. 

To train ADNET, we set the learning rate to 0.0001 for 

conv1-conv3 and 0.001 for fully-connected layers (fc4-fc7), 

momentum to 0.9, weight decay to 0.0005, and mini-batch 

size to 64. The epoch numbers of training iteration are set to 

be 200 for SL and 300 for RL, respectively. The experimental 

environment of reinforcement learning is as follows: Linux 

Ubuntu 14.04, MATLAB 2017a, CUDA 8.0 and NVIDIA 

GTX1080Ti GPU with 11 GB memory. 

B. Experiment and Analysis 

We evaluated our method on the built dataset. As the initial 

localized boxes can be distributed in any position around the 

BS component. Therefore, we apply a Gaussian function on 

the ground-truth BS position to produce the initial boxes. In 

the testing, the agent ADNET takes T consecutive actions 

(steps) in each image to refine the initial boxes. Here, T is set 

to be 20. Some selected localization results are shown in 

Figs.5-8. Performances of the proposed method over the 

entire dataset are summarized in Table 1. Detailed 

experiment analyses are as follows. 

1) Visualization and analysis of RL-based refinement. 

The dynamic processes of localizations by the agent are 

displayed in Figs.5-7, where the white box is the initial box 

and its color gets greener gradually after taking an action until 

reaching the final pink box. We divide these processes into 

three types, namely Type A, Type B and Type C, which are 

shown in Figs.5-7 respectively. 

 

   

Fig. 5 Localization refined by RL agent for Type A cases. Left: case A1. Middle: case A2. Right: case A3. 
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Fig. 6 Localization refined by RL agent for Type B cases. Left: Case B1. Middle: Case B2. Right: Case B3. 

 

   
Fig. 7 Localization refined by RL agent for Type C cases. Left: case C1. Middle: case C2. Right: case C3. 

 

  
(a)                                                                                (b)                                                                               (c) 

Fig. 8 Localization accuracy (IoU) changes for three different types of cases in the testing. (a) IoU changes in Type A cases. (b) IoU changes in Type B cases. 

(c) IoU changes in Type C cases 

 

In Fig. 5, when the Type A initial box is larger than the 

BS component, and it may contain unnecessary information 

from other components, such as case A2 and case A3. The 

agent can adjust these initial boxes closer to BS components 

mainly by taking actions including moving, scale down, 

shorter and thinner. Fig. 8(a) shows the localization accuracy 

(IoU) changes of Type A cases when the step grows. The IoUs 

are getting larger even the initial boxes are with unnecessary 

information. In Fig. 6, the initial boxes of Type B cases are 

partly overlapped with the BSs. Particularly, the initial box of 

case B3 contains not only the incomplete BS, but also 

unnecessary information from near components. However, 

the RL-learned agent can still move these initial boxes closer 

to the BSs. The accuracy changes of each case are shown in 

Fig. 8(b). Both Type A and Type B are cases that can be 

correctly refined by the proposed method. As for the speed of 

refinements, although we set the total steps for each image to 

20, most of the successful cases take less than 12 steps to 

reach the final locations, as shown in Fig. 8 (a) and (b). 

As we use the Gaussian function to randomly produce 

the initial boxes, some initial boxes have fewer overlaps with 

BS component, as the Type C cases showed in Fig. 7. The 

initial (first step) IoUs of Type C cases can be observed in Fig. 

8(c). They are less than 0.15 at the beginning. In the 

experiment, many Type C cases led to failed BS localizations 

and the boxes are moved further away from the BS, as shown 

by the case C2 and case C3 in Fig. 7. However, there are still 

some cases like case C1 can successfully adjust boxes closer 

to the BS component position. We conjecture that case C2 

and case C3 are failed because very few features of BSs are 

contained within their initial boxes, while case C1 still 

contains some useful features of BS, which can be observed 

from the IoUs at the first step in Fig. 8(c). 

2) Quantitative analysis of RL-based refinement result. 
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The localization accuracy metric for the overall dataset 

is the widely used Recall [24]. The RecallTIoU (IoU>0.5) means 

the proportion of having a IoU larger than the threshold TIoU. 

The speed metric adopted is FPS (frame/second). Quantitaive 

localization performances of the proposed method is shown 

in Table 1.  

Table 1. Localization accuracy improvement by RL 

Method 
Recall0.5 

(IoU>0.5) 

Recall0.8 

(IoU>0.8) 

Recall0.9 

(IoU>0.9) 

Improved 

proportion 
FPS 

Gaussian Initial 96.4% 19.9% 3.3% -- -- 

Gaussian Initial 
with RL (ours) 

92.0% 79.2% 65.1% 
81.8% 

(471/576) 
6.13 

Table 1 shows that the Recall0.5 is slightly decreased 

compared with the initial value, because few boxes are 

moving away from the BS positions. However, the Recall0.8 

is increased from 19.9% to 79.2%, and the Recall0.9 is 

increased from 3.3% to 65.1%. Overall, among 576 test 

images, 471 images’ IoUs become larger, which means 81.8% 

test images get better localizations. It indicates that the 

proposed RL method can adjust most of boxes closer to the 

BS positions and improve the localization accuracy. Besides, 

the RL agent takes only 0.163s (1/6.13) for each test image, 

which consumes very little time in applications. 

V. CONCLUSION 

This paper proposes a novel approach for improving the 

localization accuracy of BS (Brace Sleeve) in railway 

catenary systems. Differing from the existing localization 

strategies in railway that localize objects following a single 

structured prediction model, the proposed method adopts a 

dynamic searching strategy. We investigate one method that 

adopts RL to train an agent to generate an improved bounding 

box for BS localizations through a sequence of defined action 

transformations. Experimental results using real-life 

inspection images show that the proposed method can 

adequately and effectively refine the localization from a 

coarse-localized input. Nevertheless, there are still some 

further improvements to be conducted: 

(1) As the case C2 and case C3 shown in Fig. 7 and the 

Recall0.5 comparison shown in Table 1, there are some failed 

cases with the bounding boxes moving away from the BSs. 

This issue should be further researched and improved. 

(2) When a BS is not localized by our agent, exploring and 

implementing a new searching strategy in the failed image 

will also reduce the number of failed cases. 

(3) Except for the policy gradient-based reinforcement 

learning method [23] used in this paper. Elements from 

applications of reinforcement learning in other fields, such as 

robotics and control [25, 26], can also be considered for the 

dynamic monitoring of catenary systems. 
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Abstract—Bracing wire components, including messenger 

wire bases, bracing wire hooks, and bracing wires, are essential 

to make certain the stability of high-speed catenary support 

devices. The core process of the proposed detection method 

includes two stages, the first is that brace wire components are 

localized first, and the second stage is that the defects of the 

components are detected. In this article, a new defect detection 

method for catenary bracing wire components is proposed. 

First, Faster R-CNN, one of the advanced deep convolutional 

neural networks, is introduced to localize messenger wire bases 

and bracing wire hooks, accurately. And then, the regions of 

bracing wires are extracted according to the structure 

information among bracing wire components and bracing wires 

are localized by the Hough Transformation. Next, the 

installation defects of messenger wire bases are detected with 

image processing methods, and the looseness defects of bracing 

wires are detected by combining with the results detected by the 

Hough Transform. Experiment results prove that the proposed 

scheme can localize and identify the defects of bracing wire 

components, accurately. 

Keywords—High-speed railway, catenary bracing wire 

components, defect detection, deep convolutional neural networks, 

image processing. 

I. INTRODUCTION  

With more and more prominent advantages of high-speed 
railway, countries around the world have built a large number 
of railways. The railway foundation mainly consists of two 
parts: the catenary system and the rail system. The catenary 
system is primarily responsible for the power supply of high-
speed locomotives, and it contains a large number of support 
components, such as insulators, steady arm bases, bracing 
wire hooks, etc. (as shown in Figure1). These support 
components are used to withstand mechanical loads, 
electrical insulation, etc. However, due to the high-speed 
movement of the locomotive and the influence of the external 
environment, the catenary support components may have the 
loss and looseness of parts, cracks, etc., which will pose a 
significant threat to the safe operation of high-speed trains. 
In this context, fast and accurate target localization and 
defect detection methods are particularly important. The 

*Wenqiang Liu is the corresponding author. (e-mail: Liuwq_200 

9@126.com) 

 

Fig. 1.  The bracing wire components of catenary support devices, including 

messenger wire bases, brace wires, and bracing wire hook. 

speeded-up robust features (SURF) was proposed to extract 
and match the characteristics of the insulator in the image. 
And then, the state of the insulator was identified and located 
according to the distribution rule of the minimum gray value 
[1]. In [2], the features of scale-invariant feature transform 
(SIFT) of pantograph were extracted to locate the pantograph, 
evaluat-ting the reliability of railway catenary power supply 
by measuring the stagger between pantographs and contact 
wires. 

In [3], a detection and identification method for high-
speed railway rod insulators using Chan-Vese (CV) model 
and contour transformation (CT) was proposed. First, the 
directionality and anisotropy features of catenary insulator 
images were detected using CT method in the frequency 
domain. Then, the insulator boundaries were identified by the 
CV model. In [4], a detection and localization method for 
catenary insulators was proposed. First, a sub-image 
containing strip devices was extracted from the image. Then, 
by combing the latent support vector machine (SVM) and 
deformable part model, catenary insulators were identified 
and detected from these strip sub-images. A failure detection 
method for catenary earpieces was proposed in [5], that 
adopted histogram of oriented gradients (HOG) to obtain the 
features of rotary double-ears and combined with SVM to 
recognize them. And 2D Gabor wavelet transform was used 
to achieve a reliable diagnosis of the fracture failure of 
earpieces. With the improvement of computer computing 

Messenger wire base

Bracing wire hook

Bracing wire

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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Fig. 2.  Schematic diagram of the normal state of bracing wire components.  

 
Fig. 3.  The data collection system of catenary inspection vehicle 

power and information collection ability, many deep 
learning-based algorithms are proposed. In [6], steady arm 
bases were detected using the region-based convolutional 
neural networks (R-CNN) first. And then, steady arms were 
detected with Hough transform based on the installation 
relationship, and finally the slope of the steady arm was 
calculated. In [7], the crack defect of messenger wire 
supporters was detected based on Faster R-CNN. In [8], a 
method for diagnosing the looseness of isoelectric lines based 
on deep learning was adopted to. In [9], an object detection 
network combined with depth-wise separable convolution 
model was adopted to achieve the detection of the dropper  
fault was detected. First, they used the dropper progressive 
location network (DPLN) to detect the dropper, then, a fault 
recognition network (DFRN) for the dropper was utilized to 
identify dropper fault types. In [10], a multi-algorithm-fused 
image processing method was proposed to achieve the defect 
detection that includes, dropper-strands loosened, micro 
deformation, dropper-strands broken, and so on. Although 
these methods have achieved some good results, the defect 
detection for bracing wire components has rarely been 
reported. 

In Figure 2, the schematic diagram of the normal state of 
bracing wire components is shown. Under normal conditions, 

bracing wires present a straight line due to the force, and the 
opening direction of the messenger wire base installation 
should be consistent with the direction of the angle   of 

bracing wires. However, due to the carelessness of the 
installation staff, messenger wire bases and bracing wire 
hooks are often easily reversed. Besides, due to the long-term 
operation of catenary support devices, bracing wires are prone 
to looseness. Therefore, a detection method for bracing wire 
defects based on the deep convolutional neural network 
(DCNN) is proposed in this paper.  

The arrangement of this paper is introduced as follows: In 
Section Ⅱ, the system overview is introduced first. Next, the 
proposed method is expressed in Section Ⅲ. Furthermore, in 
Section Ⅳ, experiment results are analyzed and discussed. 
Lastly, some conclusions are summarized in Section Ⅴ. 

II. SYSTEM OVERVIEW 

The catenary support component images are collected by 
the high-speed cameras mounted on the roof of the running 
catenary inspection vehicle shown in Figure 3, continuously. 
And the acquired image resolution is 6600×4400. Before the 
catenary images are put into the detection network in the first 
stage, the images are resized into 990×660 to improve the 
detection efficiency of the detection network. The pipeline of 
the defect detection module mainly consists of two main 
image-processing stages, component localization, and defect 
detection, as shown in Figure 4. The detection system 
overview is described as follows. 

A. Component Localization 

First, messenger wire bases and bracing wire hooks are 
extracted and localized with the DCNN in the first stage. 
Next, the region of bracing wires is extracted according to 
the structure information among messenger wires, bracing 
wires, and bracing wire hook, and then the bracing wire is 
localized with the Hough Transformation in the extracted 
region. 

B. Defect Detection 

First, the installation defects of messenger wire bases are 
detected by the proposed image processing method. Next, the 
looseness defects of bracing wires are detected using the 
detected results with Hough Transform.  

III. METHODOLOGY 

In this research, a new defect detection method is 
presented for catenary bracing wire components. And to 
achieve the goal, the methodology of the proposed method is 
introduced as follows. 

A. Component Localization Based on Faster R-CNN 

In [11], the performance of the component localization of 
catenary support devices using the advanced DCNNs were

 
Fig. 4.  Pipeline of the proposed detection system. 
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Fig. 5.  Localization of messenger wire bases and bracing wire hooks with the Faster R-CNN.

 
(a)                                                (b) 

Fig. 6.  The diagram of region extraction and localization of bracing wires 

based on the structure information of bracing wire components. (a) is a real 

image of bracing wire components, (b) shows the structure information of 

bracing wire components with block diagrams. 

compared and evaluated, and the results shown that the 
Faster-RCNN had a better result. Therefore, Faster R-CNN 
is chosen to locate components in this paper. The pipeline of 
Faster R-CNN in [12] includes three modules in total, as 
shown in Figure 5. In the first module, convolutional neural 
networks are used to extract the features of objects. In the 
second module, region proposal networks are adopted to 
predict the regions of interest (RoIs) of objects. And fully 
connected networks are utilized to classify objects and 
regress their locations in the third module. In this research, 
the VGG16 in [13] is adopted as the feature extraction 
network. And the localization process of bracing wire 
components is as follows. 

(1) Localization of messenger wire bases and bracing wire 
hooks 

According to the feature information of messenger wire 
bases and bracing wire hooks, the object detection network 
Faster R-CNN is trained with catenary images, which can 
accurately detect the messenger wire base and bracing wire 
hook components, as shown in Figure 5.  

(2) Localization of bracing wires 

According to the structure information of bracing wire 
components, the bracing wires must be contained within the 
AA’ region. And then, the bracing wires are localized with 
the Hough Transformation in the extracted region, as shown 
in Figure 6. 

  
(a)                                                (b) 

  
(c)                                                (d) 

Fig. 7.  The process of image rotation. (a) is an original image, (b) shows the 

binarized image, (c) denotes the detected result of horizontal cantilever with 

Hough Transformation, (d) is the rotated images. 

 
Fig. 8.  Hough Transform for the horizontal cantilever. 

 

B. Defect Detection Using Image Processing 

As above introduced, the defects of bracing wire 
components mainly include two types, the installation 
reverse of messenger wire bases and the looseness of bracing 
wires. To accurately detect these two defects, some image 
processing methods are adopted as follows. 

(1) Looseness defect of bracing wires 

The detection method for the looseness defect includes 
the following steps. 

Step 1) Image rotation 
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To facilitate the analysis of the opening direction, the 
image should be rotated to horizontal according to the angle 
of the horizontal cantilever, as shown in Figure 7. First, the 
image is binarized, as shown in Figure 7(b). Next, the edge 
of the binarized image is extracted by the Candy [14], and the 
horizontal cantilever is detected with the Hough Transform, 
as shown in Figure 8. And according to the detection result, 
messenger wire bases are rotated to horizontal. The Hough 
Transform formula is as follows. 

cos sinx y  = +                              (1) 

 
(a)                                              (b) 

Fig. 9.  The schematic diagram of the bracing wire detection. (a) is a 
parameter illustration of the bracing wire detection, (b) shows a detected 

bracing wire image. 

 

Fig. 10.  Hough Transform for bracing wires. 

 

Fig. 11.  Peak distribution of theta  . 

Step 2) Bracing wire detection with Hough Transform 

To accelerate the line detection and improve the detection 
accuracy, a fast and accurate detection scheme with Hough 
Transform is proposed. As shown in Figure 9 (a), according 
to the structure information of bracing wire components, the 
angle   of bracing wires must be in the range of the angle 

1  and angle 2 . Therefore, based on the characteristic, 
the line detection with Hough Transform can eliminate 
straight lines from other angles, which ensures the detection 
accuracy and efficiency. The result is shown in Figure 9 (b).  

Step 3) Defect detection 

In Figure 10, the Hough Transform results between the 
angle 1  and angle 2  are shown. And the peak 
distribution of   ranked in the top ten is plotted in Figure 11. 

In theory, the straighter the line, the smaller the angle 
fluctuations, and the number of the peak should be within a 

range. Therefore, the standard deviation thetaStd  of   and 

is used as the indicator to detect the looseness defect. As 

shown in Figure 11, If thetaStd  is less than 1, then the line 

is determined to be normal. Otherwise, the line is determined 
to be the looseness defect. The formulas are as follows. 

                        

2

1

( )
n

i
ithetaStd

n

 
=

−

=                        (2) 

                      1

1 

normal thetaStd
state

failure thetaStd




=            (3) 

(2) Installation reverse defect of messenger wire bases 

The detection method for the installation reverse defect 
includes the following steps. 

Step 1) Messenger wire base extraction with image 
preprocessing 

To facilitate the defect detection, the image needs to be 
preprocessed, as shown in Figure 12, and Figure 13.  

First, since the detection is susceptible to background 
interference in the tunnel environment, the background 
should be eliminated first, as shown in Figure 12.  

a) The grayscale histogram ( )Hist k  of the image is 

counted by Equation 4, as shown in Figure 12(b);  

b) The median Median  of the image is calculated by 

Equation 5. And through setting the pixel values below 
the median to 0, the image with the background 
eliminated is obtained in Figure 12(c). And its new 
grayscale histogram is counted in Figure 12(d). 

Next, the image is further processed through binarization, 
dilation, erosion, and filling, as shown in Figure 13. 
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where ( , )i jI  presents the grayscale of the image pixel, L  

presents the grayscale level, ( , )M N denote the size of the 

image, ( )Rank  indicates a sort function by the grayscale 

value of the image. 
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(a)                                      (b) 

       
(c)                                      (d) 

Fig. 12.  The process of background elimination. (a) is an original image, (b) 

indicates the grayscale histogram, (c) presents the image with the 

background eliminated, and (d) shows the grayscale histogram of the image 

with the background eliminated. 

                
(a)                       (b)                        (c)                          (d) 

 Fig. 13.  Image opening and closing operation. (a) binarization, (b) dilation, 

(c) erosion, (d) filling. 

  
(a) 

 
(b) 

Fig. 14.  The opening direction detection. (a) is the schematic of the opening 

direction detection, (b) presents a result example of the opening direction 

detection. 

Step 2) Defect detection 

As shown in Figure 14 (a), the schematic of the opening 
direction detection is shown. And through scanning 
according to the horizontal direction to generate pulse signals, 
the defect of the installation reverse is detected. First, as 
shown in Figure 14 (a), messenger wire bases are installed on 
the horizontal cantilever, so the processed image in Figure 13 
(d) begins to scan from the central axis A of horizontal 
cantilever down. When the opening direction is to the left, as 
shown in Figure 14(b), one pulse signal appears at B at first, 
and then continuing to scan, two pulse signals appear at A 
and B. And if the opening direction is to the right, then the 
direction of the detected signal is reversed. Therefore, 
according to the characteristic, the opening direction can be 
determined.  

Once the opening direction of the messenger wire bases 
and the angle   of bracing wires are determined, the 

installation defect can be detected. If they are consistent in 
their direction, then the component is normal. Otherwise, the 
component is the installation reverse.  

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

To valid the efficiency of the proposed method, some 
relevant experiments are implemented below. The 
experiment environment is based on the Linux 17.10 
platform and the program development framework adopts the 
TensorFlow [18]. The system configuration is the 32 GB 
RAM, GeForce GTX 1080Ti, and the intel core i7-8700 CPU 
@3.70GHz×12 processor. 

A. Data Set  

As shown in Figure 3, the catenary image data set is 
collected from the running catenary inspector vehicle in the 
field. The total amount of the catenary image data set is 4644, 
the training and validation data are 2275 and 975, respectively, 
and the test data are 1394. The training parameters of Faster 
R-CNN are initialized as follows: the VGG16 network is 
initialized by the pre-trained parameters, weight decay and 
momentum are initialized into 0.0001 and 0.9, respectively. 
The iteration time initialized into 10,000, and the learning rate 
is initialized into 0.0001. And after 10000 times, the learning 
rate is adjusted to 0.00001, continuing to train 5000 times.  

B. Evaluation Indexes 

The evaluation metrics introduce precision (P), recall (R), 
average precision (AP), and the precision-recall (PR) curve. 

100%
TP

P
TP FP

= 
+

                          (6) 

100%
TP

R
TP FN

= 
+

                          (7)  

1

0
( )dAP P R R=                                (8) 

where TP  presents true positive, FP  denotes false positive,
FN  indicates false negative, and  TN  means true negative. 

 
TABLE Ⅰ.  DETECTION FOR DIFFERENT DEFECTS 

Components Total samples Detected samples 

Messenger wire bases 30 27 

Bracing wire 26 24 

Opening direction of messenger wire bases Horizontal cantilevers



Central axis

D
E

L R

C

F

Region M

D 
E 
F 

D 

E 

F 

C 

C 

BA

A B

C



111 

 
(a) 

 
(b) 

Fig. 15.  The PR curves. (a) is the PR curve of messenger wire bases, (b) 

presents the PR curve of bracing wire hooks. 

 

Fig. 16.  Detection example.  

C. Component Localization and Defect Detection 

To analyze the performance of the proposed method, 
some experiments are performed as follows. First, the PR 
curves are drawn in Figure 15, and the APs of messenger wire 
bases and bracing wire hooks are 0.901 and 0.891, 
respectively. And through the analysis of three indexes, the 
proposed method can accurately localize the catenary 
components. And the detection results for different defects 
are described in Tab. Ⅰ. And in Figure 16, a detection example 
is shown. The proposed method has achieved the goal of the 
defect detection for bracing wire components, but it still has 
some disadvantages under some special cases.  

1) If only one of the messenger wire bases and bracing 
wire hooks is localized, the bracing wires will not be localized. 
And this would cause the defects of bracing wire components 
not to be detected.  

2) In a picture, there may be multiple messenger wire 
bases and bracing wire hooks, they cannot match each other. 

And this would lead the bracing wires to be wrongly localized, 
and the defects of bracing wire components not to be detected.  

3) Because the light supplement of the image acquisition 
system may not fully fill the bracing wire, and the light is too 
dark, making it difficult to extract the bracing wire.  

V. CONCLUSIONS 

This paper presented a novel defect detection method for 
bracing wire components. The DCNN Faster R-CNN is 
adopted to localize messenger wire bases and bracing wire 
hooks. And for two types of defects, two defect detection 
methods based on image processing are presented, and 
corresponding criteria are given. The experimental results 
can prove the proposed method is capable of detecting the 
defects and has a good application prospect.  
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Abstract—In this article, a new pantograph vibration 

interference signal identification method based on SVM 

classification is proposed to deal with the abnormal signals 

caused by transient electromagnetic interference due to 

pantograph acceleration sensor's suffering from train over-

voltage phase break. Firstly, the deviation position is 

determined by calculating the catenary impact index (CII) of 

pantograph vertical acceleration, then the acceleration 

attenuation coefficient of deviation at the said position is 

calculated, and finally the CII and acceleration attenuation 

coefficient is selected to form an identification feature vector, 

thus establishing an interference signal identification method 

based on support vector machine (SVM). The results show that 

such an identification structure has fast computing and high 

accuracy in judging whether the deviation is transient 

electromagnetic interference. Applying method to analyze the 

measured data of catenary inspection vehicles demonstrates its 

effectiveness. 

Keywords—Railway Engineering; Catenary; Support Vector 

Machine (SVM); Articulated Phase Insulator; Transient Process; 

Electromagnetic Interference（EMI） 

 

I. INTRODUCTION 

Since the Guangzhou-Shenzhen Railway, China has 
started to promote anchoring section articulated phase 
insulator on raising-speed trunk railway and high-speed 
railways to satisfy the smooth passage of pantograph when 
trains are running at high speed [1]. However, this neutral-
section passing mode also exposes new electrical problems. 
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 wire
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Switch
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Fig. 1. Schematic diagram of articulated phase insulator 

Fig. 1 shows an articulated phase insulator. In the zone 
between position 2 and position 3, the contact line is 
suspended parallel to the neutral wire, the pantograph contacts 

2 wires at the same time and then transits into the state of 
contact with the neutral wire only after a period of time, this 
zone is therefore called a transition section. Likewise, the zone 
between position 4 and position 5 is also a transition section. 
Since there is no electrical connection in the zone between 
position 3 and position 4, the zone is a neutral zone. The 
collector head is in the locomotive idle running state when 
passing through positions 2, 3, 4 and 5. After collector head 
passes through positions 1 and 6, a transient process will occur 
due to the off-grid power outage and grid-reconnected live 
switching of the electric locomotive or EMUs, thus forming 
electromagnetic interference [2], which will greatly affect the 
detection results of catenary inspection vehicle. When these 
interference signals exceed the set threshold and are 
misjudged as deviations, they will cause waste of manpower 
and material resources while lowering the efficiency of 
catenary maintenance. Therefore, the detection and 
identification of interference signals in pantograph vibration 
signals in the field is extremely important to eliminate 
abnormal data and improve the validity of data.  

To solve this problem, Y. Gong made overvoltage 
mechanism analysis [3], performed system modeling for each 
working state in the process of idle running passing phase 
break after power failure of electric locomotives, and carried 
out overvoltage simulation for the transient process occurring 
during the transition of different working states. Based on 
analysis of the transient process for idle running passing phase 
break, the literature [4,5] adds the analysis of transient process 
occurring in case of the off-grid power outage and grid-
reconnected live switching of electric locomotives. These 
literatures all analyze the transient process of neutral-section 
passing from the perspective of electricity. However, the 
transient process will also cause serious electromagnetic 
interference to pantograph acceleration sensors close to the 
contact line; so the impact acceleration of collector head 
becomes the main parameter for dynamic catenary detections 
[6]. This will generate numerous electromagnetic interference 
signals in pantograph acceleration detection data.  

For interference signal processing, relevant researchers 
have done a lot of researches. For example, L. Yuan et al. 
made the signal-noise separation against data and extracted 
the interference signals in the spectrum by using binary 

* Jinzhao Liu is the corresponding author. (e-mail: liujinzhao@rails.cn). 
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methods; but the signal-noise separation method selected 
thereof has relatively poor detection capability for weak 
signals [7]. G. Antonini proposed a wavelet packet-based 
interference signal feature extraction method [8]. P.J. Moore 
[9] and A. Mariscotti [10] respectively analyzed the 
frequency-domain characteristics and time-frequency 
characteristic of electromagnetic interference, but ignored 
how to identify electromagnetic interference in time domain. 
M.A. Azpurua et al. separated the main components of 
complex electromagnetic interference by combining empirical 
mode decomposition (EMD) and transient mode 
decomposition [11], but this method still fails to satisfy the on-
line application of engineering given that the EMD requires a 
lot of time.  

To identify the running state of equipment, L. Wu 
extracted multiple parameters of vibration signals as SVM 
feature vectors and classified several samples. However, too 
many feature vectors brings forth high computational 
complexity during processing a large amount of data, which 
does not satisfy the on-line application of engineering [12].  

Based on the above analysis, this article proposes to 
determine the deviation position by calculating the CII 
followed by the calculation of acceleration attenuation 
coefficient of each deviation position, and train the model 
based on SVM classification, with samples that are known to 
be electromagnetic interference or not as training sets, and the 
maximum acceleration amplitude and the acceleration 
attenuation coefficient as prediction variables, to judge 
whether each sample is electromagnetic interference. 

 

II. IMPACT INDEX METHOD 

Given that the pantograph vertical acceleration is 
profoundly random, the CII method is adopted to demodulate 
the catenary short wave impact from high frequency to high-
stability low-frequency signal, which is more conducive to 
determining the location of catenary short wave defects.  

Detailed calculation steps of catenary short wave impact 
index method are as follows:  

1)  Calculate the effective displacement value of 
pantograph vertical vibration acceleration:  
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Wherein: K is the windowing length of the forward 

windowing. ( 1, 2, , )
i

x i N=  is the set of filtered waveform 

signals of pantograph vertical vibration acceleration, and N is 
the number of waveform signals of pantograph vertical 
vibration acceleration;  

2)  Divide the catenary into several units, with unit 
length generally taken as 50m;  

3)  Calculate the maximum value maxS  of effective 

displacement values of each unit and record it as the unit 
effective value;  

4)  Calculate the average value of the unit effective 
values for all railway lines of the same speed grade and record 

it as the calibration parameter S ;  

5)  Calculate the CII  
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6)  Judge whether the threshold is surpassed, and record 

corresponding position information [13].  

The CII is adopted to analyze the pantograph vertical 
acceleration. The original signal of pantograph vertical 
acceleration and the CII of contact line are shown in 0 
Comparison between 0(a) and 0(b) shows that the amplitude 
of the pantograph vertical vibration acceleration signal is quite 
random, making it difficult to determine the evaluation 
threshold. However, an independent large peak value can be 
observed in the CII diagram of pantograph vibration 
characteristics depicted in terms of energy in Fig. 2(c) and Fig. 
2(d), the waveforms are similar, and the distribution 
characteristics of evaluation indexes after normalization are 
the same. This indicates that the evaluation method proposed 
in this article is stable and has good repeatability; by using its 
distribution law, it is naturally easier to determine the 
evaluation threshold, which is taken as 4.0 upon calculation 
and analysis of numerous test data. 

 
（a）Original Waveform of First Passing 

 
（b）Original Waveform of Second Passing 
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（c）CII of First Passing 

 

（d）CII of Second Passing 

Fig. 2. The pantograph vertical acceleration and its CII of pantograph passing through K862+886 twice. 

III. ACCELERATION ATTENUATION COEFFICIENT  

Although the CII has good repeatability, it is difficult to 
judge whether a large peak value is caused by objective 
defects or by interference signals. As shown in Fig. 3 and Fig. 
4, the CIIs at defects and interference signals are far beyond 
the threshold, and the data characteristics are similar. 
Therefore, it is difficult to judge whether the deviation is 
caused by interference signal based on the CIIs alone, and the 
original signal data of the two cases need to be analyzed 
separately. 

 

Fig. 3. CII at Defects 

 

Fig. 4. CII at Interference Signals 

When the pantograph passes through the objectively 
existing defects, the amplitude of the original signal will 
gradually decrease as shown in Fig. 5, and the vibration will 
decay to a normal small range in a period of time only after 
overcoming the external resistance acting.  

  

Fig. 5. Pantograph vertical vibration acceleration attenuation waveform of 

diseases 

 

When the deviation waveform is caused by 
electromagnetic interference, the instantaneous 
electromagnetic interference may cause an instantaneous 
abnormal maximum value of the sensor as shown in Fig. 6, 
but the value will instantly return to normal level. This 
abnormality characteristic is different from the data 
characteristic of objectively existing catenary short wave 
irregularity. 
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Fig. 6. Pantograph vertical vibration acceleration attenuation waveform of 

interference signal 

 
Based on the different data characteristics as shown in Fig. 

5 and Fig. 6, the ratio of the maximum amplitude 
1

P  of 

pantograph vertical vibration acceleration at the deviation 

position to the maximum amplitude 
2

P  within a certain time 

after the acceleration data passes through x-coordinate (based 
on the calculation and analysis of numerous test data, the time 
horizon is taken as 0.05s) is calculated and recorded as the 
acceleration attenuation coefficient R:  
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P

P
R =  (3) 

 

IV. PANTOGRAPH VIBRATION INTERFERENCE SIGNAL 

IDENTIFICATION METHOD BASED ON SVM CLASSIFICATION 

A. Principle of SVM Classification 

Support Vector Machine (SVM) is a kind of generalized 
linear classifier, which classifies data by supervised learning, 
with the maximum-margin hyperplane for learning sample 
solution as decision boundary [14-16].  

Input data and learning objectives 
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are given. If the samples are linearly separable, the support 
vector machine will transform the classification problem into 
the solution of convex quadratic optimization:  
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Wherein: ω is a weight vector;  

C is the penalty factor;  

ξ is the relaxation factor;  

b is the offset.  

The optimal classification decision function obtained is as 
follows:  
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When the order of polynomial kernel is not 1, nonlinear 

SVM can be obtained.  

For nonlinear SVM optimization problem:  
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The optimal classification decision function obtained is as 

follows: 

 

 ( )( )i isgn y X b  +
 

 (7) 

 

B. SVM-Based Interference Signal Recognition  

According to the calculation and analysis of numerous test 
data, the CII of interference signal often far exceeds the 
threshold, but there are also a few serious defects where the 
CII far exceeds the threshold, and even produce a peak value 
of the same size as the impact index of interference signal. 
Therefore, it is difficult to determine whether the deviation is 
caused by interference signal based on CII alone. For defects 
of varying severity, the distribution of the acceleration 
attenuation coefficient of the original signal is also different. 
Therefore, CII and acceleration attenuation coefficient 
proposed in Sections 1 and 2 are assumed to be signal feature 
vectors as input samples for SVM classification. The specific 
process may be found in Fig. 7. 
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Fig. 7. Flow chart of interference signal identificatio
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As shown in Fig. 7, acceleration attenuation coefficient are 
extracted firstly based on the vibration signal of pantograph 
vertical acceleration, and the CII and the acceleration 
attenuation coefficient are taken as vibration signal feature 
vector. Multiple groups of vibration signal feature vectors 
extracted to determine whether they are interference signals 
are respectively taken as SVM classification training samples 
and test samples. Training samples are trained by principles of 
empirical risk and structural risk minimization, to obtain 
decision functions between feature vectors and interference 
state parameters. Then the same principles are further applied 
to the test samples to obtain the accuracy rate of test sample 
classification results and model prediction.  

 

V. CASE ANALYSIS  

The proposed method is used to analyze the date of 
pantograph vertical acceleration for multiple railway lines.  

CII of pantograph vertical acceleration on each railway 
line is calculated, 142 vibration signals exceeding the 
management value of catenary impact index are selected as 
samples, to judge through manual review whether each 
deviation is a true defect; if so, the state function value of this 
group of samples is 1. If no defect is found in the field review 
but an instantaneous maximum value appears in the waveform, 
it means that this place accommodates an interference signal, 
and then the state function value of this group of samples is-1. 
After the state function values of each group is determined, all 
samples are divided into training samples and test samples, 
including 111 groups of training samples and 31 groups of test 
samples.  

CII and acceleration attenuation coefficient of training 
samples are set as prediction variables, the state function used 
to judge whether the sample is an interference signal is set as 
a response, and the 10-fold cross validation is adopted to 
estimate the algorithm accuracy.  

 

Fig. 8. Original data set 

Different categories in the Original data set are 

distributed as shown in Fig. 8; from which, the distribution 

area of Class-1 data points is obviously different from that 

of Class 1 data points.  

Various SVM classification methods are used to train 

the training data, obtaining the accuracy of each model as 

shown in TABLE I. :  

TABLE I.  ACCURACY OF VARIOUS SVM MODELS 

Different SVM  Linear  
Quadratic 

function  
Cubic function  

Accuracy  93% 92% 93% 

Different SVM  Fine Gaussian  
Medium 

Gaussian  

Coarse 

Gaussian  

Accuracy  95% 90% 87% 

 

From Table 1, the model trained with the fine 

Gaussian SVM classification method has the highest 

accuracy, followed by the cubic SVM and Linear SVM.  

Therefore, fine Gaussian SVM classification method 

is chosen to train the training set.  

 

 

Fig. 9. Model trained with fine Gaussian SVM 

Crosses in Fig. 9 represent incorrect predictions, dots and 
five-pointed stars represent correct predictions, while there are 
only a few crosses in the whole scatter diagram, which 
represents that the trained model has high prediction accuracy. 
Such a result is consistent with that shown in Table 1.  

 

 

Fig. 10. Confusion matrix of the model 

Four regions in Fig. 10 are in turns TN: true negative 
sample, FP: false positive sample, FN: false negative sample 
and TP: true sample. Green areas in the upper left corner and 
the lower right corner represent the correct prediction of 
samples, while the areas in the lower left corner and the upper 
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right corner represent the incorrect prediction. It can be 
observed from the figure that only 6 negative samples are 
misjudged as positive samples. Among them, 4 samples are 
due to two occurrences of electromagnetic interference with 
the same amplitude in the range of 0.05s, 1 sample is due to 
the small electromagnetic interference amplitude, and the 
sample with the largest CII is due to electromagnetic 
interference that happened to be near a disease with a large 
vibration amplitude. These conditions with incorrect 
predictions are relatively rare. 

TPR and FPR can be calculated with values of the four 
parameters TP, FN, FP and TN in the confusion matrix shown 
in Fig. 10:  

 

 

TP
TPR

TP FN

FP
FPR

FP TN

=
+

=
+







 (8) 

 

 

Fig. 11. ROC curve of the model 

The ROC curve drawn with TPR and FPR is shown in Fig. 
11. The area enclosed by the ROC curve is AUC; and AUC of 
the model shown in the figure is 0.94, indicating that the 
model has a very good classification effect.  

The model is exported, and prediction variables CII, R and 
responses of test samples are imported into the model to obtain 
predicted responses, which is calculated and verified with the 
responses of known categories, and the accuracy obtained is 
96.77%.  

According to the scatter diagram, confusion matrix, AUC 
calculated with ROC curve, and the accuracy of test samples, 
the model has a higher accuracy in judging whether the 
deviation is transient electromagnetic interference.  

 

VI. CONCLUSIONS  

To identify interference signals in the pantograph 
vibration signals, this article proposes a method of identifying 
interference signals based on pantograph vibration signal 
SVM classification. Under the method, the deviation position 
is determined by calculating the CII, and then the acceleration 

attenuation coefficient of each deviation position is calculated, 
while the model is trained based on SVM classification, with 
samples that are known to be electromagnetic interference or 
not as training sets, and the CII and the acceleration 
attenuation coefficient as prediction variables. Through 
example analysis, evaluation of multiple indexes and 
verification of test sets, the results show that the model has a 
high accuracy, and that the method can well judge whether the 
deviation is transient electromagnetic interference, better 
guide the maintenance of catenary, and satisfy the on-line 
application of engineering.  
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Abstract—Existing deep-learning-based fault diagnosis 

methods assume that all possible fault modes are available 

during training process, which is sometimes not consistent with 

real applications. Unknown fault types may occur in the testing 

phase due to the fact that it is impossible to collect all the fault 

modes in the training phase. Thus, in this paper, we introduce 

and define the open set fault diagnosis (OSFD), and handle this 

problem in both shared-domain and cross-domian scenarios. 

For shared-domain OSFD, an extreme-value-theory-based 

method is proposed to build a rejection model to detect samples 

from the unknown classes. For cross-domain OSFD, weighted 

domain adversarial neural networks is constructed to obtain 

domain-invariant features of the shared classes and separate 

samples of unknown classes by reweighting target samples. 

Learned features of source data are used to establish a rejection 

model, such that unknown samples in the target domain can be 

detected. Experimental results on the Case Western Reserve 

University dataset demonstrate the effectiveness of the proposed 

methods. 

Keywords—Domain adaptation, open set fault diagnosis, 

extreme value theory, weighted domain adversarial neural 

networks. 

I. INTRODUCTION 

Recently, deep-learning-based methods have been widely 
used to tackle the machinery fault diagnosis problem due to 
their powerful representation learning ability, and two open-
source benchmark studies were performed in [1, 2]. These 
methods perform well under the hypothesis that labeled data 
with variable fault modes are abundant and the machine works 
under a constant operation condition.  

However, the location, type, extent, and number of 
occurred faults are uncertain in the real situation and it is not 
realistic to collect data with all kinds of fault types. For 
example, bearing faults may occur on the inner race, outer race, 
roller, and cage,  but the fault symptom (pitting, indentations 
and  flaw) and the fault distribution (local fault and distributed 
fault) may be different. Hence, it is inevitable that some fault 
types of test data are not included in training data, which can 
be regarded as an open set fault diagnosis (OSFD) problem. 
These fault types of test data unseen in training data are 
denoted as unknown class. Corresponding test data are 
denoted as unknown samples. In view of this problem, two 
open set fault diagnosis settings are considered in this paper: 

1) Shared-domain open set fault diagnosis (SOSFD): 
Training data and test data are collected under the same 

operation condition. The fault modes of training data are a 
subset of test data. 

2) Cross-domain open set fault diagnosis (COSFD): 
training data (source data) and test data (target data) are 
collected under different operation conditions. The fault 
modes of source data are a subset of target data. 

OSFD is an open set recognition (OSR) [3] problem. There 
have been already a variety of works for OSR [4]. Bendale et 
al. [5] defined the values in the penultimate layer of neural 
network as the activation vector (AV) and proposed to replace 
the SoftMax layer with an OpenMax layer. AV is analyzed 
based on extreme value theory (EVT) to evaluate if test 
samples are far from training samples. This work opened up a 
novel idea for the subsequent research [6-8]. Thus far, There 
is limited research covering OSFD. Tian et al. [9] proposed to 
tackle the OSFD problem by combining k-nearest-neighbor-
search-based local learning with kernel null Foley-Sammon 
transform. Chao et al. [10] considered a semi-supervised 
scenario where only healthy data are labeled and data with 
different fault types need to be distinguished. By combining 
modified variational autoencoders with an one-class classifier, 
the latent representation space of healthy data is restricted. 
Then the latent representations of unlabeled fault data are 
clustered by a density-based clustering algorithm. However, 
these works mainly focus on SOSFD, which neglect the effect 
of the domain shift. 

In the real industrial application, the operation conditions 
of machines vary frequently, which means the distributions of 
training data and test data are different and results in a domain 
shift phenomenon. Open set domain adaptation (OSDA) [11] 
methods aim to tackle the OSR problem when the training data 
and test data come from different distributions. Limited 
studies can be found in the current literature on OSDA. Saito 
et al. [12] extended the OSR problem to the setting of deep 
OSDA for the first time. A feature generator and classifier are 
trained adversarially to make a decision boundary for 
unknown class. Liu et al. [13] added a multi-binary classifier 
and a binary classifier to the adversarial domain adaptation 
network to produce weights to rejecte target samples from the 
unknown classes, thereby samples of the unknown classes can 
be separated from other samples. To our best knowledge, there 
is no study on the COSFD which has practical significance. 

For these two settings, the common goal is that samples of 
known classes are correctly classified while samples of 
unknown class are rejected. For the SOSFD, we follow the 
EVT based approach [5]. EVT is applied to analyze the feature 
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distribution of each class in the training set and a rejection 
model is established to decide if a test sample should be 
rejected. Test samples that are not rejected are classified to 
known classes according to their SoftMax probabilities. For 
the COSFD, EVT-based OSR methods may fail to work. Since 
the feature distribution of target data is far away from source 
data, which causes the rejection of most of target data. 
Consequently, weighted domain adversarial neural networks 
is proposed to obtain domain-invariant features on the shared 
class of source and target domains, and to separate unknown 
samples of target domain. After that, the aforementioned 
EVT-based OSR method is applied to the learned features of 
target data.  

The remainder of this paper is summarized as follows: In 
Section II, the preliminary is illustrated. Section Ⅲ presents 
the details of the proposed OSFD approach. Detailed 
experiments and analyses are carried out in Section IV. At last, 
the conclusions are drawn in Section V. 

II. PRELIMINARY 

A. EVT based Open Set Recognition 

Scheirer et al. [14] analyzed the distributions of the 
recognition system extreme scores based on EVT and found 
these distributions follow a Weibull distribution. When 
applied to latent representations in deep models, EVT based 
open set recognition has been shown to effectively detect out-
of-distribution (OOD) samples [15]. After training a feature 
extractor and a classifier, the latent representations and label 
predictions can be obtained. The latent representations for 

each training sample and test sample are denoted as 
1

{ }
nL

i i

Lf
=

 

and 
1

{ }
nU

i i

Uf
=

, respectivly, where 
L

n  is the number of training 

samples and 
U

n  is the number of test samples. For each class 

c , let 
, ,
=L L

i c i c
S f  denote the latent representations of correctly 

classified training samples. The per class mean latent 

representation 
L

c
u  is computed by averaging

,
.L

i c
S  Next, 

distances between all correctly classified training samples and 

the associated 
L

c
u  in the same class are calculated as follows: 

 ,L L

c c c
d S u= −    (1) 

By fitting a Weibull distribution using 
c

d  and tail-size  , 

the Weibull distribution 
c

  whose parameters include shift 
c

 , 

shape 
c

  and scale 
c

  are returned for each class. At test time, 

the class of each test sample is computed according to its label 
prediction. Then distances between all  test samples and the 

associated 
L

c
u  in the same class are calculated as follows: 

 
'

,
,L U

c c i c
d u f= −    (2) 

 
'

c
d  is used to calculate the Weibull cumulative 

distribution function (CDF) probability: 
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−
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= −  

 
  (3) 

The Weibull CDF probability represents the probability 
that a test sample come from the unknown class. If this 
probability exceeds a predefined threshold, this sample is 
considered as an unknown sample.  

The corresponding procedures to fit Weibull models and 
compute Weibull CDF probability are summarized in 
Algorithms 1 and Algorithms 2, respectively.  

B. Domain Adversarial Neural Networks 

Domain adversarial neural networks (DANN) [16] is a 

state-of-the-art domain adaptation method which has 

achieved excellent performance on various image datasets. 

Therefore, this method is used as the basis of the proposed 

COSFD method. Pioneered by the idea of Generative 

Adversarial Networks (GANs) [17], DANN exploited a 

domain classifier denoted by D  to obtain domain invariant 

features. D  is a binary domain classifier with all the source 

samples labeled as 1 and all the target samples labeled as 0. 

The domain classifier D  is trained to distinguish source 

samples from target samples while the feature extractor F  is 

trained to generate features that can fool .D  Specifically, the 

parameters of the feature extractor F  are trained to 

maximize the loss of the domain classifier D  and minimize 

the loss of the label predictor G . But the parameters of 

domain classifier D  are trained to minimize its loss. In this 

way, the distribution discrepancy between source and target 

domains can be alleviated. 

Let ( )f F x=  denotes feature learned by features 

extractor. 

The loss of the domain classifier 
d

L  is calculated as 

follows: 

( ) ( )
~ ~

log log 1 .s t

d i j
x xs t

s ti j

L D f D f = − − −         (4) 

where  denotes the expectation, 
s

i
f  denotes the features of 

the i th source sample, and ( )s

i
D f  is a binary variable (0 or 

1) to indicate the domain label of features. 

Algorithm 1: Establish EVT Model Through Deep Neural 

Network for Spen set Recognition  

Input: latent representations of labeled training set 
1

{ }nL

i i

Lf
=

, tail-size   

For each class c , let 
, ,

S =L L

i c i c
f   for each correctly classified training 

example 

for 1...
c

c n= do 

Compute per class mean latent representations, ( ),
SL L

c i c
u mean=  

Weibull model ( )
c c c c

   = , , =Fit Weibull ( )S ,L L

c c
u −  

 

Algorithm 2: Open Set Probability Estimation for 

Unknown Inputs 

Input: latent representations of unlabeled test set 
1

{ }
nU

i i

Uf
=

, Per class latent 

mean 
L

c
u and Weibull model 

c
 , each with parameters ( )

c c c
  , , , 

threshold    

Compute distances to 
L

c
u  : '

,

L U

c c i c
d u f= −  

for 1...
c

c n= do 

   Weibull CDF ( )
'

' 1 exp c

c

c

c
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−
−

 
= −  

 
  

Reject input if ( )'
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Moreover, the parameters of the feature extractor F  and 

the label predictor G  are trained to minimize the loss 
g

L  

using source domain data to obtain discriminative features: 

 
( )

( )
[ ]~

1

1 log ,
n

s

g c i
y cx y

c

c

ss s
s ii i

L G f
=

=

= −   
，

  (5) 

where 
c

n  denotes the number of categories in source data. 

    The overall objective functions are as follows: 

  
1,

max

min ,

g dF G

dD

L L

L

− +
  (6) 

where 
1

  is a tradeoff parameter. 

III. OPEN SET FAULT DIAGNOSIS 

In this section, the problem description and the proposed 
OSFD approach are illustrated in detail. The overall diagnosis 
procedure is shown in Fig. 1.  

A. Problem Description 

Considering that fault diagnosis approaches need to identify 

the data of entirely new (unknown) fault modes in practice, 

two problems are studied in this paper:  

1) SOSFD:  Training data and test data are collected under 
the same operation condition. The fault modes of training data 
are a subset of test data. Training data denoted by 

1 1
{(x , y ), , (x , y )}L L L L

L n nL L
D =  consists of 

L
n  samples of K  

classes. Test data denoted by
1

{x , , x }U U

U nU
D =   consist of 

U
n  

samples of M K  classes, including the known classes in 
addition to one or more unknown classes. 

2) COSFD: Source data and target data are collected under 
different operation conditions. The fault modes of source data 
are a subset of target data. Source data denoted by 

1 1
{(x , y ), , (x , y )}s s s s

s n ns s
D =   consists of 

s
n  samples of K  

classes. Target data denoted by 
1

{x , , x }t t

t nt
D =   consist of 

t
n  samples of M K  classes, including the known classes 

in addition to one or more unknown class. 
The goal of the proposed methods is to correctly classify 

samples of 1K +  classes where samples of K  classes are 
classified into corresponding classes and samples of the 
M K−  unknown class are assigned to the additional classes. 

B. Shared-domain Open Set Fault Diagnosis Approach 

For the SOSFD, the network architecture is a one-
dimensional convolutional neural network (1DCNN) which is 
composed of a feature extractor F  and a label predictor G . 

The label predictor is a K -class classifier.  

In previous studies, 1DCNN performed well in closed set 
fault diagnosis. The feature extractor and the label predictor 
are trained to obtain discriminative features and recognize 
fault modes. However, for the OSFD, test data contain some 
unknown class that do not appear in training data. 1DCNN is 
not capable to detect these unknown samples because the 
Softmax function only generates a probability distribution 
over the K  known class labels. To tackle this problem, 
features of training data are input to Algorithm 1 to build a 
rejection model. During testing, the Weibull CDF probability 
of each test sample is computed (according to Algorithm 2) to  
give the rejection probability. A samples is considered as 
unknown sample if its Weibull CDF probability exceeds a 
threshold  . Samples that are not rejected are input to the 
label predictor to produce probabilities over known classes. 

C. Cross-domain Open Set Fault Diagnosis Approach 

For the COSFD, besides the aforementioned feature 
extractor F and the label predictor G , two domain classifiers 

D  and D


 which are composed of fully connected layers are 

added to the network architecture as shown in Fig. 2. 

 Due to that source data and target data are collected under 
different operation conditions. The aforementioned algorithm 
will not work due to the huge distibution discrepancy between 
source and target domians. A natural idea to solve this problem 
is to use existing domain adaptation methods such as DANN. 
But these methods align the whole target domain with source 
domain without considering samples from unknown classes, 
which may lead to class mismatch problem.  

 
Fig. 1. The diagnosis procedure of open set fault diagnosis. 

 
Fig. 2. Illustration of the network architecture of weighted domain 

adversarial neural networks.  
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 Inspired by the idea of [18], weighted domain adversarial 
neural networks (WDANN) is proposed to weight the 
importance of target samples on feature distribution alignment 
which can match samples of shared classes better and separate 
samples of unknown and known classes. Another domain 

classifier D


, whose output value gives the likelihood of a 

sample coming from source domain, is added to the 

architecture of DANN. Let ( )f F x=  denotes feature learned 

by features extractor. If ( ) 0D f


 , the sample is highly 

likely to come from the  unknown classes in the target domain, 
since the sample can be perfectly distinguished from the 
source domain. The contribution of these samples should be 
small such that both the domain classifier and the feature 

extractor will ignore them. On the other hand, if ( ) 1D f


 , 

the sample is more likely from the shared classes of target 
domain. These samples should be given a larger weight to 
reduce the distribution discrepancy between the shared classes. 

Hence, ( )D f  can be used to define the weight of target 

sample in the domain classifier D . The weight is defined as 
follow: 

 ( ) ( ).f D f


 =    (7) 

 By applying the weights on the target features in the 

domain classifier D , the loss 
d

L  is modified to: 

( ) ( ) ( )
~ ~

log log 1 .s t t

d i j j
x xs t

s ti j

L D f f D f  = − − −      (8) 

In this way, the weights of target samples from unknown 
class will be smaller than those from the shared classes and the 
domain discrepancy between the shared classes will be 
reduced. 

The domain classifier D


 is only used for generating the 

weights of target samples. Thus the loss 
d

L


 of D


 is only 

used for updating its parameters but not used for updating the 
parameters of the feature extractor: 

( ) ( )
~ ~

log log 1 .s t

d i j
x xs t

s ti j

L D f D f
 

 = − − −     (9) 

The overall objective functions are as follows: 
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min

min ,

g dF G
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dD
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                                (10) 

where 
1

  is the tradeoff parameter. 

It is convenient to train the WDANN by the stochastic 
gradient descent (SGD) with a momentum algorithm. Let 

, ,
f g d

     and 
d

  be the parameters of the feature extractor 

F , the label predictor G , the domain classifier D , and the 

domain classifier D


, respectively. These parameters are 

updated as follows: 
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              (14)  

To solve the minimax optimization problem, a gradient 
reversal layer (GRL) [16] is added between the feature 
extractor F  and the domain classifier D .  

After training, the learned features of source data are input 
to Algorithm 1 to establish a rejection model and then 
Algorithm 2 is used to detect weather features of target data 
belong to unknown class. Like SOPFD, samples that are not 
rejected are input to the label predictor to produce probabilities 
over known classes. 

IV. CASE STUDY 

A. Dataset Description 

The dataset used to evaluate the proposed OSFD method is 

acquired by the bearing data center of the Case Western 

Reserve University (CWRU) [19]. It was collected by the 

accelerometers attached to the drive end of motor housing. 

For fault bearings, single-point faults generated by electro-

discharge machining with three kinds of fault size (7 mils, 14 

mils, and 21 mils) were introduced to the inner race, the outer 

race, and the ball of bearings, respectively. Thus, there are 

nine fault bearings and one healthy bearing are involved in 

the experiment. Besides, the vibration signals of these 

bearings were collected at four kinds of motor loads, i.e., 0, 1, 

2, and 3hp. Samples with 1024 points are selected through the 

original vibration signal. The descriptions of the CWRU 

dataset are shown in Table I.  

For the SOSFD, four fault diagnosis tasks are built: T0, T1, 

T2, and T3. To train deep network and establish a reject model, 

the data with labels 0-6 are randomly divided into four parts: 

training set, validation set, threshold set (generating threshold 

for rejection model), and test set. The ratios are 60%, 10%, 

10% and 20%, respectively. 20% of the data with labels 7-9 

are randomly selected and added to the test set. Thereby the 

test set include 10 classes in total. 

For the COSFD, twelve transfer tasks are built: T01, T02, 

T03, T10, T12, T13, T20, T21, T23, T30, T31, and T32. For instance, 

T01 denotes that source data are collected under 0hp motor 

load and target data are collected under 1hp motor load. 

Source data, which are composed of samples with 0-6 labels, 

are randomly divided into three parts: training set, validation 

set, and threshold set. The ratios are 80%, 10%, and 10%, 

respectively. Target data contain all 10 classes and all of them 

are involved in training and test. 

TABLE Ⅰ THE INFORMATION OF THE CWRU DATASET 

Class label Fault mode Fault size(mil)  Fault size(mil)  Fault size(mil) 

0 
1 

Healthy 
Ball fault 

Ball fault 

0 
7 

 0 
7 

 0 
7 

2 14  14  14 

3 Ball fault 
Inner race fault 

21  21  21 
4 7  7  7 

5 Inner race fault 

Inner race fault 

14  14  14 

6 21  21  21 
7 Outer race fault 

Outer race fault 

Outer race fault 

7  7  7 

8 

9 

14 

21 

 14 

21 

 14 

21 
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B. Parameter Settings for Open Set Fault Diagnosis 

The mini-batch SGD with momentum of 0.9 is used and 
the batch size of each domain is set to 128. As for the learning 
rate  , an annealing strategy according to [20] is adopted. The 

formula is as follows: 

 ( )
0.75

0.01 1 10 ,p
−

= +   (15) 

where p  represents the training progress linearly changing 

from 0 to 1. 

The tail-size is set to 5% of labeled training samples and 
the threshold is set to the value that ensures 95% of samples 
under the threshold set not to be rejected as an outlier. 

For COSFD, the trade-off parameter 
1

  is gradually 

changed from 0 to 1 using the following formula: 

 
( )

1

2
1.

1 exp 10 p
 = −

+ −
  (16) 

C. Experimental Results 

All the experiments are carried out on a PC with Intel Core 

i5 CPU, 8 GB RAM, and GeForce RTX 2060Ti GPU. the 

programming platform is Pytorch. Each task is implemented 

ten times over 200 training epochs and the average 

experimental results are record to reduce the effect of 

randomness. 

To validate the superiority of the proposed OSFD method, 

methods without the application of OSR are used for 

comparison. Baseline_S (in SOSFD) and Baseline_C (in 

COSFD) are trained and then all test samples (including 

unknown samples) are classified only according to the label 

prediction of the model. Following previous works [11, 13], 

four evaluation metrics are employed for the proposed 

method, including: ALL: the accuracy for all +1K  classes 

including the unknown as one class; ALL*: the accuracy for 

all the K  known classes; UNK: the accuracy of unknown 

class; and CS: the accuracy of the K  known classes without 

the application of OSR algorithm. The average classification 

accuracies for SOSFD and COSFD are listed in  Table Ⅱ and 

Table Ⅲ, respectively.  

It can be observed that the accuracies of ALL are higher 

than Baseline_S on all tasks in  Table Ⅱ and the accuracies of 

ALL are higher than Baseline_C on most of tasks in Table Ⅲ. 

This is due to that Baseline_S and Baseline_C are not able to 

detect unknown samples which means that all unknown 

samples are false classified, but the proposed method are 

effective for the rejection of unknown samples according to 

UNK while remain the capability of known classes 

classification according to ALL*. We also observe that CS is 

higher than ALL* on all tasks in both Table Ⅱ and Table Ⅲ, 

which indicates that some samples of known classes are 

miclassified into unknown class. This phenomenon is more 

obvious for COSFD since samples from the shared classes in 

source and target domain cannot match completely. It is 

inevitable to reject some known samples at the expense of 

detecting unknown samples but this false rejection should be 

reduced as possible in future research. More improvement for 

OSFD is expected. 

D. Feature Visualization 

T-SNE [21] technology is utilized to visualize the high-

dimensional features. The 2D features of training data and test 

data on transfer task T0, T1, T2 , and T3 are shown in Fig. 3. It 

can be observed that most of unknown samples separate from 

known samples but there are still some unknown samples 

distribute around known samples. The 2D features of source 

data and target data on transfer tasks T01 and T30 are shown in 

Fig. 4. The feature distributions of shared classes in source 

and target domains are aligned well on T01 but are not aligned 

sufficiently on T30. It can be inferred that the distribution 

discrepancy between the shared classes cause the rejection of 

some known samples. Thus ALL* in T30 is low. 

V. CONCLUSION 

 This paper considers a special fault diagnosis scenario 
where the label set of training data (source data) is a subset of 
the label set of test data (target data). For the SOSFD, EVT is 
applied to learned features to establish a rejection model. 
Accepted samples are classified according to SoftMax 
probabilities as normal. For the COSFD, weighted domain 
adversarial neural networks is proposed to obtain domain-
invariant features on shared classes and separate samples of 
unknown classes in target domain from other samples before 
the process of open set recognition. Experimental results on 
the CWRU dataset validate that the proposed method has the 
ability to effectively detect samples from the unknown classes 
and ensure the accurate classification accuracy of samples 
from known classes simultaneously. 
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TABLE Ⅱ  CLASSIFICATION ACCURACY (%) OF SHARED-DOMAIN OPEN 

SET FAULT DIAGNOSIS 

Task Baseline_S ALL ALL* UNK CS 

T0 72.4 87.4 96.9 62.4 99.5 

T1 76.6 89.4 91.9 81.1 99.7 

T2 76.9 86.9 94.3 62.1 100.0 

T3 76.8 89.8 96.6 67.2 100.0 

Average 75.7 88.4 94.9 68.2 99.8 

TABLE Ⅲ CLASSIFICATION ACCURACY (%) OF CROSS-DOMAIN OPEN 

SET FAULT DIAGNOSIS 

Task Baseline_C ALL ALL* UNK CS 

T01 74.0 82.7 88.4 63.7 95.1 

T02 74.6 80.1 87.4 55.4 96.8 

T03 69.6 69.1 72.2 59.0 88.9 

T10 70.0 81.9 93.0 52.4 97.5 

T12 76.6 85.4 96.1 49.6 99.7 

T13 74.3 81.0 91.2 46.9 96.5 

T20 67.7 67.5 70.4 59.8 93.7 

T21 74.4 80.0 88.6 51.8 97.2 

T23 74.9 80.2 85.7 61.8 97.6 

T30 62.8 60.7 60.2 62.0 85.3 

T31 

 

 

69.4 76.6 80.9 62.7 90.4 

T32 76.4 81.9 88.1 61.2 99.5 

Average 72.1 77.3 83.5 57.2 94.9 
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Fig. 3. Feature visualizations of training data and test data for shared-domain open set fault diagnosis. Red points represent unknown samples in test data. 

Points in other colors represent known samples in training data and test data. 
 

 
Fig. 4. Feature visualizations of source data and target data for cross-domain open set fault diagnosis. In (a) and (c), red points represent unknown samples 

in target data and points in other colors represent known samples in source data and target data. In (b) and (d), blue points represent source samples and green 

points represent target samples. 
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Abstract—This paper proposes and designs a novel bionic 

polarized light compass with the aid of the microarray polarized 

camera. The compass contains a small Global Positioning 

System module to assist orientation. The algorithm uses the 

Principal Component Analysis method to fit the solar meridian, 

and combines the astronomical calendar method to output the 

heading angle of the carrier in real time. The Root Mean 

Squared Error is 0.48 ° under dynamic conditions and 0.18 ° 

under rotation conditions, which has achieved good results in 

outdoor navigation experiments. 

Keywords—polarized light compass, bionic ， orientation, 

navigation 

I. INTRODUCTION 

Currently, the most widely used navigation technology is 
based on GNSS and INS or integrated navigation of both. 
GNSS as a passive navigation method, the initial heading 
angle is provided by the dual antenna and then INS or IMU 
can therefore give the absolute heading angle in the 
geographic coordinate. However, in the special period when 
the satellite antenna signal is interfered, deceived or destroyed, 
orientation can only rely on inertial measurement units or 
inertial navigation system. But the errors from INS 
accumulated over time. There will be serious obstacles in the 
application. 

The extraordinary ability of animals that can make use of 
the atmosphere polarization mode provides important 
enlightenment for autonomous robot navigation.In the process 
of propagating to the earth, the sunlight is scattered by various 
particles in the earth's atmosphere, and a relatively stable 
polarization state distribution is formed in the whole sky. 
Researchers have discovered that some insects in nature rely 
on their polarized vision to obtain polarized light in the sky 
and identify their flight heading according to their distribution 
patterns. For example, bees depend on their compound eyes to 
travel between the hive and the feeding point [1]. An ant in the 
Sahara desert, after a long journey in random path for food 
without olfactory failure and landmark information, uses the 
sky polarization mode to obtain direction information, and 
returns to the nest in the route of straight line approximately 
[2][3]. Compared with the traditional navigation methods such 
as global navigation satellite system, geomagnetic navigation 
and inertial navigation, bionic atmospheric polarized light 
navigation mainly relies on the sun position in the sky,  which 

has obvious advantages of anti-interference, strong robustness 
and less error accumulation. 

Although all types of imaging polarimeters exist, they may 
not qualify for the research on the imaging polarization 
navigation algorithm. Many research groups have studied 
polarized vision-based orientation methods. In 2015, a real-
time imaging orientation determination system was designed 
and implemented by Lu Hao and Zhao Kaichun [4][5]. The 
algorithm based on Hough transform can accurately extract 
the sun meridian in the image according to the features of the 
solar meridian and the patterns of the polarized skylight.The 
pattern recognition algorithm in most polarization imaging 
algorithms involves several nonlinear calculations and that 
imposed a significant computation burden. In 2017, They 
optimized the calculation method, simplified the non-linear 
calculation to the linear calculation, and realized its function 
on the digital signal processor, which can meet the practical 
requirements of low calculation and high precision in the 
embedded system. 

Besides, Kong, Xiang long [6] et al. proposed a method to 
improve the performance of the visual inertial navigation 
system (VINS) using a biologically-inspired polarized 
compass in 2016. They integrated the homemade polarized 
compass into the visual inertial navigation pipeline. The 
practical tests in different environments proved the 
effectiveness and feasibility of the method. In 2017, Han, Guo 
liang [7] and his research team proposed a polarized light 
compass composed of a charge-coupled device (CCD) camera, 
a pixelated polarizer array, and a wide-angle lens, and 
proposed a skylight polarization pattern based on a single-
scatter Rayleigh model. In outdoor environment, the sensor 
can measure the skylight polarization pattern in real time. The 
standard deviation of the positioning error is 0.15 degrees. The 
experimental results proved that the polarized navigation 
sensor can be used for autonomous outdoor navigation. In the 
same year, Wang, Yu jie [8] and his team proposed a method 
for extracting heading information from the sky light 
polarization pattern, and for the first time successfully 
implemented a polarized light compass (PL-compass) in a 
heavily occluded foliage environment. The results show that 
the position error of the integrated navigation system can be 
greatly reduced with the help of the PL compass. The 
estimated trajectory tracks the ground truth very well. In the 
experiment, and the heading error is less than 1 degree. 

*Jun Tang is the corresponding author. (e-mail: tangjun16@126.com). 
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This paper presents an integrated polarized light compass 
aided by GPS module, which can not only output the position 
parameters (including longitude and latitude) of the carrier in 
real time, but also output the attitude parameters of the carrier. 
We mainly studied its orientation method. The compass 
consists of a micro-array polarizing camera, a mini GPS 
module and a high-performance NVIDIA processor. Based on 
the inspiration of biological polarization vision, it provides 
stable heading information for single-antenna GPS. The 
structure of the system is simple and easy to install. After 
several outdoor experiments, the orientation accuracy is 
significantly better than GPS alone. 

II. SYSTEM STRUCTURE OF POLARIZED LIGHT COMPASS 

The system composition of the designed pixelated 
polarized light compass is mainly composed of a mini-GPS 
receiver, a NVIDIA processor, a CMOS camera with a 
pixelated polarizer array and a wide-angle lens.  

 

The CMOS polarization camera(Lucid,TRI050S-P/Q) is 
the most important sensor in the polarized light compass. It 
has a resolution of 2048 × 2448 .The focal length of the 
wide-angle lens is 3.5mm and the field of view of  which is   
about 120°×120°. What makes it special is the pixelated 
polarizer array. The design inspiration of the pixelated 
polarizer array comes from the compound eyes of insect. The 
compound eyes of insects such as sand ants and bees that use 
polarized light to navigate consist of countless small eyes. 
There is an area facing the sky in the compound eye, and its 
visual axis is upward, called Dorsal Rim Area (DRA). The 
dipole axe of the rhabdom pigment molecules in this area is 
parallel to the long axis of the microvilli. When the direction 
of the E-vector is parallel to the long axis of the microvilli, 
photons can be absorbed to the greatest extent. This special 
physiological structure makes DRA has a high polarization 
sensitivity [9]. 

 

Imitating the small eyes of insects, photodiode、micro-

lenses and polarizer are integrated in each pixel. As is shown 

in Fig. 3, the polarization sensor is composed of a 1024×1224 
array of unit cells, each of which consists of a 2×2 array of 
polarizers on the surface of imaging units. The adjacent four 
polarizers in one unit cell pass linearly polarized light along 
different directions. The top left-hand and the bottom left-
hand polarizers pass linearly polarized light oriented along the 
x-axis and at 45◦ counterclockwise to the x-axis respectively, 
while the polarization direction of the right two polarizers are 
perpendicular to that of the left two polarizers. The aperture of 
each micro-polarizer is 3.4 µm×3.4 µm, the size of which is 
exactly the same as the size of CMOS camera pixels. 
Compared with the ordinary high-pixel camera, in addition to 
the original picture, it can also obtain a polarization angle 
image, a polarization degree image, and four gray scale 
images of light passing through four different polarization 
angles. It connected to the NVIDIA processor through a 
Gigabit Ethernet cable to complete the image transmission. At 
the maximum resolution, the transmission rate can reach 8 
times per second. 

 

Core component of the polarized light compass is a 
NVIDIA JETSON TX2 processor, which owns rich 
peripherals and interfaces for hardware, a stable Linux 
operating system, powerful computing capabilities, and high-
quality open source function libraries for software, especially 
for computer vision processing. When it is connected with a 
monitor, we can regard it as a host or terminal with super 
functions. It can run with the same functions as PCs and can 
also access the Internet through a network cable or wirelessly. 
We calculate and fuse the images obtained by polarizing 
cameras and the data obtained from other sensors to make 
navigation data more efficient and accurate. 

Satellite signals rely mainly on SkyTra-S1216F8-BD for 
processing in mini-GPS receiver. It interacts with TX2 
through the serial port. It can provide relatively accurate UTC 
time as well as longitude, latitude and velocity. These data 
facilitate the real-time calculation of the solar height angle and 
solar azimuth. 

III. ALGORITHM DESCRIPTION 

According to the principle of Rayleigh scattering, the E-
vector of scattered light is perpendicular to the surface formed 
by the incident light and the scattered light [4].The Rayleigh 
sky model can express the angle of the E-vector of a beam 
clockwise with respect to the local meridian as 

  𝑡𝑎𝑛𝛼 =  
𝑐𝑜𝑠(ℎ𝑝) 𝑠𝑖𝑛(ℎ𝑠)−𝑠𝑖𝑛(ℎ𝑝) 𝑐𝑜𝑠(ℎ𝑠) 𝑐𝑜𝑠(𝜑𝑠−𝜑𝑝)

𝑐𝑜𝑠(ℎ𝑠) 𝑠𝑖𝑛(𝜑𝑠−𝜑𝑝)
           (1) 

 

Fig. 1. System structure of parized light compass. 

 

Fig. 2. DRA and small eyes of insect. 

 

Fig. 3. Structure of polarization sensor. 
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The x and y axes are parallel to the width and height axes 
of the image sensor respectively, the z axis is perpendicular to 
it. In Eq. (1), ℎ𝑝and 𝜑𝑝 are the vertical angle and azimuth of 

the observation point, ℎ𝑠  and 𝜑𝑠  are the vertical angle and 
azimuth of the sun. As is shown in Fig. 4, when the 

observation direction is perpendicular to the zenith(ℎ𝑝 =
𝜋

2
), 

the direction of the E-vector is parallel to the plane of the 
image sensor and perpendicular to the solar meridian. 

A. Procedures of the Algorithm 

The algorithm in the polarized light compass is mainly 

divided into the following five steps as shown in Fig. 5.  

1) Obtain the image of 0°、45°、90°、135°
channel as source image from polarization camera. 

2) Calculate Stokes parameters and generate the  full-sky 

degree of polarization and angle of polarization. 

3) Coordinate transformation for recognition: Move the 

origin of the reference coordinate system of the polarization 

angle to the center of the image, and  regenerate the image of 

angle of polarization. 

4) Extract the symmetry axis of the image and obtain the 

angle between the solar meridian and the axis of the carrier. 

5) Calculate the angle between the solar meridian and 

true north through the astronomical calendar using the local 

time and position. 

B. Obtain Image of The  Full-sky Polarization Information 

In order to measure the polarization mode of the sky, we 

use the Stokes vector to calculate the degree of polarization 

and angle of light in the sky. The Stokes vector is be marked 

as [I,Q,U,V],  I  represents the total intensity of a beam of light, 

Q  represents the light intensity component of a beam of light 

along the 0 degree polarization direction;  U represents the 

light intensity component of a beam of light in a 45-degree 

polarization direction; V represents the circularly polarized 

light component, and generally speaking, V  is negligible. (V 

= 0),The angle of polarization and degree of polarization of 

light are expressed as 

                            𝐴𝑂𝑃 =
1

2
𝑎𝑟𝑐𝑡𝑎𝑛 (

𝑈

𝑄
)                                   (2) 

                                 𝐷𝑂𝑃 =
√𝑄2+𝑈2

𝐼
                                           (3) 

When the polarization direction of the linear polarizer is 𝛼 
with the optical axis of the system, easy to get the intensity of 

light with Mueller matrix 

𝐼𝑜𝑢𝑡(𝛼) =
1

2
(𝐼𝑖𝑛 + 𝑄𝑖𝑛 𝑐𝑜𝑠 2 𝛼 + 𝑈𝑖𝑛 𝑠𝑖𝑛 2 𝛼)       (4) 

𝐼𝑜𝑢𝑡  is the intensity of light in the 𝛼 polarization direction of 

the linear polarizer. The detection method in this article is 

based on the relationship between the light intensity 

information and the Stokes parameter in the four polarization 

directions of  0 ° 、 45 °、 90 ° 、 135 ° , and the 

polarization information is obtained by detecting the 

brightness. Therefore, we need obtain four brightness images 

with polarization information in the same sky area 𝐼0°、𝐼45°、

𝐼90°、𝐼135°.From this we can get the Stokes parameter for each 

point in the area 

𝐼(𝑥, 𝑦) =
1

2
[𝐼0°(𝑥, 𝑦) + 𝐼45°(𝑥, 𝑦) + 𝐼90°(𝑥, 𝑦) + 𝐼135°(𝑥, 𝑦)]      (5) 

𝑄(𝑥, 𝑦) = 𝐼0°(𝑥, 𝑦) − 𝐼90°(𝑥, 𝑦)                    (6) 

           𝑈(𝑥, 𝑦) = 𝐼45°(𝑥, 𝑦) − 𝐼135°(𝑥, 𝑦)                (7) 

In fact, using three light intensity images 𝐼0° ,𝐼45° , and 𝐼90° 

containing polarization information can already establish the 

relationship between the brightness information and the 

Stokes parameter 

               𝐼(𝑥, 𝑦) = 𝐼0°(𝑥, 𝑦) + 𝐼90°(𝑥, 𝑦)                      (8) 

              𝑄(𝑥, 𝑦) = 𝐼90°(𝑥, 𝑦) − 𝐼0°(𝑥, 𝑦)                       (9) 

    𝑈(𝑥, 𝑦) = 𝐼0°(𝑥, 𝑦) + 𝐼90°(𝑥, 𝑦)-2𝐼45°(𝑥, 𝑦)           (10) 

C. Coordinate Transformation for Recognition 

In order to obtain a single Rayleigh scattering E-vector image 

of the apex region, a reference transformation is performed on 

the image coordinates. First translate the coordinate system. 

Take the center point of the image as the principal point, 

                              𝑥′ = 𝑥 −
𝑤

2
, 𝑦′ = 𝑦 −

ℎ

2
                             (11) 

         ℎ𝑝 = 𝑎𝑟𝑐𝑐𝑜𝑡(
√𝑥′2+𝑦′2

𝑓
)，𝜙𝑝 = 𝑎𝑟𝑐𝑡𝑎𝑛(

𝑦′

𝑥′
)             (12) 

According to pinhole camera model, to get the angle between 

the direction of the E-vector and the local solar meridian, 

 

Fig. 5. Flowchart of the algorithm. 

 

Fig. 4. E-vector of polarized light in the celestial sphere. 
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taking the image center point as the origin of the coordinate 

system, the direction of the E-vector after the reference 

transformation is expressed as 

          𝐴𝑂𝑃𝐸(𝑥′, 𝑦′) = 𝐴𝑂𝑃(𝑥′, 𝑦′) − 𝜙𝑝(𝑥′, 𝑦′)             (13) 

It should be noted that the calculation results of the 

polarization direction calculated by this method need to have 

constraints： 

𝐴𝑂𝑃(𝑥, 𝑦) = 𝐴𝑂𝑃(𝑥, 𝑦) −
𝜋

2
，𝐼0° > 𝐼90°                  (14)  

𝐴𝑂𝑃(𝑥, 𝑦) = 𝐴𝑂𝑃(𝑥, 𝑦) +
𝜋

2
，𝐼0° ≤ 𝐼90° ∩ 𝐼0° + 𝐼90° < 2𝐼45°  (15) 

𝐴𝑂𝑃(𝑥, 𝑦) = 𝐴𝑂𝑃(𝑥, 𝑦) −
𝜋

2
，𝐼0° ≤ 𝐼90° ∩ 𝐼0° + 𝐼90° ≥ 2𝐼45°   (16) 

The degree of polarization and the symmetry of the 

polarization angle after the reference transformation can be 

observed by observation. Then we extract the feature points 

by setting a threshold of the degree of polarization and the 

polarization angle, and we fit an approximately straight solar 

meridian in the image. If the angle of the E-vector of a beam 

equals 90°, the projection of this beam must be on the solar 

meridian. In conclusion, E-vector of 90°、straight line and 

through the principal point are three features of the solar 

meridian. 

D. Principal Component Analysis（PCA） 

Then in order to further extract the accurate axis of 

symmetry in the image, the principal component analysis is 

performed in the algorithm. the symmetry detection method 

based on the principal component analysis transforms the 

solution of the direction of the symmetry axis into an 

eigenvalue decomposition problem of the covariance matrix. 

Specifically，supposed that set of points extracted according 

to the set threshold method expressed as 

                          𝑃 = [𝑝1, 𝑝2, ⋯，𝑝𝑛]𝑛×2                        (17) 

Using these feature points as principal components, compute 

its covariance matrix 𝑃𝑇𝑃 and its eigenvalue decomposition. 

The obtained two eigenvalues correspond to two eigenvectors, 

which respectively represent the symmetry axis of the image 

and its vertical direction. We select eigenvectors with smaller 

eigenvalues to calculate the inclination of the solar meridian 

𝜑𝑘. Define clockwise as positive direction. The heading angle 

of the carrier is expressed as 

𝜙𝑧 = 𝜙𝑠 + 𝜙𝑘    (0 < 𝜙𝑧 < 2𝜋)                    (18) 

where 𝜙𝑠  is the absolute solar azimuth calculated using the 
astronomical calendar When the axis of the carrier body 
coincides with the meridian of the sun, it is recorded as 

  𝜙𝑘 = 0∘ or 𝜙𝑘 = 180∘                     (19) 

When using it as a reference for navigation, it is clear that 
there is an ambiguity of 180 ° in the angle. Therefore, we 
defined the positive and negative directions of the carrier 
body axis and solar meridian. When installing the sensor on 
the carrier, we keep the 0°reference direction parallel to the 
positive direction of the carrier body axis. When the positive 
directions of the carrier body axis and solar meridian coincide, 
it is recorded as 

                                 𝜙𝑘 = 0∘，                                  (20) 

on the contrary 

𝜙𝑘 = 180∘                                         (21)  

Because of its statistical characteristics, this method is not 
very accurate and can only be used as a rough extraction 
process of the symmetry axis. It needs to be optimized near 
this direction. 

E. Astronomical Ephemeris Algorithm 

Through the above method, we obtained the inclination 
of the solar meridian in the image coordinate system, denoted 
as 𝜙𝑘.However,we can not get accurate heading angle of the 
carrier when if we not clear the absolute angle 𝜙𝑠  of solar 
meridian in the geographic coordinate system. 

The information source of the astronomical ephemeris 
algorithm is the mini-GPS module of the system. Among them, 
year, month, day, hour, minute, second, longitude and latitude 
are necessary known quantities. In the astronomical ephemeris 
algorithm, we regard the sun as a point light source on the 
surface of the celestial sphere. The solar height angle is 
recorded as 𝜃𝑠  and the solar azimuth is recorded as 
𝜙𝑠 .According to the astronomical ephemeris algorithm, we 
can get the sun position 𝑠(𝑟, 𝜃𝑠, 𝜙𝑠) when we have known the 

sun declination angle 𝛿、the solar hour angle 𝑇 and latitude 

of the observer 𝑙, 

𝑐𝑜𝑠𝜃𝑠 = 𝑠𝑖𝑛𝛿𝑠𝑖𝑛𝑙 + 𝑐𝑜𝑠𝛿𝑐𝑜𝑠𝑇， 0 ≤𝜃𝑠 ≤
𝜋

2
         (22) 

𝑐𝑜𝑠𝜙𝑠 =
𝑠𝑖𝑛𝛿−𝑐𝑜𝑠𝜃𝑠𝑠𝑖𝑛𝑙

𝑠𝑖𝑛𝜃𝑠𝑐𝑜𝑠𝑙
， 0 ≤𝜙𝑠 ≤ 2𝜋               (23) 

where the solar declination angle 𝛿 is a single-valued function 
of the solar day angle 𝛼. 

𝛿(𝛼) = 0.3723 + 23.2567𝑠𝑖𝑛𝛼 + 0.1149𝑠𝑖𝑛2𝛼 
 −0.1712𝑠𝑖𝑛3𝛼 − 0.758𝑐𝑜𝑠𝛼 + 
0.3656𝑐𝑜𝑠2𝛼 + 0.0201𝑐𝑜𝑠3𝛼             (24) 

 

Fig. 6.  Pinhole camera model. 

 

Fig. 7.  Cartesian coordinates of atmospheric polarization mode. 
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Solar day angle 𝛼 is expressed as 

𝛼 =
2𝜋(𝐷−𝐷0)

365.2422
, 0 < 𝐷 < 366                        (25) 

𝐷0 = 79.6764 + 0.2422 × (𝑌 − 1985) − 𝐼𝑁𝑇[
𝑌−1985

4
]  (26) 

In the Eq. (26), D represents the accumulated days and Y 
represents the year. In order to find the true solar time and hour 
angle, we have to calculate local time 𝑆𝑑 and jet lag 𝐸𝑡 firstly, 

    𝑆𝑑 = 𝑆𝑂 +
𝐹𝑂−[120°−(𝐽𝐷+

𝐽𝐹
60

)]×4

60
                              (27) 

𝐸𝑡(𝛼) = 0.0028 − 1.9857𝑠𝑖𝑛𝛼 + 9.9059𝑠𝑖𝑛2𝛼 −
 7.0924𝑐𝑜𝑠𝛼 − 0.6882𝑐𝑜𝑠2𝛼                                              (28) 

where  𝑆𝑂 and  𝐹𝑂  are Beijing hours and minutes, 𝐽𝐷  and  𝐽𝐹 
are longitude and longitude minutes of observation point. The 
corrected true solar time  𝑆𝑡 and hour angle 𝑇 are expressed as 

𝑆𝑡 = 𝑆𝑑 +
𝐸𝑡

60
                                            (29) 

𝑇 = (𝑆𝑡 − 12) × 15°                               (30) 

The absolute direction of the solar median in the geographic 
coordinate is clearly when the symmetry axis detection and 
astronomical ephemeris algorithm finished. 

IV. EXPERIMENTS AND RESULTS 

A. Static Experiment 

In the afternoon of May 14, 2019, we set up a static 

experimental platform on the top of the Research building of 

North University of China （112.449451°E, 38.016014°N）
and conducted experiments. For sake of simplicity, we 

supposed the heading angle as 90 °at static experiment. we 

parallelized the camera’s 0-degree polarization direction with 

the true south direction and 90-degree polarization direction 

with the true east direction. Then we obtain the original image, 

a polarization angle image, a polarization degree image, and 

four gray scale images of light passing through four different 

polarization angles in several times at about 4:00pm. The 

azimuth and height angle of the sun are 262.2854° and 

40.254° . After that, the polarization angle images were 

processed on MATLAB. We set the threshold of polarization 

angle to 89.9 and the threshold of degree of polarization to 

0.015. Then the solar meridian was extracted according to the 

principal component analysis algorithm. The correctness of 

the algorithm was experimentally verified. The experimental 

data obtained from measurements is shown in the table below.  

TABLE I.  RESULTS AFTER PRINCIPAL COMPONENT ANALYSIS  

 

Time 

 

Eigenvectors 

Eigen 

values 

Symmetry 

axis 

inclination 

15:57:54 -0.9966 -0.0825 0.0947 184.7308 

-0.0825 0.9966 2.2908 175.2692 

16:04:37 -0.9968 -0.0801 0.0683 184.5958 

-0.0801 0.9968 1.5989 175.4042 

16:05:55 -0.9961 -0.0887 0.0656 185.0886 

-0.0887 0.9961 2.2797 174.9114 

16:06:54 -0.9985 -0.0546 0.0769 183.1302 

-0.0546 0.9985 2.1347 176.8698 

16:09:04 -0.9956 -0.0941 0.0533 185.4015 

-0.0941 0.9956 2.5200 174.5985 

16:10:24 -0.9970 -0.0772 0.0857 184.4265 

-0.0772 0.9970 1.7996 175.5735 

TABLE II.  RESULTS OF HEADING ANGLE 

Time Solar azimuth 

angle 

Heading Angle 

15:57:54 262.2854 87.0162 

16:04:37 263.4554 88.0512 

16:05:55 263.6787 88.7673 

16:06:54 263.8526 86.9828 

16:09:04 264.2155 89.6170 

16:10:24 264.4410 88.8675 

From the data we can see that it is difficult to fit the solar 
meridian by filtering the feature points only by setting the 
threshold and the direction is not necessarily very accurate, 
Using PCA method can reduce the dimension of the feature 
point data. In other words, it can find the symmetry axis of the 
image efficiently and get the slope of the solar meridian in the 
image. 

B. Rotation Experiment 

In addition, rotation experiments and vehicle experiment 

have been completed on the wheeled robots. In rotation 

experiments, we use a precise rotating stage and rotating 

controller (Zolix GT-111). In the experiment, the step of the 

rotating stage was 11° and the orientation was measured 

precisely.  We recorded the heading angle and its errors. As 

is shown in the Fig. 11 and Fig. 12, the RMSE in the 

experiment is 0.1836°and the maximum error does not 

exceed 0.8 °.  

 

Fig. 9.  Rotation experimental arrangement. 

 

Fig. 8.  Gray scale images with 4 polarization angles. 

 

Fig. 8.  Feature points in degree of polarization and angle of E-vector. 
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C. Vehicle Experiment 

In the vehicle experiment, we used our designed 
polarized light compass and high-precision GNSS/INS 
integrated navigation system for comparison, both of which 
installed on the same carrier and simultaneously measure the 
heading angle of the carrier. We regard the high-precision 
system as a reference. The driving route is set as a closed loop. 
The sampling frame rate of the PL-compass is 1Hz. The 
sampling rate of the GNSS/INS integrated navigation system 
is 50Hz. In order to compare the experimental data, we 
sampled the reference data. As is shown in the Fig. 15, the 
maximum error in the experiment does not exceed 1.5 °, the 
RMSE under dynamic conditions is 0.4863°.  

 

  

V. CONCLUSION 

This paper analyzes the symmetry of the distribution of 
polarization angle and degree of polarization in the 
atmospheric polarization mode, proposes and designs a novel 
polarized light compass, which uses the PCA method to 
identify the solar meridian effectively. The GPS module 
combined with the ephemeris algorithm realizes the real-time 
orientation of the carrier, and solves the problem that the 
single antenna GPS module cannot be oriented accurately. 
The effectiveness of this method is verified through static 
experiments. The orientation accuracy have tested through 
rotation experiments and vehicle experiments. Under rotation 
conditions, the RMSE is 0.18 ° and the maximum error is 0.8 °. 
Under dynamic conditions, the RMSE is about 0.48 °, and the 
maximum error is less than 1.5 °. The test effect under static 
conditions is obviously better than that under dynamic 
conditions. In addition, because the PCA method is an 
algorithm based on statistical characteristics, the extraction 
method of the axis of symmetry still needs to be further 
optimized through filtering and denoising methods. 
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Fig. 10. Measurement azimuth of the rotation experiment. 

 

Fig. 11. Errors from azimuthal measurement of the rotation experiment. 

 

Fig. 12. Vehicle experimental arrangement. 

 

Fig. 13. azimuthal measurement of the vehicle experiment. 

 

Fig. 14. Errors from azimuthal measurement of the vehicle experiment. 
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Abstract—Micromechanical gyroscope is one of the 

important applications of attitude control platform and inertial 

navigation system. However, domestic gyroscope research and 

development is not highly integrated at present, and the main 

research focuses on the design of micro-gyroscope with a single 

detection axis (especially z-axis detection). In order to realize the 

monolithic triaxial gyro which can be used in the field of 

intelligent ammunition, a wheel ring gyro structure is designed. 

The gyro structure was modeled on the SolidWorks software, 

and then modal analysis, transient impact response analysis and 

harmonic response analysis were carried out in the finite 

element analysis software ANSYS respectively. According to the 

natural frequency of each mode, the structure size of the 

gyroscope is optimized. Through the simulation results, it is 

observed that the frequency split between the working modes is 

relatively small, and the structure has high mechanical 

sensitivity. The transient impact simulation of the gyro structure 

shows that the maximum stress of the sensitive structure under 

the impact of 10000g@5ms is 394.34Mpa, which proves that the 

structure has good impact resistance. 

Keywords—Three-axis gyroscope, MEMS, Simulation 

I. INTRODUCTION  

Integrating the sensor on the traditional artillery 
ammunition fuze can realize the intelligence of the 
ammunition. According to the different physical quantities 
that the sensor is sensitive to, the intelligent ammunition can 
achieve different military purposes. The three-axis (X, Y, Z) 
gyroscope can provide a three-dimensional attitude for the 
ammunition, which is a necessary condition for inertial 
guidance [1]-[4]. Therefore, the development of a gyroscope 
that can be used for smart ammunition is the top priority for 
smart ammunition to achieve inertial guidance. 

At present, gyroscopes used to measure angular rate 
information of three axes at the same time adopt a gyroscope 
integrates three single-axis gyroscopes orthogonally arranged 
and a three-axis gyroscope with a monolithic structure. 
However, the integrated three-axis gyroscope with orthogonal 
placement [5][6] has a low degree of integration, large 
assembly errors, and a large system. The monolithic single-
structure three-axis gyroscope[7]-[12] has complex structure, 
difficult processing, and serious coupling between modes. 
Therefore, these two types of gyroscopes are not suitable for 
the three-dimensional attitude detection of ammunition. 

A new type of silicon micro three-axis wheel ring 
gyroscope based on MEMS technology is proposed in this 
paper, which uses a single-chip multi-structure gyroscope 
array method to integrate two gyroscope structures on a single 
chip. The gyroscope has simple structure, easy processing, 
simple decoupling, small size and easy protection. It can 
effectively provide a three-dimensional posture for the 
ammunition and realize the intelligentization of the 
ammunition. The vibration characteristics and transient shock 
response analysis of the resonant structure of the gyroscope 
have been carried out, which proves that the gyroscope has 
good vibration characteristics and shock resistance. 

II. STRUCTURE DESIGN OF SILICON MICRO TRIAXIAL 

WHEEL-RING TYPE GYROSCOPE 

Taking into account the size of the projectile and the high 
overload environment of the projectile during launch, the 
designed gyroscope structure should have the characteristics 
of small size and good impact resistance. The gyro structure 
proposed in this paper is realized by a single-chip three-axis 
wheel-ring gyro structure array. The two structures are 
realized by nesting to further reduce the structure volume. 
Figure 1 is a schematic diagram of the gyroscope structure. 
The wheel structure is completely nested in In the middle of 
the ring structure, the two structures work independently 
without affecting each other. 

The wheel structure is from the inside to the outside by the 
Y-axis detection frame (inner cylindrical frame, XOY out-of-
plane motion, torsion about the OX axis, used to detect the Y-
axis input angular rate), Y-driven flexible joint (used to 
support Inner frame), wheel structure drive frame (medium 
cylindrical shell frame, connected with four fully symmetrical 
anchor points through four support beams to support the 
overall structure), X-driven flexible joint (used to support the 
outer frame) And X-axis detection frame (outer cylindrical 
shell frame, doing XOY out-of-plane motion, twisting around 
OY axis, used to detect X-axis input angular rate). 

The structure of the ring-shaped solid wave gyro, as shown 
in Figure 1, is supported by eight symmetrical anchor points 
and S-shaped folding beams. The ring-shaped resonant 
structure in the middle is supported by the symmetrical 
structure. The working principle of the antinode, the structure 
has good impact resistance.

*Huiliang Cao is the corresponding author. (e-mail:caohuiliang1986@126.com). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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Fig 1. Schematic diagram of the monolithic three-axis ring type gyro 
structure 

III. ANALYSIS OF VIBRATION CHARACTERISTICS 

A. Modal Analysis 

Through modal analysis, we can obtain the frequency and 
vibration characteristics of each mode of the gyroscope 
structure. First, use SolidWorks software to modeling the gyro 
structure, after that the finite element analysis software 
ANSYS is used to perform modal analysis on the gyroscope 
structure and obtain the modal information of each order of 
the gyroscope structure.. The first ten modes are shown in 
Figure 2. Table 1 lists the vibration characteristics and 
resonance frequency of each mode. 

 

Fig 2. The first ten working modes of the ring gyro structure 

In order to reduce the interference between modes, must 
increase the difference between the working mode frequency 
and the interference mode frequency. In order to improve the 
mechanical sensitivity of the gyro, the frequency split between 
the driving mode and the detection mode should be small but 
not exactly the same, because when they are exactly the same, 
the pulse width will be reduced [13]. It can be seen from the 
figures and tables that the working mode of the gyro is 
relatively concentrated, and the resonance frequency is far 
away from the resonance frequency of the interference mode, 
which avoids the influence of the interference mode on the 
operation of the gyro. The frequency split between the Z-axis 
drive and detection modes of the gyro is small (1 Hz), and the 
frequency split between the detection mode and drive mode of 
the wheel structure gyro X and Y axes is 160 Hz and 121 Hz, 
respectively, which greatly improves the mechanical 
sensitivity of the gyro. It can be seen that the gyro structure 

can be far away from the influence of environmental vibration, 
and it has high mechanical sensitivity while ensuring the pulse 
width, so as to obtain higher anti-high overload performance. 

TABLE Ⅰ. The First Ten Working Modes Of The Three-axis Gyroscope 

order Form of exercise 
Modal natural 

frequency 
Remarks 

First 
order 

Ring structure translation in 

XOY plane（n=1） 
9564.0Hz Interference mode 

Second 

order 

Ring structure translation in 

XOY plane（n=1） 
9566.3Hz Interference mode 

Third 

order 

Ring structure translation in 

Z direction 
9666.9Hz Interference mode 

Fourth 

order 

The outer frame of the wheel 

structure is twisted around 
the OY axis 

10166.0Hz 
X-axis detection 

mode 

Fifth 

order 

The inner frame of the wheel 

structure is twisted around 
the OX axis 

10205.0Hz 
Y-axis detection 

mode 

Sixth 

order 

Four-node anti-vibration in 

XOY plane of ring structure

（n=2） 
10320.0Hz Z axis drive mode 

Seventh 

order 

Four-node anti-vibration in 

XOY plane of ring structure

（n=2） 
10321.0Hz 

Z-axis detection 

mode 

Eighth 

order 

The inner and outer frames 

of the wheel structure are 
twisted around the OZ axis 

10326.0Hz 
X/Y axis drive 

mode 

Ninth 

order 

Ring structure rotates around 

OZ axis 
11759.0Hz Interference mode 

Tenth 

order 

The outer frame of the wheel 
structure translates along the 

OZ axis 

11763.0Hz Interference mode 

 

Fig 3. X-axis detection modal harmonic response analysis 

 

Fig 4. Y-axis detection modal harmonic response analysis 

 

Fig 5. Z-axis detection modal harmonic response analysis 

B. Harmonic Response Analysis 

In order to determine the steady-state response of the 
structure subject to the time-constant harmonic change load, 
the harmonic response analysis of the structure. Through 
harmonic response analysis, the amplitude-frequency 
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response curve of the structure can be obtained, and we can 
observe at which frequency the resonance peak appears on the 
resonator, and obtain the magnitude of the peak. 

On the basis of modal simulation, analyze the harmonic 
response of the structure for each working mode: apply a 
harmonic force with an amplitude of 1µN to the driving 
position of the structure, observe the displacement of the 
structure detection mode, and obtain the wheel structure X-
axis detection mode (fourth-order mode, 10166.0 Hz, as 
shown in Figure 3), Y-axis detection mode (fifth-order mode, 
10205.0 Hz, as shown in Figure 4) and circular Z-axis 
detection mode (The seventh-order mode, 10321.0 Hz, as 
shown in Figure 5). The simulation results show that there are 
only unique values in the resonant frequency range of each 
mode, and the X/Y axis detection displacement is large 
(indicating that the structure has better mechanical sensitivity), 
and the Z axis detection displacement is small (reflecting the 
higher sensitivity of the Z axis). Low, large range). 

C. Transient Shock Response Analysis 

When the gyroscope is used in smart ammunition, it needs 
to withstand large transient acceleration shocks during the 
launch of the ammunition. The impact time of this kind of 
impact load is short, the peak value is high, and the change is 
fast. Therefore, the gyroscope generates a large impact stress 
and is easy to damage the resonance structure. This article uses 
half-sine pulses to simulate the actual overload of the 
gyroscope, and uses the ANSYS transient analysis module for 
simulation. 

A half-sine periodic shock load of 10 000g @ 5ms is 
applied in the z-axis direction of the gyro resonance structure. 
The result is shown in Figure 6. The maximum stress of the 
structure is 394.34MPa, which is much lower than the 
allowable stress (790MPa) of the silicon structure. The 
maximum stress point is distributed on the support beam of 
the pulley structure, close to the anchor point. It shows that the 
structure has good impact resistance and can adapt to the high 
overload environment when the ammunition is launched. 

 

 

Fig 6. Stress analysis of gyro structure under 10 000g impact 

IV. CONCLUSION 

In order to realize the intelligent three-axis gyroscope used 
in ammunition, a new type of monolithic three-axis MEMS 
gyroscope structure based on the wheel-ring form is proposed. 
The gyro structure was modeled on the SolidWorks software, 
and the mode, harmonic response and transient impact 
response were analyzed respectively in the finite element 
analysis software ANSYS.  Simulation analysis results show 
that the frequency split between the working mode and the 
interference mode of the three-axis gyroscope is large, and the 
frequency split between the drive mode and the detection 
mode is small, which can stay away from the disturbance of 
environmental vibration as well as  maintain a high sensitivity . 
Under the transient impact of 10000g@10ms, the maximum 
stress of gyro structure is far less than the limit allowable 
stress of silicon, which is 394.3mpa, proving that gyro 
structure has a good performance in impact resistance.  

REFERENCES 

 
[1] Zhao Y, Liu Y et al. Summary of Development of Ballistic Correction 

Fuze [J]. Journal of Detection and Control (5):5. 

[2] Shkel A M . Precision navigation and timing enabled by 
microtechnology: Are we there yet?[C]// Micro-& Nanotechnology 
Sensors, Systems, & Applications III. Micro- and Nanotechnology 
Sensors, Systems, and Applications III, 2011. 

[3] Habibi S , Cooper S J, Stauffer J M , et al. Gun hard inertial 
measurement unit based on MEMS capacitive accelerometer and rate 
sensor[C]// Position, Location and Navigation Symposium, 2008 
IEEE/ION. IEEE, 2008. 

[4] Lutwak R. Micro-technology for positioning, navigation, and timing 
towards PNT everywhere and always[C]// 2014 International 
Symposium on Inertial Sensors and Systems (ISISS). IEEE, 2014.. 

[5] Yoon S J, Park U. Design and analysis of MEMS vibrating ring 
gyroscope considering high-g shock reliability[J]. The Transactions of 
The Korean Institute of Electrical Engineers, 2015, 64(10): 1440-1447. 

[6] Yan W, Leng X, Wang Z, et al. High precision tri-axial MEMS 
gyroscope module based on redundant implementation and sensor 
fusion[C]//2016 IEEE International Conference on Cyber Technology 
in Automation, Control, and Intelligent Systems (CYBER). IEEE, 
2016: 376-379. 

[7] Iqbal F, Din H, Lee B. Single Drive Multi-Axis Gyroscope with High 
Dynamic Range, High Linearity and Wide Bandwidth [J]. 
Micromachines, 2019, 10(6): 410. 

[8] Efimovskaya A, Yang Y, Ng E, et al. Compact roll-pitch-yaw 
gyroscope implemented in wafer-level epitaxial silicon encapsulation 
process[C]//2017 IEEE International Symposium on Inertial Sensors 
and Systems (INERTIAL). IEEE, 2017: 1-2. 

[9] Wisher S, Shao P, Norouzpour-Shirazi A, et al. A high-frequency 
epitaxially encapsulated single-drive quad-mass tri-axial resonant 
tuning fork gyroscope[C]//2016 IEEE 29th International Conference 
on Micro Electro Mechanical Systems (MEMS). IEEE, 2016: 930-933. 

[10] Xia D, Xu L. Coupling mechanism analysis and fabrication of triaxial 
gyroscopes in monolithic MIMU [J]. Micromachines, 2017, 8(10): 310. 

[11] Giomi E, Fanucci L, Rocchi A. Analog-CMDA based interfaces for 
MEMS gyroscopes [J]. Microelectronics Journal, 2014, 45(1): 78-88. 

[12] Jeon Y, Kwon H, Kim H C, et al. Design and development of a 3-axis 
micro gyroscope with vibratory ring springs [J]. Procedia Engineering, 
2014, 87: 975-978. 

[13] Kou Z, Liu J, Cao H, et al. Investigation, modeling, and experiment of 
an MEMS S-springs vibrating ring gyroscope[J]. Journal of Micro/ 
Nanolithography Mems & Moems, 2018, 17(1):1. 

 

 



133 

A Novel State Estimation Algorithm Based on 

Variational Bayesians Method Applied to AUV 

Haoqian Huang* 

School of Energy and Electrical 

Engineering 

Hohai University  

Nanjing, China 

hqhuang@hhu.edu.cn 

 

Jiacheng Tang 

School of Energy and Electrical 

Engineering 

Hohai University  

Nanjing, China 

191306060010@hhu.edu.cn 

 

Chao Wang 

School of Energy and Electrical 

Engineering 

Hohai University  

Nanjing, China 

wangchao@hhu.edu.cn 

Abstract—The MEMS-grade inertial sensors are mainly 

used to provide navigation information because the sensors 

loaded in autonomous underwater vehicle (AUV) is very 

stringent. However, the marine environment inevitably leads to 

larger errors for MEMS sensors due to its complexity and 

change. The measurement noise, playing an important role in 

state estimation with high accuracy, is hard to be obtained. To 

deal with the problem mentioned above, a new algorithm 

which fuses variational Bayesians into nonlinear filtering is 

proposed.  The proposed variational Bayesians state estimation 

(VBSE) algorithm not only can obtain the accuracy 

measurement noise, but also the dimension of the observation 

vector is augmented to obtain the position information at the 

discrete time. The real underwater experiments are performed 

and experiment results give a draw that the proposed VBSE 

performs in aspect of positioning accuracy of AUV and 

robustness than the traditional algorithms. 

Keywords—Measurement loss, state estimation, underwater 

environment, variational Bayesian 

I. INTRODUCTION  

The autonomous underwater vehicles (AUVs) play an 
important role in underwater detection, surveying and 
underwater reconnaissance in the ocean [1]. The more 
accurate navigation and positioning methods for AUV are 
the necessary conditions to obtain effective information [2]. 
The navigation and positioning methods with high accuracy 
for AUV are the necessary conditions for acquiring the 
effective information, meanwhile, and these methods also are 
the core technologies for estimating the positions of AUV. 

The underwater ambient  is complicated and changeable 
because of all sorts of noise interferences, so it is difficult to 
modeling accurately for the underwater environment [3].  
Besides, a number of underwater navigation methods by 
using electromagnetic transmitting cannot be applied 
underwater because of the signal decays rapidly underwater 
[4].  Meanwhile, the positioning error of MEMS system 
accumulates as time goes on [5]. The shortcomings 
mentioned above will cause the increase of the measurement 
error, which has negative effects on the  positioning for an 
AUV [6]. Thus, the performance of estimation approach is 
crucial to work usually for an AUV [7]. 

The cubature Kalman filter (CKF) employs the third 
degree spherical radial rule to calculate some cubature points 
which are used to calculate nonlinear integral. It is an useful 
technique in the case of nonlinearity. This technique has 
been widely applied in many applications including target 
tracking, the cooperative localization of AUV, control and so 
on [8].Moreover,  the  measurement noise with high 
accuracy is difficult to be described for underwater 
integrated navigation system because the sensors performs 

poor under the condition of the changeable environment [9]. 
The variational Bayesians (VB) method has the merit of 
simplicity, and the each iteration of the VB approach 
increases the approximation degree [10]. 

The paper proposes a variational Bayesian state 
estimation (VBSE) algorithm , integrating the VB approach 
with the CKF to obtain navigation information with higher 
accuracy for a long period of  working. The proposed VBSE 
has a better robustness and higher determination accuracy.  

The rest of the paper is given below, the new proposed 
algorithm is described in Section II. The simulations show a 
remarkable improvement in the performance of the VBSE  
among those algorithms in next Section. Section IV 
summarizes main conclusions. 

II. THE PROPOSED VARIATIONAL BAYESIANS STATE 

ESTIMATION ALGORITHM 

The process function and measurement function are 

denoted in (1)-(2): 

                       (1) 

                  (2) 

where   is the state vector at 

the time t; and  are the position of the AUV at the 

time t in the x and y directions, respectively; and  

are the velocity of the AUV at the time t in the x and y 

directions, respectively. means the distance at the time k 

measured horizontally from the measurement point to the 

AUV; means the angle of the AUV relatives to 

measurement point at the time k. The position of the 

measurement point is . and  are measurement 

noise and process noise, respectively.  

The model of the AUV is denoted in Fig.1. 

 
Fig. 1. The model of the AUV 

The process function and measurement function are 

described as follows: 
* Haoqian Huang is the corresponding author. (e-mail: hqhuang@hhu.edu.cn). 
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           (3) 

To obtain more accuracy information of localization, the 

measurement equation can be rewritten by the state 

augmentation method: 

                                  (4) 

where  means the localization 

information at the time k. Hence, the function needs to 

be expended as: 

                                                 (5) 

where . The joint posterior probability 

density function (PDF)  is 

considered to estimate the positions and velocities of AUV 

in the two directions.  means all 

measurement information acquired from the sensors from 

time 1 to k; denotes the predicted error covariance 

matrix at the discrete time k;  is the complete 

measurement information at discrete time k, but it is 

inaccurate to assume submit 

Gaussian distribution and the PDF is unknown.  Hence, the 

VB approach is used to find some independent distribution 

to approximate : 

 (6) 

and are chosen as inverse Wishart distribution. 

Set , 

 

and  . 

where  means the variable follows Gaussian 

distribution with  mean and covariance;   

means that the variable follows inverse Wishart distribution 

with n degree of freedom (DOF) and inverse scale matrix. 

Therefore, the core of the problem is to acquire the optimal 

results of state vector , measurement matrix  and 

the predicted error covariance matrix . Let 

, and the optimal solutions are 

defined: 

                  (7) 

where  means derivate the expectation of , which 

means all the elements in expect for  ; is a constant 

about . Set  =  and , and the optimal solutions 

can be derived: 

    (8) 

 (9) 

where means the dimension of state vector; means the 

dimension of output vector augmented. The results from (8)-

(9) are derived: 

            (10a) 

       (10b) 

 (11) 

The cubature points are calculated below: 

           (12) 

where  is ith column of matrix  ,  is n 

identity matrix. 

When  , the logarithm to the  is updated: 

  

  (13) 

where  ;
  

.  

 and  are calculated: 

                  (14) 

Define  ,   

and 

 .       

The predicted cubature points are calculated: 

     (15) 

The predicted measurement vector is calculated in (16). 

                      (16)
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and are calculated in (17)-(19). 

     (17) 

                                      (18) 

                      (19) 

The Kalman gain, state vector and covariance matrix are 

updated in (20)-(22). 

                                                    (20) 

        (21) 

           (22) 

The flowchart of the VBSE is given in Table Ⅰ. 

TABLE I. THE FLOWCHART OF THE PROPOSED ALGORITHM 

Input: , ,  

Time update: 

for t=tk-1: tk 

 

 
end 

Initialization:
 

, . 
Variational Bayesian measurement update: 

for l = 0: N 

Calculate and update  by using 

Eqs. (8) and (10a). 

Using the cubature points to update  and 

 by using Eqs. (9)-(10b). 

Update  and  at l+1th step. 

 

 

Using Eqs. (15)-(22) to update the  and 

at the l+1th step. 
end 

Output: ,  

 

The main contributions of this work are shown: 

(1) The position information is augmented in the 

measurement vector in order to acquire the more accurate 

position information for AUV in the discrete time. 

(2) The VBSE use the multi-model method based 

partitioned matrix to improve the algebraic precision 

efficiently. 

III. SIMULATIONS AND RESULTS  

The normalized process and measurement error covariance 
matrices are defined as and . The interval [0, 1] is 

divided into three parts approximately. Where [0, a] denotes 
the small effect on noise, [a, b] denotes the medium effect on 
noise, and [b, 1] denotes the large effect on noise. The true 
noise matrices are defined as follows: 

                                  (23) 

where , and represent the different probabilities 

of bringing the small, medium and large influences to the 

AUV, respectively. and  are set as two uncorrelated 

random numbers. The measurement noise matrix at the 
discrete time k is also defined. The interval [0, 1] is divided 
into three parts approximately, where [0, c] denotes the small 
effect on noise, [c, d] denotes the medium effect on noise, 
and [d, 1] denotes the large effect on noise. Where a, b, c, d 
are the parameters which is set in the interval. 

                   (24) 

The simulation results from time 1 to 120 with a process 
time step of 0.01s and observation sampling time of 1s, 
resulting in 120 sampling points. Choosing and as 

(25). The position of the measurement point is set as

. 

     (25) 

From Fig. 2, it is easy to find that the VBSE makes better 
performance than other three traditional algorithms. 
Moreover, to evaluate the different algorithms more 
accurately, the root mean squared error (RMSE) and average 
RMSE (ARMSE) are defined in (26)-(27): 

    (26) 

   (27) 

where , represents the true position of AUV at 

the discrete time k in x and y directions, respectively.  
To evaluate the robustness of the proposed VBSE 

algorithm, the Monte Carlo (MC)  approach is employed to 
compare the proposed algorithm with other traditional 
algorithms. The MC ARMSE is defined as follows: 

                         (28) 

where the number of simulations m is set equal to 20. 

 
Fig.2. The RMSE for different algorithms 

From TABLE Ⅱ and Fig. 3, it can be seen that the 
proposed VBSE has the lowest MC ARMSE, this 
phenomenon not only represents the VBSE has higher 
accuracy than other traditional algorithms, but also denotes 
that the VBSE has a good robustness. To further compare the 
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performance among those four algorithms, it can be seen 
form TABLE Ⅱ that VBSE reduces the MC ARMSE by 
about 91.60%, 85.15% and 85.02% compared with EKF, 
UKF and CKF, respectively. 

 

Fig. 3. MC ARMSE for different algorithms 

TABLE II. THE MC ARMSE IN MONTE CARLO EXPERIMENTS 

Algorithms EKF UKF CKF VBSE 

ARMSE (10-3m) 22.90 13.00 12.90 1.93 

  

IV. CONCLUSIONS 

The harsh marine environment inevitably makes the 
accurate positioning hard for MEMS grade navigation 
system carried in AUV. Moreover, the sample frequency of 
measurement update is one percent of the sample frequency 
of time update, so that it is not conductive to acquire the 
position of AUV with high accuracy. It is difficult to obtain 
the accurate state estimation for the traditional algorithms. 
The performance of the VBSE is evaluated from the 
perspectives of theory and simulations. It is drawn that the 
VBSE can determine the position of the AUV more 
accurately than the other three comparison algorithms, even 
if the measurement errors are changeable. The estimation and 
the error covariance matrix of states can be gained with 
higher accuracy by the VBSE. Moreover, not only are the 

accuracy and efficiency achieved by the VBSE, but also the 
VBSE has better robustness in the aspect of position 
estimation. 
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Abstract—For improving the navigation ability of the 

INS/CNS/GNSS system in the non-Gaussian noise environment, 

a novel navigation algorithm based on maximum correntropy 

generalized high-degree CKF (MCHCKF) is proposed. First, 

the INS/GNSS and INS/CNS systems obtain the sub-states by 

the MCHCKF algorithm, respectively. Then, according to the 

minimum variance criterion and cubature rule, the sub-state 

estimations are fused to get the global state. Finally, the superior 

performance of the proposed method is proved in the missile-

borne navigation simulation system. 

Keywords—INS/CNS/GNSS, high-degree CKF, navigation 

algorithm 

I. INTRODUCTION 

INS/CNS/GNSS system adopts Kalman filtering 
technology for data fusion mainly in two methods: the first is 
the centralized Kalman filter, the second is the decentralized 
Kalman filter [1]. The first filter can obtain optimal state 
estimation, but it has poor real-time and fault tolerance [2,3]. 
The second filter has small computation and good fault 
tolerance, so it has received extensive attention [4]. Meng et 
al. [5] proposed a UKF-based fusion method for 
INS/CNS/GNSS system. This algorithm overcomes the 
shortcomings of the federated Kalman filter and its improved 
algorithm and can obtain the global optimal state estimation. 
The above traditional centralized Kalman filter and 
decentralized Kalman filter have good performance under 
Gaussian assumption. However, the INS/CNS/GNSS system 
is easily influenced by the complex external environment, and 
the system measurement noise is non-Gaussian [6]. In this 
case, the performance of the centralized Kalman filter and 
decentralized Kalman filter will be seriously degraded [7,8]. 

The contribution of our article include the following: (1) 
To get the global optimal state for the INS/CNS/GNSS system 
under non-Gaussian measurement noise, and by following our 
previous work [9], a novel navigation algorithm based on 
MCHCKF is proposed; (2) The algorithm uses the MCHCKF 
to suppress the non-Gaussian noise so that the sub-navigation 
system obtains the optimal sub-state estimations; (3) 
According to the minimum variance criterion and cubature 
rule, the sub-state are fused to obtain the optimal global state. 

The structure of the rest is: INS/CNS/GNSS system model 
is introduced in Section Ⅱ; a novel INS/CNS/GNSS 

navigation algorithm is proposed in Section Ⅲ; In Section Ⅳ, 
experiments and analysis are presented. Finally, the 
conclusion is given in Section Ⅴ. 

II. INS/CNS/GNSS SYSTEM  

CNS INS GNSS

Sub-filter 1-

MCHCKF

Sub-filter2-

MCHCKF

INS/CNS/GNSS 

integrated navigation 

algorithm

Global optimal state estimation

Sub-state estimation -1 Sub-state estimation -2

 

Fig. 1. The model of INS/CNS/GNSS system. 

The model of the INS/CNS/GNSS system is shown in Fig. 
1. In this system, we adopt the error equations of INS as the 
state equation, the difference between the high precision 
velocity and position information provided by GNSS and the 
velocity and position information provided by INS is used as 
the measurement information of the INS/GNSS sub-system, 
the difference between the attitude output by CNS and the 
attitude output by INS is used as the measurement information 
of the INS/CNS subsystem. Finally, the proposed navigation 
algorithm is used to fuse the sub-state to compensate for the 
system errors of INS. 

Taking the launch coordinate system as the navigation 
system, and we can get the following state equation [9]. 

 1 1
x f(x ) v

k k k− −
= +  () 

In the INS/CNS sub-system, the difference of attitude 
angle between INS and CNS output is used as measurement, 
and the equation of measurement of the sub-system is, 

 1, 1 1k k= +z H x ω  ()

*Xiyuan Chen is the corresponding author. (e-mail: chxiyuan@seu.edu.cn). 
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where, 1 k,
z  represents the measurement vector; 

1
H  denotes 

the measurement matrix and 
1 3 3 3 12 

=H [I ,0 ] ; 

 
T

1 1 2 3
r r r=ω , ,  is the measurement noise and its variance is 

T

1 1 1
E =(ω ω ) R . 

In INS/GNSS sub-system, the differences of velocity and 
position between INS and GNSS output are served as 
measurements, and the equation of measurements of the sub-
system is, 

 2, 2 2k k= +z H x ω  () 

where, 2 k,
z  represents the measurement vector; 

2
H  denotes 

the measurement matrix and 
2 6 3 6 6 6 6  

=H [0 ,I ,0 ] ; 

T

2 4 5 6 7 8 9
r r r r r r =  ,

ω , , , ,  is the measurement noise and its 

variance is 
T

2 2 2
E =(ω ω ) R . 

III. INTEGRATED NAVIGATION ALGORITHM BASED ON 

MCHCKF 

The proposed navigation method for the INS/CNS/GNSS 
system in this paper is divided into sub-state estimation and 
global state optimal estimation. In the sub-state estimation 
process, we use the MCHCKF to constrain the non-Gaussian 

noise and obtain the optimal local state. For the i-th ( 1, 2)i =  

filter, the specific sub-state estimation process is described in 
our previous study [9]. 

After each subsystem complete the filtering based on 

MCHCKF, we can obtain the sub-state estimations i k k,x  and 

corresponding covariance matrix 
i k k,

P . Then, we obtain the 

global optimal state based on the principle of minimum 
variance and cubature rule: 

 
2

| , |

1

k k i k ki

i



=

= x β x  () 

Here, 
T

1 2
=β [β ,β ] , 

T
1 1 1

k k k k

− − −=      
| |

β E (E E) ,  
T

=E I I , 

I  represents the n-dimensional identity matrix, 

11 12

21 22
k k

 
=  

 
 |

P P

P P
, 11

P  is the state covariance obtained by 

the INS/CNS sub-system performing the local state estimation, 

22
P  is the state covariance obtained by the INS/GNSS sub-

system performing the local state estimation, 12
P  and 21

P

denote the covariance matrix between the estimated states of 
the subsystems, and they are approximated by the cubature 
criterion: 

2
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IV. SIMULATION EXPERIMENT AND RESULT ANALYSIS 

The algorithm we proposed is used in the missile-borne 
INS/CNS/GNSS simulation system and compared with the 
centralized filter algorithm and the pure INS algorithm. 

Firstly, we simulate the trajectory of the missile, which is 
shown in Fig. 2. The settings of the trajectory parameters 
follow the recommendations of [9], and the INS/CNS/GNSS 
system starts to work outside the atmosphere. The attitude 

error of the star sensor is 3 . The horizontal position error, the 

height error and the velocity error of the GNSS are 1m, 3m, 
and 0.05m/s, respectively. The constant noise of the gyros and 

accelerometer is 1 / h  and 100ug , respectively. The random 

noise of the gyros and accelerometer is 0.5 / h  and 50ug , 

respectively. 

 

Fig. 2. The trajectory of the missile. 

In the simulation, the initial state estimation, the 
corresponding state covariance, and the system noise variance 

are set to: 1 0 0 2 0 0= =, | , |x x 0 , 
2 2 2 -1 2

1 31 0 0 2 0 0

2 2 2 2

1 3 1 3 1 3

6 10 10 1 10

5 1 / 1 10

m s

m h g



  

 = = 



, ,
P P diag[( ') ,( ) ,( ) , ( / ) I ,

( ) I , ) I ,( ) I ]（
, 

-1 2 -1 2

-1 2 2 2 2

5 10 5 10

5 10 50 50 50

h h

h g g g  

=  



Q diag[(( ) / ) ,(( ) / ) ,

(( ) / ) ,( ) ,( ) ,( ) ]
. The measurement 

noise of each sub-system is non-Gaussian noise, which 
satisfies the following mixed-Gaussian noise distribution: 

Measurement noise of the INS/CNS sub-system:  
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Measurement noise of the INS/GNSS sub-system: 
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Figs. 3-5 show the navigation information error curves of 
the missile solved by the pure inertial system (INS), the 
proposed algorithm, and the centralized filtering algorithm 
based on CKF (CCKF), UKF (CUKF), EKF (CEKF). From 
the figure, we can see that the navigation information error of 
the INS shows a decentralized trend, and its accuracy is the 
worst compared with the other algorithms. This is mainly 
because of the errors of the INS accumulates over time. CCKF, 
CUKF, and CEKF algorithms overcome the shortcomings of 
the INS, and the attitude, velocity, and position errors of their 
solution show a convergent trend. However, since they are 
suboptimal filters based on the Gaussian assumption, their 
performance can’t achieve the desired effect under non-
Gaussian noise conditions. Compared with other algorithms, 
our algorithm has the best performance. The main reason is 
that the MCHCKF algorithm has better robustness to non-
Gaussian noise in the subsystem, and our algorithm can get 
the optimal global state according to the principle of minimum 
variance and cubature rule. 

 

(a) Yaw error 

 

(b) Pitch error 

 

(c) Roll error 

Fig. 3. Attitude error. 

 
(a) Velocity-x 

 
(b) Velocity-y 

 

(c) Velocity-z 

Fig. 4. Velocity error.
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(a) Position-x 

 
(b) Position-y 

 
(c) Position-z 

Fig. 5. Position error. 

 RMSES OF ATTITUDE ( )  

 INS CCKF CUKF Proposed CEKF 

Yaw 

angle 
834.42 4.6531 4.6537 1.3355 4.6538 

Pitch 

angle 
669.77 1.4088 1.4112 1.1067 1.4116 

Roll 

angle 
378.61 2.5029 2.5019 1.2966 2.5017 

 RMSES OF VELOCITY ( / )m s  

 INS CCKF CUKF Proposed CEKF 

x-

direction 
0.97 0.29393 0.29391 0.00831 0.29391 

y-
direction 

3.03 0.63482 0.63481 0.01012 0.63481 

z-

direction 
6.75 1.48029 1.48027 0.08402 1.48025 

 RMSES OF POSITION ( )m  

 INS CCKF CUKF Proposed CEKF 

x-

direction 
589.1 7.02879 7.02878 0.24441 7.02878 

y-

direction 
1662 20.88470 20.88468 0.69468 20.88467 

z-

direction 
4519 34.96098 34.96095 2.45839 34.96096 

The RMSEs of the navigation information gotten by the 
five algorithms in the 40s-1110s is shown in Tabs. Ⅰ-Ⅲ. From 
the table, we can see that the ability of our method is better 
than other algorithms in terms of attitude, velocity, and 
position accuracy, which also shows that our algorithm has 
good robustness to non-Gaussian noise. 

V. CONCLUSION 

To improve the performance of the INS/CNS/GNSS 

system in non-Gaussian noise conditions, a novel navigation 

algorithm based on the MCHCKF is presented. Firstly, we use 

the MCHCKF algorithm in the subsystem to suppress non-

Gaussian noise to get high-precision local state. Then, to get 

the global optimal state, we fuse the local state estimation 

according to the minimum variance and the cubature rule. 

Finally, the simulation experiment proves that our algorithm 

has good robustness under non-Gaussian noise conditions. 
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Abstract—To estimate the location of a low-frequency 

target in the complex environment of shallow seas, both real-

time properties and accuracy must be considered. In this 

paper, a multichannel information fusion method is proposed 

for estimating the location of a target based on a single vector 

hydrophone. First, a window signal fusion algorithm is 

proposed, which combines the EM algorithm to achieve 

adaptive signal extraction. The RNN used later realized the 

self-localization of the sound source. The results show that the 

fixed-dynamic window based on the steepest rising segment of 

Shannon entropy can divide a very short signal sample into a 

sufficient number of signal sets and the signal self-

replenishment based on the EM algorithm can further 

strengthen the characteristics of different signal segments on 

the basis of replenishing the signal. Compared with other 

networks, the RNN has the highest accuracy and stability for 

this type of location estimation of an acoustic source based on 

the time-domain signal. The experimental results indicate that 

in the shallow sea environment, this model only depends on a 

single vector hydrophone to collect signals and rapidly locate 

the acoustic source, and the error radius is controlled within 

1.5 m. 

Keywords— shallow sea, vector hydrophone, estimating the 

location, EM, RNN 

I. INTRODUCTION  

The shallow sea environment not only has the 
complicated characteristics of spatiotemporal variability 
and uncertainty, and the signal reflected from the shallow 
sea floor and human activity also cause the aliasing of target 
signals [1]. The current method and model of acoustic field 
modeling are not able to correctly describe the propagation 
law and propagation characteristics of low-frequency 
signals in the shallow sea. In addition, along with the 
development of denoising and stealth technology, the 
operating frequency band of ship sonar is approaching low 

frequency[2]. To improve the coastal security of shallow 
sea areas near the continental shelf, studies on the theory and 
method for estimation of frequency acoustic sources (targets) 
in the shallow sea environment have become hot research 
topics in various countries. 

The vector hydrophone can obtain the information of 
sound pressure and acoustic particle velocity in the ocean 
sound field at the same time and at the same point. It has the 
characteristics of dipole directivity and frequency 
independence. Therefore, a single vector hydrophone can 
accomplish the function that used to be realized only when 
multiple acoustic pressure hydrophone arrays are arranged 
[3]. Agarwal uses Iterative Adaptive Approach (IAA) to 
estimate the DOA and power of underwater acoustic 
emission signals using a single vector sensor, and it is found 
that the algorithm is robust to partial related or coherent 
sources in shallow sea conditions [4]. Zhao proposed an 
azimuth angle estimation method with a single acoustic 
vector sensor based on an active sonar detection system [5]. 
However, at present, the application of single vector 
hydrophone mostly needs to establish a complex 
mathematical model to realize DOA estimation, so it has a 
large dependence on the background information such as 
surrounding environment parameters, and cannot directly 
locate the location of sound source. 

Because neural networks have the advantages of self-
adaption, self-organization, and self-learning, they have 
been applied to the aspects of target identification, trend 
prediction, and trajectory tracking [6]. Kim and Jeong [7] 
determined the reference routes and navigation modes of 
ships through a radial basis function (RBF) network. Li, et 
al. [8] used the nonlinear autoregressive neural network 
(NARX) to predict ship movement trends based on a time 
sequence. In recent years, neural networks have been 
increasingly applied for marine ships; however, to our 
knowledge, previous studies have not focused on estimating 
the location of shallow sea targets. 

As a kind of neural network, recurrent neural network 
(RNN) has the characteristics of connecting neurons in the 
same layer and is more suitable for dealing with time series 
problems[9]. It has been widely used in text translation[10] 
and speech recognition[11]. 

In this paper, we propose a location estimation method 
that uses a fixed-dynamic window to fuse the signals, apply 
the EM algorithm to replenish the signal and use a RNN to 
estimate the location. Through a single vector hydrophone, *Xianbin Sun is the corresponding author. (e-mail: robin_sun@qut.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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this method can rapidly and accurately estimate the location 
of a frequency acoustic source (target) in a shallow sea 
environment. 

The model is data-driven, that is, the big data training 
model can replace the complex environment parameter 
setting, so that the model has a stronger adaptability. The 
real-time location of sound source in low parameter 
condition is realized. 

II. SIGNAL FUSION OF FIXED-DYNAMIC WINDOW 

A. Cross-spectrum Method  

As shown in Fig 1, the O-XYZ coordinate system is an 
absolute coordinate system and the o-xyz coordinate system 
is a relative coordinate system of the vector hydrophone, 
where the XOY plane is the sea level. Due to the problem of 
ocean current disturbance, sea floor unevenness, and 
manufacturing precision, a deviation angle likely occurs 
between the O-XYZ coordinate system and the o-xyz 
coordinate system. After propagation attenuation and 
mixing with ambient noise, the signal emitted by the 
acoustic source point P is received by the vector 
hydrophone at point Q. The signal channels received at 
point Q are the sound pressure signal p, the vibration 
velocity 𝑣𝑥 in the x-axis direction, the vibration velocity 𝑣𝑦 

in y-axis direction, and the vibration velocity 𝑣𝑧 in the z-axis 
direction. θ and φ are the pitch angle and the azimuth of the 
acoustic source relative to the vector hydrophone, 
respectively, and they take the xoy plane and the x axis as 0°, 
respectively. Because the acoustic source in the 
environment of this paper is a far-field acoustic source, the 
sound pressure is approximated to be of the same phase as 

the vibration velocity[12, 13]. 

 

Fig. 1. Acoustic source and the vector hydrophone  

The sound pressure equation is: 

𝑝(𝐫, 𝑡) = 𝐴ej(𝜔𝑡−𝐤∙𝐫)      (1) 

The relationship between sound pressure and acoustic 

particle velocity is: 

𝐯 = −
1

𝜌
∫ ∇𝑝 𝑑t   (2) 

In equations (1) and (2), 𝐫 is the vector diameter; 𝜔 is the 

acoustic wave frequency; 𝐤  is the wave vector; 𝜌 is the 

medium density; and 𝐴 is the plane wave sound pressure 

amplitude. Because the research situation in this paper is far-

field target estimation, where 𝑘𝑟 ≫ 10, acoustic impedance 

ratio 𝑍 ≈ 0, and phase difference is small. Therefore, it can 

be approximated that the sound pressure and the acoustic 

particle velocity are in phase. 

Each channel signal received by the vector hydrophone is 

assumed to be composed of effective signals (including non-

isotropic noise) and isotropic noise, which are represented by 

subscripts "𝑠" and "𝑛", respectively. 

Taking the 𝑥 axis direction as an example, there is equation 

(3) for the sound intensity 𝐼 and the acoustic particle velocity 

𝑣 , where the superscripted horizontal bar represents the 

mean value.           

𝐼�̅� = 𝑝(𝑡) ∙ 𝑣𝑥(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

[𝑝𝑠(𝑡) + 𝑝𝑛(𝑡)] ∙ [𝑣𝑥𝑠(𝑡) + 𝑣𝑥𝑛(𝑡)]

= 𝑝𝑠(𝑡) ∙ 𝑣𝑥𝑠(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   

 (3) 

Calculate the cross-correlation function of sound pressure 

𝑝 and acoustic particle velocity 𝑣 in the 𝑥 axis direction: 

𝑅𝑝𝑣𝑥
= ∫ 𝑝(𝑡)𝑝(𝑡 − 𝜏) cos 𝜃 cos𝜑d𝑡

𝑇

0
 (4) 

Because the signal collected by the hydrophone 𝑄  is a 

discrete signal, the cross-correlation function 𝑅𝑝𝑣𝑥
 in 

equation (4) is subjected to a fast Fourier transform to obtain 

a cross-spectrum function: 

𝑆𝑝𝑣𝑥
= 𝑆𝑝(𝑓) cos 𝜃 cos 𝜑  (5) 

Similarly, the cross-spectral functions of the sound 

pressures 𝑝, 𝑣𝑦, and 𝑣𝑧 are: 

𝑆𝑝𝑣𝑦
= 𝑆𝑝(𝑓) cos 𝜃 sin 𝜑  (6) 

𝑆𝑝𝑣𝑧
= 𝑆𝑝(𝑓) sin 𝜃  (7) 

Therefore, the target elevation angle 𝜃 and azimuth angle 

𝜑 are: 

𝜃 = arctan(
𝑆𝑝𝑣𝑧(𝑓)

√𝑆𝑝𝑣𝑥
2 (𝑓)+𝑆𝑝𝑣𝑦

2 (𝑓)
) (8) 

𝜑 = arctan(
𝑆𝑝𝑣𝑦(𝑓)

𝑆𝑝𝑣𝑥(𝑓)
)  (9) 

Combining equation (3-9), the vector hydrophone sound 

intensity 𝐼 can be calculated as: 

𝐼 ̅ = (𝐼�̅�𝑐𝑜𝑠θ𝑐𝑜𝑠φ + 𝐼�̅�𝑐𝑜𝑠θ𝑠𝑖𝑛φ + 𝐼�̅�𝑠𝑖𝑛θ) 

 =𝑝(𝑡) ∙ 𝑣𝑥(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ Re[𝑆𝑝𝑣𝑥]

𝑅𝑒[𝑆𝑝
2(𝑓)]

+ 𝑝(𝑡) ∙ 𝑣𝑦(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
Re[𝑆𝑝𝑣𝑦]

𝑅𝑒[𝑆𝑝
2(𝑓)]

+ 

 𝑝(𝑡) ∙ 𝑣𝑧(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ Re[𝑆𝑝𝑣𝑧]

𝑅𝑒[𝑆𝑝
2(𝑓)]

    (10) 

Equation (10) shows that a correlation occurs between 
the direction of arrival (DOA) of the sound intensity signal 
and that of the acoustic source signal and the sound pressure 
signal. When the track of the acoustic source (target) 
changes, its DOA and sound pressure both will change 
correspondingly, thus affecting the sound intensity signal. 
Therefore, the location of the target acoustic source can be 
estimated by analyzing the sound intensity signal. 
Meanwhile, Equation (3) indicates that a correlation occurs 
between the sound pressure signal and the vibration velocity 
signal of various directions; therefore, the multichannel 
sound pressure and vibration velocity signals can be fused 
into a single channel of sound intensity signal to achieve 
data compression and reduce the computation cost. 

B. Fixed-dynamic Window Based on Shannon Entropy  

Shannon entropy was initially proposed by Shannon, 
and it is a quantitative definition that describes a signal by 
relating it to energy. Shannon entropy not only indicates the 
amount of information needed to eliminate the uncertainty 
but also the amount of information likely contained by an 
unknown event. In this paper, Shannon entropy is defined 
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as the amount of information that is likely contained by an 
unknown event [14]. Its calculation formula is as follows: 

 𝑆ℎ𝑎𝑛𝑛𝑜𝑛(𝑋) = − ∑ 𝑝(𝑥𝑖) ∙ log𝑝(𝑥𝑖)𝑚
𝑖=1    (11) 

where 𝑥𝑖 is the possible value of a random event X. 

We introduce the concept of window overlap ratio η, 
which is a fixed value that means the coincidence degree 
between a fixed window 𝑊𝑓𝑖+1

 and its preceding dynamic 

window 𝑊𝑑𝑖
. The subscript of parameter i means that the 

parameter is under the i-th loop, and i=0 is the initial time 
moment. The sliding steps of the fixed-dynamic window are 
as follows: 

1) For the four-channel signals collected by the single 
vector hydrophone, p, 𝑣𝑥 , 𝑣𝑦 , and 𝑣𝑧 , the following 

quantities are specified: the length of fixed window 𝑙𝑓, the 

initial starting point of the window 𝑡𝑓0
, the window overlap 

ratio η, and the minimum length and maximum length of 
Shannon entropy 𝑙0 and 𝑙1, respectively. 

2) We use the fixed window 𝑊𝑓𝑖
 with the starting point 

of the window and the window length as 𝑡𝑓𝑖
 and 𝑙𝑓 , 

respectively, synchronously truncate the signals in the four 
channels, and fuse the signals in the window into an 
instantaneous sound intensity signal of equal length, 𝑊𝐼𝑖

. 

3) In the instantaneous sound intensity signal 𝑊𝐼𝑖
, we 

truncate the dynamic window 𝑊𝑑𝑖
 with length of 𝑙𝑠𝑖

 at the 

signal origin, and we can consider that the length of signal 
in this dynamic window is as short as possible under the 
premise of containing a sufficient amount of information. 
The specific procedures for the truncation of the dynamic 
window are as follows. 

 a) In the truncated instantaneous sound intensity 
signal 𝑊𝐼𝑖

, we begin with the starting point of the signal, 

calculate the Shannon entropy for the full length of the 
dynamic window and constitute the Shannon entropy signal 
𝑆𝐼𝑖

. 

 b) According to the derivative of 𝑆𝐼𝑖
, 𝑆𝐼𝑖

′ , we search 

for the steepest rising segment of 𝑆𝐼𝑖
, mark the length as 𝑙𝑠𝑖

, 

and then proceed to step 4. 

 c) If we could not find the steepest rising segment 
in 𝑆𝐼𝑖

, we can consider the signal in this fixed window  𝑊𝐼𝑖
 

as the invalid signal or noise signal and mark the length as 
𝑙𝑠𝑖

. We need to conduct the following two judgments: 

⚫ If 𝑆𝐼𝑖
 is small, we consider this signal as an 

invalid signal and take 𝑙𝑠𝑖
= 𝑙0. 

⚫ If 𝑆𝐼𝑖
 is large, we consider this signal is a 

noise signal and take 𝑙𝑠𝑖
= 𝑙1. 

4) Return to the second step, use the signal overlap ratio 
η to update the starting point 𝑡𝑓𝑖+1

  of the fixed window 

𝑊𝑓𝑖+1
, and repeat the calculation. 

Fig 2 shows the flow chart for the combined sliding of 
the fixed window and the dynamic window. Through the 
combined sliding of the fixed window and the dynamic 
window, we can achieve the information fusion of 
multichannel signals and divide the very short signal into 
signal segments that contain sufficient information amount, 

which improves the real-time performance of subsequent 
procedures. 

 

Fig. 2. Combined sliding of the fixed window and the dynamic window  

C. EM Algorithm  

The EM algorithm is a parameter estimation method 
suitable for situations with missing data. Because its every 
iteration is composed of an expectation step (E Step) and a 
maximization step (M Step), it can be described as an 
iterative optimization strategy [15]. The basic idea is to 
estimate the value of the model parameter when the initial 
value of missing data is given, and then estimate the value 
of missing data according to the parameter value. Then, 
according to the estimated value of missing data, we again 
update the parameter value and repeat the iteration until 
convergence. 

The specific description is as follows: let Z express the 
missing data, i.e., not observed data, and X express the 
observed data, which are called incomplete data. We define 
the sum of the missing data Z and the incomplete data X as 
the complete data Y, and X is the function of Y. The 
following relationship is observed: 

[L(θ) = ln p (X|θ) → max] ⇒ [θ → θ∗]  (12) 

L(θ) = L(x1, ⋯ , xn; θ) = ∏ p(xi; θ)𝑛
𝑖=1           (13) 

  θ = {ui, σi
2}   (14) 

where 𝑝(X|θ) is the probability density function of the 
observed dataset, 𝑝(X|θ) is the probability density function 

of the complete dataset, and ui  and σi
2  are the mean and 

deviation of the probability density function, respectively. 

The maximum likelihood function L(θ) is solved to 
search for θ in the parameter space Θ under the situation of 
fixed sampling points {𝑥1, ⋯ , 𝑥𝑛}  to maximize the 
likelihood function: 

𝜃∗ = arg max𝜃∈Θ 𝐿(𝜃)                                    (15) 

Because 𝐿(𝜃) and 𝑙𝑛 𝐿(𝜃) take the extreme value at the 
same θ, the logarithmic likelihood function is as follows: 

     

 ln(𝐿(𝜃)) = ∑ ln 𝑝 (𝑥𝑖; 𝜃)𝑛
𝑖=1  (16) 

The maximum likelihood estimation of θ, θ*, can be 
solved from the following equation: 

  
𝑑

𝑑𝜃
ln 𝐿 (𝜃) = 0   (17) 

Therefore, Equation (9) can be written as follows:
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𝐿(𝜃) = ∑ ∑ 𝑄𝑖(𝑧(𝑖)) ln
𝑝(𝑥(𝑖),𝑧(𝑖);𝜃)

𝑄𝑖(𝑧(𝑖))𝑧(𝑖)𝑖       (18) 

𝑄𝑖(𝑧(𝑖)) = 𝑝(𝑧(𝑖)|𝑥(𝑖); 𝜃)   (19) 

By combining Equations (18) and (19), we can obtain 
Equation (20) at the t-th iteration: 

𝐿(𝜃(𝑡+1)) = ∑ 𝑙𝑛

𝑖

∑ 𝑄𝑖(𝑧(𝑖))

𝑧(𝑖)

𝑝(𝑥(𝑖), 𝑧(𝑖); 𝜃(𝑡+1))

𝑄𝑖(𝑧(𝑖))
 

                = ∑ ln𝑖 (𝐸 [
𝑝(𝑥(𝑖),𝑧(𝑖);𝜃)

𝑄𝑖(𝑧(𝑖))
] 

         ≥ ∑ ∑ 𝑄𝑖(𝑧(𝑖))

𝑧(𝑖)

𝑝(𝑥(𝑖), 𝑧(𝑖); 𝜃(𝑡+1))

𝑄𝑖(𝑧(𝑖))
𝑖

 

 ≥ ∑ ∑ 𝑄𝑖(𝑧(𝑖))𝑧(𝑖)
𝑝(𝑥(𝑖),𝑧(𝑖);𝜃(𝑡))

𝑄𝑖(𝑧(𝑖))𝑖 = 𝐿(𝜃(𝑡))(20) 

Equation (20) can be viewed as the process to calculate 
the lower limit of L(θ). Through the continuous iteration, we 
increase its lower boundary until parameter θ takes the 
maximum θ*, and the lower boundary L(θ(t)) converges to 
near the likelihood function L(θ) when the iteration 
terminates. 

The specific procedures are as follows: 

1) Let the number of iterations be t=0, and initialize the 
parameter vector θ(0). We calculate the initial maximum 
likelihood function L(0)(θ). 

2) Step E: from θ(t), we can obtain 𝑄𝑖
(𝑡)

(𝑧(𝑖)). This step 

ensures that when θ(t) is given, the equal sign of Equation 
(19) is established to establish the lower boundary of L(θ(t)). 

3) Step M: fix 𝑄𝑖
(𝑡)

(𝑧(𝑖)) , and let θ(t) represent the 

variable to calculate the derivative of L(θ(t)) in Step E. 
Equation (20), we obtain θ(t+1). 

4) If there is |L(θ(t+1)) − L(θ(t))| ≤ ε , then the 

iteration ends, and in particular, the threshold εis the given 
small value. Otherwise, let 𝑡 = 𝑡 + 1 and return to Step E. 

D. Recurrent Neural Network  

The premise of traditional neural networks such as ANN 
(Artificial Neural Network) and CNN (Convolutional 
Neural Network) is that each element in the network, 
including the input and output of the network, is 
independent of each other. But in practical applications, 
because many factors are interconnected, traditional neural 
networks cannot handle these problems well[16, 17]. This 
paper uses a recurrent neural network RNN (Recurrent 
Neural Network) based on time series. Compared with the 
shortcomings of the other networks where the information 
flow can only achieve one-way propagation, the network 
adds a step of back propagation[9]. This propagation 
method improves the sensitivity of the RNN network to time, 
that is, every decision made will be affected by the residual 
information at the previous moment. 

In Fig 3, U, W, and V are all the weight matrices of the 
RNN, and they respectively represent the connection 
between the input neural element x and the hidden neural 
element S, the self-recurrent connection of the hidden neural 
element S, and the connection of the hidden neural element 
S and the output neural element O. The left panel is the RNN, 

and the right panel is the calculation diagram for the 
unfolding of the RNN. 

 

Fig. 3. Diagram for the calculation of the recurrent neural network (the 

input sequence of x value is projected to the corresponding sequence of 

the output y).  

At any time t, the forward propagation has the following 
update equation: 

 st = f( Uxt + Wst−1 + bt ) (21) 

ot = Vst + c   (22) 

𝑦𝑡 = 𝑔(𝑜𝑡) = 𝑔(𝑉𝑠𝑡 + 𝑐)       (23) 

where st can be considered the memory at time t, and it 
is related to the memory at the previous time moment st−1; 
f is the activation function of the hidden element; g is the 
output activation function; and b and c are the offset vectors 
of parameters. In particular, the deviation between 𝑦𝑡  and 
the actual value is the cost function L(t). 

In the back-propagation process of Fig 3, this network 
has the following gradient update equations: 

∇𝑐𝐿 = ∑ (
𝜕𝑜𝑡

𝜕𝑐
)

T

𝑡 ∇𝑜𝑡
𝐿   (24) 

∇𝑏𝐿 = ∑ diag(1 − (𝑠𝑡)2)∇𝑠𝑡
𝐿𝑡   (25) 

∇𝑉𝐿 = ∑ (∇𝑜𝑡
𝐿)𝑠𝑡

T
𝑡    (26) 

∇𝑊𝐿 = ∑ diag(1 − (𝑠𝑡)2)(∇𝑠𝑡
𝐿)𝑠𝑡−1

T
𝑡  (27) 

∇𝑈𝐿 = ∑ diag(1 − (𝑠𝑡)2)(∇𝑠𝑡
𝐿)𝑥𝑡

T
𝑡  (28) 

We can see from Equations (20-28) that the output value 
of the RNN 𝑦𝑡  is related to the previous input values 
𝑥𝑡 , 𝑥𝑡−1, 𝑥𝑡−2, ⋯ ; therefore, this network can achieve the 
mutual connection of output and input elements based on 
the time sequence through forward propagation and back 
propagation. 

E. Overall framework of this model  

In this paper, we first propose the concept of fixed-
dynamic window based on the steepest rising segment of 
Shannon entropy. Fig 4 shows the flow chart. 

 

Fig. 4. Flow chart of the model.
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That is, the fixed window slides synchronously in 
various signal channels, and the cross-spectrum method is 
used to obtain the instantaneous sound intensity of the target. 
Then, a self-adaptive dynamic window is established based 
on Shannon entropy to truncate the steepest rising segment 
of Shannon entropy in the sound intensity signal. Through 
this fixed-dynamic window, adequate information can be 
embedded in a signal that is as short as possible. The EM 
algorithm is then used to achieve the self-replenishment of 
the truncated signals, which makes the replenished signals 
have the same length for the ease of the subsequent 
calculations and amplifies the characteristic differences 
between various signals to improve the resolution. Finally, 
after training the RNN on a large number of samples, we 
can accurately estimate the target location for the given 
received signal.  

III. EXPERIMENT  

The data in this paper were obtained from a see-saw 
experiment in a shallow sea area of the South China Sea on 
August 2, 2018, and the acoustic source signal was a 
mixture of low-frequence signals at 23 Hz, 27 Hz, 33 Hz, 39 
Hz, and 42 Hz. The acoustic source (target) moves at the 
low velocity of 4 km/h at the 5 m depth underwater, and the 
real-time position and track are given by a GPS signal. The 
single vector hydrophone was deployed at 65 m depth 
underwater, and the sampling frequency was 1,024 Hz. 

A. Experiment of EM Algorithm  

For the comparison, we use the deletion method, zero 
imputation, mean imputation, and KNN method to replenish 
the unknown data, and the signal set used by all the 
imputation algorithms is the same.  

To quantify the imputation effect of different methods 
on the truncated signal, we introduce the following indexes: 
signal evenness (Evenness), signal similarity (Structural 
Similarity Index, SSIM), the average distance of various 
signal segments in the signal set Ω, and the useful degree of 
signal (Useful). In particular, the signal evenness is used to 
determine the noise level of the signal, the signal similarity 
is used to judge the similarity degree between the 
replenished signal and the complete signal, and the average 
distance of signal is an index that judges the difference of 
different signal segments within the signal set: 

𝐸𝑣𝑒𝑛𝑛𝑒𝑠𝑠(𝑋) = √∑ (𝑥(𝑖+1)(𝑗) − 𝑥(𝑗))
2

𝑀−1  

   (29) 

  SSIM(x, y) =
(2μxμy+C1)(2σxy+C2)

(μx
2+μy

2+C1)(σx
2+σy

2+C2)
  (30) 

 Ω =
∑ ∑

(𝑥(𝑖+1)(𝑗)−𝑥(𝑖)(𝑗))
2

𝑀
𝑀
𝑗

𝑁
𝑖

𝑁
    (31) 

where M and N are the number and signal length of 
signal segments contained in this signal set SY, respectively, 
x is the replenished signal, y is the true signal, ux is the mean 
of x, uy is the mean of y, 𝑥(𝑖)(𝑗) is the jth sampling point of 

the i-th signal segment in signal set SY, σx
2 is the variance of 

x, σy
2 is the variance of y, σxy is the covariance of x and y, 

and C1 and C2 are two constants. 

Shannon entropy reflects the amount of information 
contained by this signal segment as well as the noise degree 
of this signal segment. For the convenience of 

comprehensive comparison, we combine Equations (7) and 
(29) to propose the concept of a useful component (Useful) 
in the signals of the sample set.   

𝑈𝑠𝑒𝑓𝑢𝑙(𝑆𝑌) =
𝑆ℎ𝑎𝑛𝑛𝑜𝑛(𝑆𝑌)

𝐸𝑣𝑒𝑛𝑛𝑒𝑠𝑠(𝑆𝑌)
−

1

𝑁
∑

∑ 𝑝(𝑥(𝑖)(𝑗))∙log 𝑝(𝑥(𝑖)(𝑗))𝑀
𝑗

√∑ (𝑥(𝑖+1)(𝑗)−𝑥(𝑗))2
𝑀−1

𝑁
𝑖

   (32) 

Table I shows that although the deletion method can 
increase the distance between individual signal segments to 
some extent, the information contained by the signal 
segment will be reduced and the useful component in the 
signal is significantly lost. Compared with the deletion 
method, the zero imputation method is worse because it 
reduces the distance between different signal segments and 
increases the difficulty in identification. By using mean 
imputation, all indexes are good, and it is better than the 
deletion method and zero imputation. For the KNN method, 
the distance between signals reaches the maximum 
(compared with all methods except for the deletion method), 
but the useful signal amount is significantly less than that of 
mean imputation. For the EM method, all indexes are good 
compared with the other methods except for the relatively 
low distance between signal segments, and it improves the 
useful component of signal compared with the complete 
signal. 

TABLE I.  RESULTS OF DIFFERENT INTERCEPTION METHODS 

Imputation 

method 
𝛀 

Shannon 

entropy 

Evenness Useful SSIM 

Complete 
signal 

0.42 49.47 6.16 9.18 1 

Truncated 

signal 

0.44 19.67 5.17 4.41 NA 

Deletion 
method 

0.45 19.96 5.03 4.58 NA 

Zero 

imputation 

0.19 20.78 5.42 4.29 0.02 

Mean 

imputation 

0.25 41.48 5.38 8.84 0.06 

KNN 0.31 29.49 7.26 4.37 NA 

EM 0.24 45.94 5.34 9.68 0.08 

The goal for the replenishment of the truncated signal in 
this paper is to simplify the complexity degree of subsequent 
procedures and improve the computation speed. For the 
approximation degree of the replenished signal to the 
original signal, there is no excessively high requirement; 
therefore, the EM method is selected for the replenishment 
of the truncated signal. 

B. Sound Source Position Estimation Experiment  

We divide the sample set of the signal segment after 
performing EM imputation into a training set, a validation 
set, and a test set, and we use the RNN to estimate the 
location of the acoustic source. The network structure is the 
6×1×1 three-layered network structure. The training results 
are Fig.5. 

Fig 5 shows that the performance of RNN is satisfactory 
for estimating the location of the shallow-sea acoustic 
source. The output trajectory of the training set can fairly 
well fit the real motion track after many iterations, and there 
is only partial small deviation between the estimated 
trajectory of the verification set and that of the test set and 
the real trajectory of motion. The estimate can still be 
considered to have extremely high accuracy. In particular, 
for the azimuth estimate, the RNN can control the error to 
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within ±0.05°. For the distance estimate, the error is ±0.2 m. 
These results could be related to the ability of the vector 
hydrophone to estimate the azimuth of the acoustic source 
but inability to estimate the distance of the acoustic source. 

 

Fig. 5. RNN training results.  

To compare the estimation results of different networks 
on the acoustic source location, we introduce the back 
propagation (BP) network, RBF networks, TDNN, and 
NARX model to compare with the RNN adopted in this 
paper. The number of layers, the number of neural elements 
in the hidden layer, the training set, and the test set are the 
same for all the neural networks, and the final target for the 
training of different neural networks are the same. Fig 6 
shows the comparison of training results for different 
networks, and Fig 7 shows the deviation between the test 
results of different networks and the real results. 

By combining Figs 6 and 7, we can see that in the 
azimuth and distance estimates of the acoustic source 
(target), the performance of all networks reaches the 
applicable requirement. In particular, the RNN performs the 
best while the RBF network is the worst. The estimated 
location by the RBF network almost does not change with 
the varying trend. The performance of the TDNN follows, 
and its training time is longer than that of the other networks. 
For the NARX network, except for the shorter training time 
in comparison with the TDNN, the performance of various 
indexes is poor. Therefore, in the estimation model of 
acoustic source (target) location in the shallow sea, the RNN 
is more suitable than the other networks. After the training, 
it can control the accuracy of target location within 1.5 m, 
which could be related to the correlation between the signal 

received at a certain point by the vector hydrophone and the 
signal within a certain time-domain radius of this point 
because the feedback propagation design of RNN complies 
more with this description. 

 

 

Fig. 6. Computation results of the test set for different networks.  

 

Fig. 7. Deviation between the test results of different networks and the 

real results.. 

IV. CONCLUSIONS  

In this paper, we propose a model for estimating the 
location of shallow-sea acoustic sources based on the 
truncation of signals with a fixed-dynamic window, 
replenishment of the signal with the EM algorithm, and 
training and estimation by the RNN. This model only needs 
to use a single vector hydrophone to collect signals from the 
acoustic source and achieves the fusion of four-channel 
signals through the fixed window, and it then uses the 
dynamic window to truncate the signal. Due to the problem 
of different lengths of truncated signals, the EM algorithm 
is used to achieve the self-replenishment of truncated 
signals. At last, for the replenished signal, the RNN is used 
for the training and estimation. The experimental results led 
to the following conclusions. 

1) In comparison with the traditional acoustic source 
estimation model that needs to deploy a complicated vector 
hydrophone array to receive signals, this acoustic source 
estimation model only needs to adopt a single vector 
hydrophone to collect signals. 
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2) Through the fixed window, the scalar signal of sound 
pressure and the vector signal of vibration velocity are fused 
into a single-channel sound intensity signal, which to some 
extent eliminates the influence of posture changes of the 
vector hydrophone itself and environmental noise in the sea. 
By truncating the signal with the dynamic window, the 
length of the signal can be shortened as much as possible 
and the size of the sample set can be increased under the 
premise that the signal in the window contains a sufficient 
amount of information. 

3) In comparison with the deletion method, zero 
imputation, mean imputation and KNN, the EM algorithm 
has a better comprehensive performance in the self-
imputation of missing data. 

4) In comparison with the BP network, RBF network, 
TDNN, and NARX network, the time sequence-based RNN 
is more suitable for this kind of dynamic acoustic source 
location estimation problem that is time dependent. Its 
predictions are more accurate, and the performance is more 
stable. 

However, in this paper, we only estimate the location of 
a low-velocity acoustic source (single target) in the shallow 
sea environment, and for the identification and tracking of 
high maneuvering targets and multiple acoustic sources 
(multi targets), further studies need to be conducted. 
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Abstract—Because the spacecraft in orbit are exposed to 

intense solar radiation, it will be affected by factors such as 

cosmic rays and high-energy particles, causing its material 

surface to be charged and damaged. And compared to the 

various currents captured on the surface of the spacecraft, when 

the incident energy is higher than the photoelectric threshold, 

the damage of the emitted photocurrent to the material is more 

serious. Because of the significant threat of particle radiation to 

the charged protection and operational life of spacecraft 

material, this paper studied the test method of photoelectron 

emission yield (PEEY) and developed the corresponding system. 

During the test, firstly, a deuterium lamp and a vacuum 

ultraviolet (VUV) monochromator are used to generate light. 

After splitting, it uses a focusing and collimating device to 

modulate the light into a parallel beam. Secondly, we use a 

photodiode to detect the incident light flux to obtain the number 

of incident photons. Thirdly, the collection plate is applied to 

realize the useful collection of electrons emitted from the 

material surface. The response current is read by electrometer 

with high accuracy and low noise. Finally, the ratio of the 

number of photoelectrons to the incident photons at a single 

wavelength is calculated to obtain the PEEY. The result shows 

that the minimum detectable range of the PEEY of the gold is 

10-2 ~ 10-4 el/ph. under VUV radiation, and the reliability of the 

system is proved by comparative with the literature. 

Keywords—ultraviolet light, photoelectron, PEEY 

I. INTRODUCTION 

The orbiting spacecraft will be irradiated by the high-
energy cosmic rays, solar wind particle, and plasma in the 
space environment, and excessive charging will cause 
electrostatic discharge, internal charging of the material. Its 
energy will exceed the threshold of photoemission. As a result, 
photoelectron emission and secondary electron emission 
occur, affecting the stable and reliable operation of the 
spacecraft, and even causing its failure [1]. Photoelectron 
emission yield (PEEY) is one of the critical factors, and it 
influences the electrification of the spaceship. There was a lot 
of researches in the field of PEEY abroad. The European 
Space Agency has realized photoelectron emission 
characteristics of a variety of space conductor materials at 
incident photon energy range of 5-25 eV. It includes work 

function, reflectivity, PEEY, and photoelectron flux of 
material. And also discussed methods for controlling of 
photoemission [2]. Tokyo Metropolitan University and JAXA 
jointly designed a test system for the photoelectron emission 
coefficient under long-pulse VUV irradiation based on a D2 
discharge light source and the construction of a vacuum outer 
narrowband filter [3]. Dowell of Stanford Linear Accelerator 
Center in the United States deduced the mathematical 
probability model of PEEY through the three-step theory of 
photoemission and compared it with his experimental results, 
which showed a high consistency [4]. In China, Chen Yu from 
Xi'an Jiaotong University used an S2D2 vacuum ultraviolet 
light source in the range of 115 nm ~ 400 nm to measure the 
photoemission properties of the 200nm thick Au coating on 
glass and CMG-100AR solar cell cover glass. Their 
photoelectron emission yield curves were also given [5]. 

In the test of PEEY, considering the attenuation and loss 
of vacuum ultraviolet (VUV) during the transmission process, 
a deuterium lamp with high output stability and a high-
resolution monochromator is used to generate and split the 
light source. We use a photodiode to measure the incident light 
flux and design a photoelectron collecting device. This 
research is not only helpful for analyzing the charged model 
of spacecraft materials, but also can improve its operational 
stability and life, and play a guiding role in the design process 
of the spacecraft structure. 

II. THEORETICAL BASIS 

In December 1886, Hertz, a German physicist, discovered 
the photoelectric effect in the experimental study of 
electromagnetic waves. After Thomson discovered the 
electron in 1897, Leonard found in his experiments that the 
particles produced by the photoelectric emission were 
electrons, called photoelectrons. However, Einstein received 
the Nobel Prize for his quantum theory of photoemission 
published in 1903. It took over 50 years before a 
comprehensive understanding of the photoemission process 
was obtained [6,7,8]. 

When light hits the surface of the material, there are three 
phenomena of reflection, transmission, and absorption. And 
the light absorbed by the material will produce the internal 
photoelectric effect and the external photoelectric effect, 

* Yu Chen is the corresponding author. (e-mail: chenyu@xjtu.edu.cn).      
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photoemission belongs to the external photoelectric effect. 
Photoemission yield Y(hυ) is defined as the number of 
photoelectrons excited by each incident photon under a given 
photon energy hυ. That is, the PEEY is the production 
contributed by all photoelectrons with different energies [9]. 

                                   ( ) ele

pho

N
Y h

N
 =                                   （1） 

Among them: Nele is the number of emitted electrons on 
the surface material; Npho is the number of photons incident on 
the surface material. The interpretation of PEEY is based on 
the three-step photoemission model of Spicer [10]. It provided 
a beneficial description for the primary and practical 
applications of the photoemission process. Considering 
photoemission as three continuous steps: a) Light transition: 
electrons in a solid material absorbed the energy of the 
incident photon and were excited to a higher energy state. b) 
Transport of excited electrons to the surface: the excited 
electrons were scattered by electron-electrons, electron-
phonons, and electron-impurities in the transport process, and 
electron-electron scattering is dominant. c) Electron escape 
through the potential surface barrier: the excited electrons 
migrate to the surface after being scattered; only by 
overcoming the potential surface barrier can they escape from 
the solid into the vacuum and become free electrons. 

III. EXPERIMENT PROCEDURE 

A. Measurement System 

The Measurement system is composed of a VUV 
monochromatic light generation module, a continuous 
spectrum module, and a PEEY test module, Which includes a 
deuterium lamp, monochromator, an optical system, 
ultraviolet detector, vacuum chamber, sample stage, and 
displacement stage. The test device is composed of a sample 
chamber and an analysis chamber. Each section has 
independent vacuum acquisition and detection functions. The 
schematic diagram of the PEEY test system is shown in the 
Fig.1. 

 

Fig. 1. PEEY measurement system. 

A deuterium lamp with high stability is used as an 
ultraviolet light source in this paper. Its wavelength range is 
115-400nm, and its brightness is six times higher than the 
commonly used deuterium lamp (L2D2). The light from the 
source is mainly focused through the reflector so that its 
divergence angle matches the incident angle of the 
monochromator. The filter is used to filter the ultraviolet light 
produced by second-order diffraction. 

 

We used the monochromator for spectrophotometry. The  
light is projected onto the concave grating of the 
monochromator and exits in the form of concentrated light. As 
the grating rotates, monochromatic light of different 
wavelengths is emitted in turn, which is then collimated into 
parallel light by the collimator, maintaining the intensity of the 
emitted light. Aperture is a circular device with a hole for 
adjusting the size of the emission spot after the light source is 
collimated. Silicon photodiode is used to measure the incident 
light flux with an effective area of 100 mm2 and a dark current 
of (typical value) 2nA. 

B. Measurement Principle and Condition  

The measurement principle of the PEEY is as follows. The 
ultraviolet light emitted by the deuterium lamp is decomposed 
into monochromatic light of different wavelengths by a 
monochromator. The aperture control diameter of the incident 
spot after the monochromatic light is collimated. The sample 
to be tested is irradiated with monochromatic light of different 
wavelengths. The collecting device collects the 
photoelectrons emitted from material to obtain the 
photoelectron current. At the same time, the photocurrent 
signal of the standard photodiode is tested under the same 
conditions. Then the two current signals are converted and 
compared to obtain the PEEY of the sample to be tested. 

Before the test, the sample surface should be kept clean to 
simulate the material used in real space. This paper guarantees 
the surface flatness by spraying gold on stainless steel. And 
held at room temperature for some time and cleaned of surface 
dust with rubber air before being placed in a vacuum system. 
Clean the sample thoroughly with an ion gun. An electric 
shielding device is used to avoid the escape of photoelectrons 
and the interference of stray electrons. 

TABLE I.  CHARACTERISTIC PARAMETERS OF TEST SYSTEM 

Indicator System Parameter 

Deuterium lamp Hamamatsu L11798 

Silicon photodiode AXUV-100G 

Monochromator Model 234/302 

Bias voltage 
Collector 10 V; 

Sample 0 V 

Target material Metal material 

Sample coating thickness >100 nm Au coating 

Sample size 30 mm ×30 mm× (0.1-1) mm 

System vacuum Up to 10-4 Pa 

Three-dimensional sample stage X, Y, Z 

Sample stage drive range XY=±10 mm, Z=100 mm 

Four-dimensional test stage X, Y, Z, R 

Test stage drive range 
XY=±15 mm, Z=400 mm, 

R=0-85º 

C. Experiment Procedure 

First, we use a standard photodiode to measure the number 
of photons. The light emitted by the deuterium lamp is split 
through the monochromator and irradiated on the photodiode 
in the vacuum chamber, and obtain current value through the 
ammeter. The number of incident photons np is acquired from 
the ratio of the light power to the incident energy.  



150 

( )
( )

( )

k

k

I
P

S





=                               （2） 

P(λ) is the incident light irradiation power, Ik(λ) is the 
photocurrent measured by the photodiode (minus the 
background noise current), and Sk(λ) is the spectral sensitivity 
of the photodiode (obtained from the manufacturer's standard 
table). 
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Ep is the incident photon energy, h is Planck's constant, υ 
is the frequency of light waves, and c is the speed of light. 
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np is the number of incident photons on the surface of the 
material per unit time. 

The photodiode and the sample are installed on the four-
dimensional displacement platform. By adjusting the 
coordinates of the displacement platform, the photodiode and 
the model are positioned at the same position in the optical 
path in turn. Because the photodiode is sensitive to light, the 
observation window on the wall of the vacuum chamber is 
blocked from sunlight during the test, and the vacuum gauge 
in the vacuum chamber is closed. 

 

Fig. 2. Schematic diagram of photodiode and sample installation. 

Secondly, the gold-plated samples were irradiated at 

different wavelengths in the wavelength range of 120-210 nm 

incident light. An electronic acquisition device is designed, 

and a bias voltage is applied to the device. Using the principle 

that electrons move in the opposite direction of the electric 

field, photoelectrons are collected on the collecting device. 

The photoelectron current is read out with a 6517B 

electrometer.  
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ne is the number of photoelectrons emitted per unit time on 
the sample surface. I (λ) is the photoelectron.  

In the vacuum chamber, a bias voltage is applied to the 
collector plate to realize the significant collection of 
photoelectrons from the surface materials. The collector plate 
consists of copper foil, polyethylene insulation, and a support 
frame. The middle hole of the collecting plate is 10 mm, 
placed in the center of the optical path. And close to the 
sample so that incident light can pass through. The copper foil 
and the support frame are insulated by polyethylene, and the 
lead is drawn by coaxial cable through a flange on the vacuum 
chamber. The schematic diagram is shown in the figure. 

 

Fig. 3. Photoelectron collection device. 

Finally, we obtain the PEEY by the ratio of the number of 
photoelectrons to the number of photons. All tests are carried 
out under vacuum conditions of 10-3 Pa and higher. 
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IV. RESULT ANALYSIS 

This article tests the PEEY of the gold-plated sample on 
the surface of stainless steel with a deuterium lamp under the 
radiation wavelength of 120-210 nm. The sample size is 30 
mm × 30 mm × (0.1-1) mm. A circular collection plate device 
is used to collect the emitted photoelectrons on the surface of 
the sample. We use photodiode to test the number of incident 
photons. The following table shows the original test data of 
photodiode and gold at incident wavelengths of 125 nm, 130 
nm, 140 nm, 160 nm, and 210 nm. 

TABLE II.  TEST DATA 

Wavelength 

（nm） 

Photodiode current

（nA） 

Sample current

（pA） 

125 11.3 142.7 

130 9.3 71.7 

140 11.2 51.8 

160 44 49.2 

210 1.7 0.4 

 

Fig. 4. The number of photons. 

Fig. 4 shows the measurement results of the photodiode of 

the photon number in the wavelength range of incident light 

from 120 to 210 nm. We can see from the figure that the 

number of photons reaches the maximum when the 

wavelength of incident light is about 160 nm.
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Fig. 5. The number of photoelectrons. 

Fig.5 shows the measurement results of the 

photoelectrons. We apply a voltage of 10 V to the collection 

plate to collect the photoelectrons emitted from the surface of 

the sample. In this paper, we obtain the photoelectron current 

from the sample stage. Because ideally, the current measured 

on the sample table and the collector plate would be the same. 

 

Fig. 6. PEEY comparison between experiment and literature of gold. 

In Fig. 6, the red line shows the PEEY of the gold-plated 

sample experimentally. The black line is the result of gold 

material published by B. Feuerbacher of the European 

Organization for Space Research in 1972 [2]. The range of the 

PEEY of the gold is 2.7×10-2 ~ 1.2×10-4 el/ph. By the test, B. 

Feuerbacher measured 1.3×10-2 ~ 4×10-5 el/ph. As can be seen 

from Fig. 6, the PEEY presents an overall downward trend 

within the test wavelength range. The reason is that with the 

increase of wavelength, the energy of incident light decreases, 

the energy absorbed on the surface of the material, and the 

probability of excited emission of internal electrons also 

decreases, so the PEEY decreases. 

To analyze the two curves, B. Feuerbacher prepared the 

samples by placing the gold in the form of an evaporative film 

on glass and exposing it to the atmosphere for at least a few 

days. The incident photon flux was monitored with a 

calibrated aluminum detector near-normal incidence (7.5°), 

using a normal incidence grating monochromator and a DC 

capillary discharge. In this paper, we combine the deuterium 

lamp and monochromator to realize the generation and 

splitting of the light source, and a standard silicon photodiode 

to test the incident light flux. It is mounting the photodiode 

and the tested sample on a four-dimensional displacement 

platform in the vacuum chamber. Through electric control, 

we place the photodiode and the model in the same position 

of the incident light path to complete the measurement of 

incident light flux and photoelectron current. The traditional 

measurement method of quantum efficiency adopts the 

double-light path method. The incident light comes out from 

the monochromator, and it is divided into two paths by the 

spectroscope. One way irradiates the photodiode, and the 

other way illuminates the sample to be tested. It is difficult to 

calculate the error introduced by the transmission and 

reflection of the spectroscope under different incident light. 

The test method in this paper ensures that the radiation flux 

received by the photodiode and the sample is equal, reduces 

the error introduced by the beam splitting, and improves the 

accuracy of the quantum efficiency test results and the 

accuracy of the test system. Although the test band in this 

paper is consistent with B. Feuerbacher, the test method and 

equipment are different, so there are some differences in the 

test results. Through comparison, we found that the overall 

trend of the two curves is consistent, and the fluctuation is 

small, thus proving the reliability of the test system. 

V. CONCLUSION  

In this paper, we develop a PEEY test system for metal 
materials in the space environment by using the method that 
places the photoelectric detector and sample in the same plane. 
The system can work in a vacuum environment to collect the 
current signals of photodiode and gold coating samples under 
VUV irradiation. The PEEY of the gold coating under 
ultraviolet irradiation is obtained by processing and analyzing 
the collected signals. The test method proposed in this paper 
improves the accuracy of the test results and the precision of 
the test system. It lays a foundation for the research 
mechanism of metal materials under space environment 
irradiation. 
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Abstract—In the study of secondary electron emission, this 

paper first uses the Furman model to classify secondary 

electrons into three types of electrons and model them 

separately. Second, the Monte Carlo simulation process of the 

model is realized. In the process of establishing Monte Carlo 

simulation, a single particle model is used, and the energy 

spectrum distribution of the entire model is presented based on 

the superposition of a large number of single-particle 

distributions. Thirdly, several sets of experiments on the 

corresponding energy spectrum distribution data obtained 

under different incident energies of one electron and different 

incident angles were carried out. Then, discuss the relationship 

between the secondary electron yield and the incident angle and 

energy of the primary electron, and quantitatively analyze the 

relationship between the secondary electron yield and the 

incident electron angle and incident energy. Finally, the 

relationship between the incident electron energy and incident 

angle and the secondary electron emission yield was compared 

and verified. 

 

Keywords—Secondary electron yield, Furman model, energy 

spectrum distribution, Monte Carlo 

I. INTRODUCTION 

Secondary electron emission testing technology has 
critical applications in many fields, such as aerospace and 
scanning electron microscopy. When the spacecraft is in space, 
it will be affected by the plasma environment of various 
charged particle streams. At this point, the spacecraft surface 
will accumulate charge and produce discharge, affecting the 
success of the mission. 

Koons et al. studied the causes of satellite losses caused 
by the space environment over the past 25 years. Studies have 
shown that electrostatic discharge (ESD) accounts for 54.2% 
of all satellite accidents. Because of the above reasons, it is 
necessary to study the spacecraft charging caused by 
radioactive radiation and plasma environment, and the 
secondary electron emission is an essential parameter of the 
satellite surface charging [1]. 

Secondary electron emission (SEE) is usually the most 
critical factor affecting the current balance of charged 
particles in the space environment, which enables the charging 
of spacecraft in space plasma [2]. The spacecraft flying in 
orbit is affected by the flow of various charged particles in the 

space plasma environment. At this time, the surface of the 
spacecraft will accumulate charges and generate discharges. 
The main hazards include the short circuit of the spacecraft's 
power supply and distribution system and breakdown of 
components, thus affecting the smooth completion of the 
spacecraft mission. When the surface of a spacecraft in a space 
environment is charged, its final equilibrium potential 
depends on the balance between incident electrons, ions, 
surface photoelectron emission, backscatter current, and 
leakage current.  

II. SECONDARY ELECTRON EMISSION MODEL 

A. Basic Theory 

Two important physical quantities often used in the 
experimental research of the secondary electron emission 
process are secondary electron emission yield and emission 
energy spectrum. 

Secondary electron emission yield is the average number 
of secondary electrons excited by each incident electron, and 
it is an important parameter to measure the ability of 
secondary electron emission. The calculation formula of this 
physical quantity is as follows: 

 
𝛿 =

𝐼𝑠

𝐼0
 

 

(1) 

 

Where, 𝐼0  is the incident electron current, 𝐼𝑠   is the 
secondary electron current, that is, the current formed by 
the secondary electrons emitted from the surface. 

The classical secondary electron emission yield is shown 

in Fig.1. As the incident energy increases, 𝛿first increases to 

the maximum value 𝛿𝑚 and then decreases. The energy of the 
incident electron corresponding to 𝛿𝑚 is denoted as 𝐸𝑚. 

 

Fig. 1. Classic secondary electron emission coefficient diagram. 
*Yu Chen is the corresponding author. (e-mail: chenyu@xjtu.edu.cn). 
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When electrons with certain incident energy bombard the 
sample surface, the energy distribution formed by the 
secondary electrons coming out of the sample surface is called 
the secondary electron energy spectrum distribution. 

B. Furman Model 

The Furman model divides the secondary electrons into 

three types of secondary electrons. When the stable 

current  𝐼0 of electrons hits the surface, part of the elastic 

emission forms currently  𝐼𝑒, and the rest is incident into the 

material. Some of these electrons are scattered from one or 

more atoms inside the material and reflected back, these are 

scattered electrons, and the corresponding current is called  𝐼𝑟. 

The remaining electrons interact with the material to produce 

true secondary electrons, and the corresponding current is 

called  𝐼𝑡𝑠 [3]. 

1) Elastic Scattering Electron Model 

The experimental data show that at vertical incidence, the 

following formula can be given (𝜃0 = 0∘):  

Elastic electron emission coefficient: 

𝛿𝑒(𝐸0, 0) = 𝑃1,𝑒(∞) + (𝑃1,𝑒 − 𝑃1,𝑒(∞)) 𝑒
−

(|𝐸0−�̂�𝑒|/𝑤)
𝑝

𝑝

                                       (1) 

The probability density function of Elastic Electrons: 

𝑓1,𝑒 = 𝜃(𝐸)𝜃(𝐸0 − 𝐸)𝛿𝑒(𝐸0, 𝜃0)
2𝑒

−
(𝐸−𝐸0)2

2𝜎𝑒
2

√2𝜋𝑒𝑟𝑓(
𝐸0

√2𝜎𝑒
)
  (2) 

2) Scattering Electron Model 

The experimental data show that at vertical incidence, 

the following formula can be given(𝜃0 = 0∘): 

Emission factor: 

𝛿𝑟(𝐸0, 0) = 𝑃1,𝑟(∞) (1 − 𝑒
−(

𝐸0
𝐸𝑟

)
𝑟

)  
(4) 

The probability density function of scattered electrons: 

𝑓1,𝑟 = 𝜃(𝐸)𝜃(𝐸0 − 𝐸)𝛿𝑒(𝐸0, 𝜃0)
(𝑞 + 1)𝐸𝑞

𝐸0
𝑞+1  

(5) 

Where, 𝑃1,𝑟(∞) represents the inelastic backscattering 

coefficient when electrons are incident perpendicularly and 

the incident energy tends to infinity, 𝐸𝑟  and r determine the 

changing trend of the inelastic backscattered electron 

emission coefficient at normal incidence, and 𝑟1  and 

𝑟2 determine the influence of the angle on the inelastic 

backscattered electron emission coefficient, The role of the 

𝜃(𝑥)  function is to ensure that the value in the brackets is 

non-negative, thereby determining the variable range. 

Satisfy the normalization condition, 

 ∫ 𝑑𝐸𝑓1,𝑟
𝐸0

0
(𝐸) = 𝛿𝑟(𝐸0)  (6) 

3) True Secondary Electron Model 

The energy and angle dependence of  𝛿𝑡𝑠(𝐸0, 𝜃0) are 

well fitted experimentally by the approximate universal 

scaling function 𝐷(𝑥) , and the expression  𝐷(𝑥) is: 

 𝐷(𝑥) =
𝑠𝑥

𝑠−1+𝑥𝑠  (7) 

For spectral functions, the following assumptions are 

made: 

 
𝑓𝑛,𝑡𝑠 = 𝜃(𝐸)𝐹𝑛𝐸𝑝𝑛−1𝑒

−
𝐸

𝜀𝑛  
(8) 

 𝐹𝑛
𝑛 =

𝑃𝑛,𝑡𝑠(𝐸0)

( 𝑛
𝑝𝑛

𝛤(𝑝𝑛))
𝑛

𝑃(𝑛𝑝𝑛,
𝐸0
𝜀𝑛

)
 

(9) 

Where, 𝑝𝑛, 휀𝑛is the phenomenon parameter, they have no 

actual physical meaning. 

True secondary electron emission coefficient:  

 
𝛿𝑡𝑠(𝐸0, 𝜃0) =

�̂�𝑡𝑠(𝜃0)

𝐷 (
𝐸0

�̂�(𝜃0)
)

 
 

(10) 

4) Probability of Launch 

        Even if 𝛿𝑒  and  𝛿𝑟  are constrained to satisfy  𝛿𝑒 +

𝛿𝑟 ≤ 1, 𝑃1 can exceed 1 and   𝑃0 can become negative.  For 

example, when  𝛿𝑡𝑠 ≥ 1.2 and 𝛿𝑒 + 𝛿𝑟 ≥ 0.5,   a violation 

of the basic probability attribute may occur, which is easy 

to see in practice. Another definition of the emission 

probability of guaranteed probabilities 𝑃0 ≥ 0 and 𝑃1 ≤ 1 

is to consider the probability per unit of penetrating 

electron current instead of per unit of incident electron 

current. The current that can be used to produce true 

secondary electrons is  𝐼0 − 𝐼𝑒 − 𝐼𝑟 . Therefore, according 

to the permeation current yield is:  

 𝛿𝑡𝑠
′ =

𝐼𝑡𝑠

𝐼0−𝐼𝑒−𝐼𝑟
=

𝛿𝑡𝑠

1−𝛿𝑒−𝛿𝑟
  

(11) 

The yield of the secondary electron can be expressed 

by probability as follows: 

 𝛿𝑡𝑠
′ = ∑ 𝑛𝑃𝑛,𝑡𝑠

′∞
𝑛=1   

(12) 

The emission probability of N secondary electrons 

produced by one incident electron can be obtained: 

 

{

𝑃0 = (1 − 𝛿𝑒 − 𝛿𝑟)𝑃0,𝑡𝑠
′

𝑃1 = (1 − 𝛿𝑒 − 𝛿𝑟)𝑃1,𝑡𝑠
′ + 𝛿𝑒 + 𝛿𝑟

𝑃𝑛 = (1 − 𝛿𝑒 − 𝛿𝑟)𝑃𝑛,𝑡𝑠
′ , 𝑛 ≥ 2

 

 

(13) 

 

 

 

It can be defined that 𝑃𝑛,𝑡𝑠
′  satisfies Poisson 

distribution: 

 
𝑃𝑛,𝑡𝑠
′ =

𝛿′𝑡𝑠
𝑛

𝑛!
𝑒−𝛿𝑡𝑠

′
, 0 ≤ 𝑛 < ∞  

 

(14) 

C. The Calculation Steps 

The establishment of the Monte Carlo simulation based 

on the Furman model helps to understand the entire 

secondary electron emission process and the formation of 

the energy spectrum in more detail. The Monte Carlo 

simulation steps of the Furman model can be divided into 

four steps: 

step1: Record the energy of the incident electron 𝐸0, the 

angle between the incident electron and the normal of the 

material surface 𝜃0  ; 

step2: According to Furman's calculation formula, 

substitute the formula of 3 kinds of electrons to calculate the 

output yield of the 3 kinds of electrons; 

step3: Using the Monte Carlo method, generate a random 

number of (0,1), obey the uniform distribution, and determine 

the number of secondary electrons generated; 

step4: Returns to start the calculation of the next electron. 
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III. EXPERIMENTAL SIMULATION AND ANALYSIS 

A. Energy Spectrum Curves at Several Incident Energies  

 The energy spectrum distribution of the secondary 

electron has essential research significance and has become 

an effective method for the analysis of the surface structure 

of the material and the study of surface physics. This article 

focuses on the relationship between the energy spectrum 

distribution of the secondary electron and the incident energy 

and angle of incidence. 

 

Fig. 2. The secondary electron energy spectrum with a sample number of 

10000 and incident energy of 270 eV. 

 

Fig. 3. Secondary electron energy spectrum with 20000 samples and 150 

eV incident energy. 

The numerical calculation results show the distribution 

characteristics introduced in Chapter 1. The reason why the 

number of samples is lower when the energy is low is that the 

program is based on a certain energy interval. The energy 

spectrum distribution curve here is normalized by area.  

 

Fig. 4. Secondary electron energy spectrum with a sample number of 4000 

and the incident energy of 80 eV. 

 

 

Fig. 5. Energy spectrum curves at several incident energies. 

It can be observed that as the incident energy increases, 

the distribution probability density of secondary electrons in 

the high-energy part decreases, and the low-energy part 

increases. Combining this experiment and the characteristics 

of the secondary electron emission yield curve, analyze the 

reason for this problem: at low energy, since the energy of the 

incident electron is low, the internal secondary electrons 

generated are also less, so the secondary electron emission 

yield is relatively small, so the energy spectrum distribution 

presents the characteristics of a relatively small proportion of 

low-energy parts. When the energy increases, the internal 

secondary electrons excited inside the solid increase, and the 

total secondary electron emission yield increases. When the 

energy continues to increase, the incident depth of the 

incident electron becomes larger. Because the distance of the 

internal secondary electrons moving to the solid surface 

becomes longer, the distance becomes longer, and the energy 

loss becomes larger with the increase, so the secondary 

electron emission yield curve appears with the characteristic 

of increasing first and then decreasing, there is a maximum 

secondary electron emission yield. 

B. Energy Spectrum Curves at Different Incident Angles 

The incident angle of incident electrons has a relatively 

large impact on SEY. Therefore, in the process of numerical 

simulation research, the impact of angle changes on SEY 

must be considered. 

 

Fig. 6. Energy spectrum curves at several incident angles. 
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Fig. 7. The relation curve between the secondary electron emission 

coefficient and the electron incident angle. 

 

Fig. 8. Second electron emission factor.  

As shown in Fig.6, the incident angle has less influence 

on the energy spectrum curve than the incident energy has on 

the energy spectrum curve. 

As shown in Fig.7, the secondary electron emission 

yield increases slowly in the range of 0 to 30 degrees. As the 

angle increases, the increasing speed becomes faster and 

faster, and that's because when the angle goes up, the depth 

of the electron goes down, so more electrons can generate 

internal secondary electrons in the area with a smaller 

incident depth. These internal secondary electrons can escape 

to the surface of the material. Therefore, as the incident angle 

increases, the secondary electron emission coefficient 

increases. However, as the incident angle increases, the 

electrons will escape to the surface of the material before they 

can generate more internal secondary electrons in the future, 

so the emission yield of the secondary electrons becomes 

smaller. 

C. Calculation and Comparison of Secondary Electron 

Emission Coefficient with Experimental Data 

As shown in Fig.8, in the energy range of 160eV to 

270eV, the secondary electron emission yield calculated by 

the model is in good agreement with the experimental results. 

At lower energies, there is a large error. This error may be 

due to insufficient Monte Carlo calculations and may be due 

to the test conditions of the experiment. 

IV. CONCLUSIONS 

This article focuses on the Monte Carlo simulation of the 

Furman model. The Monte Carlo simulation using the 

Furman model is used to calculate the secondary electron 

emission yield and compare it with the experimental results. 

In the energy range of 160eV to 270eV, the calculated 

secondary electron emission coefficient is in good agreement 

with the experimental results. The influence of incident 

energy and incident angle on the energy spectrum distribution 

of secondary electrons and the secondary electron emission 

coefficient was explored. The conclusion is that incident 

energy has a more significant influence on the energy 

spectrum distribution of secondary electron emission, and the 

incident angle has little influence on the energy spectrum of 

secondary electrons. The influence of the distribution is not 

apparent, and a theoretical analysis of the obtained results is 

made. It is found that the distribution density of the secondary 

electrons in the high energy part decreases with the increase 

of the incident energy and increases in the low energy part. 

The secondary electron emission yield is the most 

commonly used physical quantity to characterize the 

secondary electron properties of materials. Therefore, the 

research results of this article exploring the influence of 

incident electron energy and incident electron angle on the 

secondary electron emission coefficient have important 

application significance. 
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Abstract— In the theoretical calculation of the photoemission 

yield spectrum of space metal materials, the mathematical 

model is found based upon three steps process of photoemission 

combined with the metal free-electron gas model. We take Cu 

as an example, the variation of photoemission yield spectrum 

caused by the electric field with different field strength and 

different incidence angle is calculated. This paper shows that 

the regions of quantum efficiency of Cu and Au when the 

materials are in the vacuum, under certain conditions, are 

respectively calculated between 8×10-8 and 2.6×10-3, 8.53×10-6 

and 3.8 × 10-3, corresponding to the regions of incident 

ultraviolet wavelength are respectively between 138nm and 

287nm,108nm and 249nm. Its quantum efficiency decreases 

with the increase of incident wavelength. The greater the 

intensity of the applied electric field, which is perpendicular to 

the copper surface, the greater the value of the calculated 

copper yield spectrum. The greater the angle formed by the 

incident ultraviolet light with the copper surface, the smaller 

the value of the calculated copper yield spectrum. 

Keywords—space metal materials, photoemission, yield spectrum 

I. INTRODUCTION 

For solving the problem of surface electrification caused 
by solar ultraviolet radiation during the orbit of the spacecraft, 
it is essential to study the factors affecting the surface 
electrification of the exposed materials of the spacecraft. In 
terms of space material properties, the photoelectron emission 
yield spectrum is an important parameter that affects the 
charging level. Metal is one of the important materials for 
spacecraft, and the calculation of its yield spectrum is of great 
significance for the simulation of the surface charging of the 
spacecraft and the overall design of the spacecraft. Therefore, 
this thesis carried out the numerical calculation and influence 
analysis of the photoelectron emission yield spectrum of 
metal materials under vacuum ultraviolet light irradiation. 

This paper mainly discusses the three-step process of 
photoelectron emission proposed in the literature [1] and 
interprets it as a mathematical probability model, as well as 
the quantum efficiency calculation model proposed in the 
literature [2,3], which is based on the three-step process and 
derived by introducing the metal free-electron gas model. The 
efficiency calculation model is applied to the calculation of 
the photoelectron emission yield spectrum of copper and gold 
materials in the vacuum in this paper. We take the copper 
material as an example, and the influence of the applied 
electric field and incident angle on the photoelectron emission 
yield spectrum is analyzed. 

II. CALCULATION MODEL OF PHOTOELECTRON EMISSION 

YIELD SPECTRUM 

A. Photoelectron Emission Yield Spectrum 

The photoelectron emission yield spectrum is an important 

indicator for judging the difficulty of charging spacecraft 

materials, and its calculation method is the key research 

object of this paper. Therefore, we must first explain the 

definition of photoelectron and photoelectron emission yield 

spectrum. 

The definition of photoelectron: when light radiates to the 
surface of the material, the electrons in the material absorb 
incident photons and become excited electrons, and the free 
electrons that escape the surface of the material become 
photoelectrons. 

For the photoelectron emission yield spectrum of a 
material, the following definition needs to be made in this 
thesis: For the same material, under the same conditions, its 
surface is irradiated by the same wavelength of the incident 
light, and each incident photon can excite the surface of the 
material. The number of photoelectrons is the quantum 
efficiency of the material, and the function of quantum 
efficiency with different wavelengths (or with different 
incident photon energies) is the photoelectron emission yield 
spectrum. Its mathematical expression can be expressed as: 

( )
( )

( )

e

p

n
QE

n





=                   (1) 

where QE (λ) is the photoelectron emission yield 
spectrum of the material, ne is the number of excited 
photoelectrons, np is the number of incident photons, and λ is 
the wavelength of the incident light. For the calculation of the 
photoelectron emission yield spectrum, the above definition 
is mostly used in the calculation of experimental results.  

B．Three-step Process of Photoelectron Emission 

For the calculation of the photoelectron emission yield 
spectrum, the above definition is mostly used in the 
calculation of experimental results, but for the theoretical 
calculation, it is unable to meet the requirements. Therefore, 
we need to start from the physical process of photoelectron 
emission and establish a mathematical model for theoretical 
calculations. 

As for the physical process of light irradiating the surface 
of the material to make the electrons in the material escape 
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the surface of the material and become free electrons, the 
main model basis at this stage is the three-step photoelectron 
emission process proposed by Spicer [1] in 1958: 

1) The process in which photons are incident on the 
surface of the material and are absorbed by the electrons in 
the material so that the electrons are excited; 

2) The process of the excited electrons being transported 
to the surface of the material, and energy loss processes such 
as phonon-electron scattering and electron-electron scattering 
should be considered; 

3) The process in which the excited electrons cross over 
the surface barrier and then escape from the surface of the 
material to become free electrons. 

C. Calculation Model of Photoelectron Emission Yield 

Spectrum 

Regarding the calculation of the photoelectron emission 

yield spectrum, the three-step model of photoemission by the 

physical process of photoemission can be considered to be 

converted into a probability problem. The quantum 

efficiency the probability of an incident photon causing the 

electrons in the material to absorb the photons and becoming 

excited electrons, which can maintain sufficient energy 

during the process of transporting to the material surface, and 

finally can cross over the material surface barrier and become 

free electrons. The function of quantum efficiency with 

respect to wavelength is the photoelectron emission yield 

spectrum. Therefore, based on the above analysis, it can be 

concluded that the photoelectron emission quantum 

efficiency can be converted into the probability of an electron 

experiencing all these three steps in the photoelectric 

emission process. According to the analysis, the following 

mathematical probability model is derived: 

1 2 3=QE P P P                (2) 

where QE represents the quantum efficiency of 

photoelectron emission, P1 represents the probability that 

electrons in the material absorb incident photons and become 

excited electrons; P2 represents the probability that the 

excited electrons can maintain sufficient energy during the 

process of transport to the material surface; P3 represents the 

probability that excited electrons can escape from the surface 

of the material and eventually become free electrons. 

III. NUMERICAL CALCULATION OF PHOTOELECTRON 

EMISSION YIELD SPECTRUM OF SPACE METAL MATERIALS 

A．Calculation Model of Metal Photoelectron Emission 

Yield Spectrum 

The mathematical model for calculating the quantum 
efficiency of the photoelectric emission of the material is 
obtained above. For the derivation of the photoelectron 
emission yield spectrum equation, the mathematical model  
for calculating the quantum efficiency needs to be derived as 
a function of the wavelength change of the incident light 
according to the specific material. 

Here, from the discussion and derivation in the literature 

[2,3], it can be known that the establishment of the 

mathematical probability model of the photoelectron 

emission yield spectrum of space metal materials is based on 

the theoretical model of metal free-electron gas and also 

considers the Fermi-Dirac electron statistical distribution, the 

electron-electron scattering process, and the electrons at the 

interface of the metal and vacuum The effect of the exit angle 

on the photoelectron emission, and through some reasonable 

assumptions and simplifications, the calculation expression of 

the photoelectron emission yield spectrum of space metal 

materials is finally deduced. The Eq.(2) can be derived as the 

following Eq.(3) 
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Where QE represents the quantum efficiency, R 

represents the reflectivity of the material, λopt  represents 

the incident depth of light,  Em represents specific energy 

above the Fermi level, φ represents work function, and EF  

represents the Fermi level of the metal material. The above 
equation is used to calculate the yield spectrum of space metal 
materials in this paper.  

B. Numerical Calculation of Yield Spectrum of Space Metal 

Materials 

Here, copper materials and gold materials are selected as 

the metal materials for this photoelectron emission yield 

spectrum calculation. Through recent reports and materials, 

the parameter values used in this calculation are shown in 

Table 1 below: 

TABEL I. THE CALCULATION PARAMETERS OF THE PHOTOELECTRON 

EMISSION YIELD SPECTRUM OF COPPER AND GOLD MATERIALS: 

Parameters Cu Au 

EF 7.0eV 5.53eV 

φ 4.31eV 4.81eV 

R [4] [5][6] 

λopt [4] [5][6] 

Em 8.6eV 8.6eV 

λe-e 2.2nm 2.2nm 

 

For the calculation of the photoelectron emission yield 

spectrum of gold and copper materials, since the calculations 

are made for space metal materials, the external medium is 

the vacuum, considering that the external electric field of the 

material is 0MV/m, the temperature is much lower than room 

temperature, and the incident wavelength is considered to be 

the ultraviolet band. Therefore, the photon energy range of the 

incident light is selected to be 4eV-12eV (corresponding to 

the wavelength range of the incident light is 100nm-300nm), 

and the angle between the incident light and the material 

surface is 90 degrees, that is, vertical incidence. Under such 

external conditions, the calculation parameters of the two 

metal materials referred to in Table 1 are brought into Eq.3, 

and the software MATLAB is used to program the calculation 

and draw the calculation curve, as shown in Figure 1. 

The calculation results indicate that the regions of 

quantum efficiency of Cu and Au when the materials are in 

the vacuum, under certain conditions, are respectively 

calculated between 8×10-8 and 2.6×10-3, 8.53×10-6 and 

3.8×10-3, corresponding to the regions of incident ultraviolet 

wavelength are respectively between 138nm and 
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287nm,108nm and 249nm, and its quantum efficiency 

decreases with the increase of incident wavelength. 

 

（a）Calculation curve of yield spectrum with wavelength as horizontal axis 

 

（b）Yield spectrum curve with photon energy as the horizontal axis 

Fig. 1. Calculation curve of photoelectron emission yield spectrum of copper 

and gold 

IV. ANALYSIS OF THE INFLUENCE OF SPACE METAL YIELD 

SPECTRUM CALCULATION 

A. Analysis of the Influence of External Electric Field on  

Calculation of Space Metal Yield Spectrum 

For the influence of the external electric field on the 

photoelectron emission yield spectrum of metal materials, it 

is necessary to first consider the potential barrier on the metal 

surface in more detail. According to Schottky auxiliary 

electric field emission theory, considering the influence of 

Coulomb force and applied electric field, the potential barrier 

on the metal surface can be expressed by the following Eq. 4: 
1/2

3

schottky

04

x
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e E
   



 
= − = − 

          (4) 

Where, φeff represents the effective work function that 

takes into account the influence of the mirror image force 

caused by the electron leaving the metal surface and the 

effect of the applied electric field, φ is the original work 

function, and φ schottky is the Schottky work function 

mentioned above. Ex is the electric field strength of the 

externally applied electric field, e is the element charge of 

1.6 × 10-19C, ε0 is the vacuum dielectric constant of 

8.8542×10-12F/m. 

 

Fig. 2. Photoelectron emission yield spectrum curves of copper materials 

under external electric fields with different field strengths 

As shown in Figure 2, the photoelectron emission yield 

spectrum curve of the copper material shows an overall 

upward trend with the increase of the applied electric field 

strength. This verifies that under certain external conditions, 

the field strength of the same metal material increases from 

0MV/m to 50MV/m with the applied external electric field 

at the same incident wavelength, and known from Schottky 

auxiliary electric field emission theory, the barrier height of 

the metal surface continues to decrease. As a result, the work 

function continues to decrease, and the excited electrons that 

absorb photons inside the metal material are more likely to 

escape from the surface and reach the vacuum to become free 

electrons, thereby increasing the quantum efficiency of the 

material. 

B．Analysis of the Influence of Incident Angle on 

Calculation of Space Metal Yield Spectrum 

The incident angle of the light will affect the probability 

of the light being reflected when it radiates to the metal 

surface, thus affecting the final calculation result of its yield 

spectrum. First, use the Fresnel equation to find the 

polarization direction perpendicular to and parallel to the 

plane composed of the light incident direction and the normal 

line of the metal surface, as shown in Eq. 5: 
2
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Where Rs is the reflectivity of the polarization direction 

perpendicular to the surface, and Rp is the reflectivity of the 

polarization direction parallel to the surface. n1 is the 

refractive index of the original medium, n2 is the refractive 

index of the incident medium, and θ1 is the incident angle. 

At the same time, since the calculated light source is the 

ultraviolet band in the sunlight, it is natural light, so the light 

intensity in each polarization direction is the same, so the 

total reflectance calculation is shown in Eq.6: 

s

2

pR R
R

+
=

                  (6) 
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At the same time, since the original medium where the 

incident light is located in the vacuum, the refractive index 

n1 can be set to 1. For the incident metal material, copper 

material is selected. Due to the need to consider its light 

absorption properties, its refractive index n2 is a complex 

refractive index, n2=n+ik, where n is the real refractive index 

of the material, and k is the extinction coefficient of the 

material, and both values will vary with the material The 

wavelength of different incident light changes, which in turn 

affects the reflectivity of the material. Secondly, the Eq.5 for 

calculating the complex refractive index is still applicable 

and only needs to be regarded as the square of the complex 

modulus of the final calculation result. 

 

Fig. 3. The reflectivity of the copper material vs. the incident angle when the 

incident wavelength is 220nm 

 

Fig. 4. Variation of photoelectron emission yield spectrum of copper at 

different incident angles 

For the same copper material in the vacuum, the same 

wavelength (that is, the same complex refractive index, select 

the complex refractive index n=1.18119, k=1.93297 of 

copper at a wavelength of 220nm), the reflectivity change 

caused by combining Eq.5 and Eq.6, use MATLAB 

programming calculation and drawing; for the same material 

in the vacuum, different wavelengths (different complex 

refractive index), the changes in the photoelectron emission 

yield spectrum of metal materials caused by the combination 

of Eq.5, 6 and 3, and the remaining parameters are 

determined as above consistent, use MATLAB programming 

to calculate and plot. The calculation and drawing results are 

shown in the figure above. 

It can be seen from Fig. 3 that the increase in incident angle 

leads to a sharp rise in reflectivity in the region greater than 

60 degrees, which causes a rapid decline in the photoelectron 

emission yield spectrum in Fig.4 in the same region. It can 

be seen from the Fig.4 that as the incident angle increases, 

the quantum efficiency of copper has a decreasing trend at 

the same wavelengths, and the rate of decrease is also getting 

faster. The physical meaning of the calculation result is: as 

the angle of incidence increases, the reflectivity shows an 

upward trend, the absorption rate of the incident photon by 

the copper material decreases, and the probability that the 

valence electrons inside the copper material which can 

absorb photons and become excited electrons decreases. This 

causes a decline in the photoelectron emission yield spectrum 

curve as the incident angle increases.   

V. CONCLUSION 

This paper indicates that the regions of quantum efficiency 

of Cu and Au when the materials are in the vacuum, under 

certain conditions, are respectively calculated between 8×10-

8 and 2.6×10-3, 8.53×10-6 and 3.8×10-3, corresponding to the 

regions of incident ultraviolet wavelength are respectively 

between 138nm and 287nm,108nm and 249nm., and its 

quantum efficiency decreases with the increase of incident 

wavelength. The applied electric field perpendicular to the 

copper surface, the greater the intensity of the electric field, 

the greater the value of the calculated copper yield spectrum; 

the greater the angle formed by the incident ultraviolet light 

with the copper surface, the smaller the value of the 

calculated copper yield spectrum. 
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Abstract—When a spacecraft is operating in space orbit, the 

phenomenon of secondary electron emission will occur under 

the influence of charged particles in space, causing the surface 

of the spacecraft to charge, and long-term accumulation will 

cause damage to the spacecraft and its instruments. In response 

to the needs of spacecraft live protection and life evaluation, this 

paper has researched the secondary electron emission yield 

spectrum test technology of space materials and completed the 

development of the test system. Firstly, we use an electron gun 

with an energy range of 0-2000eV, a beam current of 1nA-10μA, 

and a minimum beam spot diameter of 0.5mm to achieve stable 

electron beam current in the secondary electron emission 

coefficient measurement system in this paper. Secondly, the 

vacuum system uses mechanical pumps, molecular pumps, and 

sputtering ion pump, so that it can reach a vacuum of 1×10-6pa. 

Thirdly, the measurement scheme of vacuum secondary 

electron collecting ball and grid structure is proposed for the 

first time, which can realize the distinguished collection and 

measurement of true secondary electrons and backscattered 

secondary electrons. Finally, the measurement of the secondary 

electron yield spectrum of metal materials was studied, and the 

efficient measurement of the secondary electron emission yield 

spectrum of oxygen-free copper and gold materials was 

completed. The test results have reached that the secondary 

electron emission yield spectrum data of Cu and Au samples 

under 0-2000eV incident electrons is consistent with the 

literature, which verifies the reliability of the test system.  

Keywords—Secondary electron yield spectrum，Measurement 

I. INTRODUCTION 

Spacecraft now play a vital role in our military's defense 
capabilities and modern living standards and have been widely 
used in satellite broadcasting, satellite communications, and 
scientific research. In recent years, there have been endless 
reports of spacecraft and satellite failures caused by surface or 
internal charging. According to the 6th Spacecraft Charging 
Technology Conference, electrostatic discharge accounts for 
54% of all spacecraft accidents. SEU accounts for 29%, 
radiation damage accounts for 12%, and others account for 

5%[2]. The main reason which causes the spacecraft faults, 
that is electrostatic and discharge. 

The spacecraft charging effect is divided into surface 
charging and internal charging. It is one of the leading causes 
of spacecraft abnormalities and failures caused by the space 
environment. Surface charging is the earliest space 
environmental effect discovered by people, and secondary 
electron emission affects the surface. Given the above reasons, 
it is very urgent to observe and study the radiation charging of 
spacecraft. Studying the secondary electron emission 
coefficients of insulators and conductors in the space 
environment will reduce the incidence of spacecraft and 
equipment failures and improve the safe operation of the 
spacecraft.  

The measurement technology of the secondary electron 
yield spectrum of metal materials is relatively mature. The 
current method and collection method can be used to obtain 
accurate and reproducible secondary electron yield spectrum 
data. But for insulating materials, the electron beam of the 
electron gun will cause charge accumulation on the surface of 
the insulating material. Excessive charge accumulation will 
affect the measurement of the secondary electron emission 
coefficient. Thomson[2] used a method of bombarding an area 
of about 1~10mm2 on the sample with a low current beam in 
a short time to minimize the charge dislocation. Johnson[3] 
used a secondary electron coefficient measurement system 
with a heating device to study for solid inorganic materials. 
Besides, it also used a charge neutralization method, which is 
very The surface with positive potential is neutralized with a 
low-energy electron flow gun. In contrast, the sample with 
negative potential is neutralized with a variety of visible light 
and ultraviolet light. To overcome the constant charge 
deposition on the insulating material, we minimized the 
current size and the time for the electron beam to irradiate the 
sample, so the low current pulse scanning method is used to 
measure the secondary electron emission coefficient of the 
insulating material.  
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This paper will mainly introduce the secondary electron 
emission yield spectrum measurement system designed and 
developed by our research team. 

II. THEORETICAL RESEARCH 

The sample atoms and external electrons that are 
bombarded by the incident electron beam and leave the 
sample surface are called secondary electrons. This kind of 
electron is a free electron in a vacuum. Since the bonding 
energy between the nucleus and the outer valence electrons is 
minimal, the outer electrons are a higher probability to 
separate from the atoms and ionize the atoms. When an 
incident electron with high energy is injected into the sample, 
it can generate many free electrons. 90% of these free 
electrons are valence electrons from the outer layer of the 
sample atoms. The energy of secondary electrons is relatively 
low, generally not more than 50eV. Most secondary electrons 
have only a few electron volts of energy. Secondary electrons 
are generally emitted in the depth range of 5-10nm in the 
surface layer. They are very sensitive to the surface 
morphology of the sample. Therefore, it can display the 
surface morphology of the sample very effectively. 

When an electron bombards the surface of the material, 
electron emission may occur, depending on the energy of the 
electron. If the energy is lower than 10eV, electrons may be 
reflected from the surface. High-energy electrons interact with 
neighboring electrons in the surface material, and energy is 
thus dispersed. One or more of the neighboring electrons may 
leave the surface due to obtaining sufficient energy as a 
secondary electron. That is, incident electrons (primary 
electrons) bombard one or more electrons from the surface of 
the material, which is secondary electrons. 

 

Fig. 1.  Example of secondary electron emission 

When electrons or ions bombard a substance, the ratio of 
the number of electrons (secondary electrons) leaving the 
surface of the substance to the number of electrons (primary 
electrons) bombarding the substance is called the secondary 
electron emission coefficient   of the substance. The formula 

can express a true secondary electron  . 

 
p

= sI
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  (1) 

In the formula, Is is the true secondary electron current, 
and Ip is the primary electron current. And the total electron 

 can be expressed as: 
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Ibse is the backscattered electron current, IA is the current 
on the sample, Icoll is the current on the collecting ball. The 
backscattered electron can be expressed as η. 

= +                                 (3) 

After the primary electron adds energy to the electrons in 
the solid, not all the energy-obtained electrons can leave the 

surface. Those emitted electrons are called secondary 
electrons. When a primary electron bombards the surface of 
the material, the probability of the backscattered electron is η, 
which usually occurs at some ion positions. The emitted 
electrons are the same as the incident electrons. The 
probability η depends on the material, the energy of the 
primary electron, and the angle of incidence. Unlike 
secondary electrons, η does not exceed 1, and the amount of 
energy of backscattered electrons is almost close to the energy 
of the primary electron. 

The sum of the secondary electrons and the backscattered 
electrons is the total electron emission probability. For an 
incident electron with energy E, there are +   outgoing 

electrons. There are many incident electrons with different 
energies. For an incident electron current Ip, there are two 
outgoing electron currents. Namely, the secondary electron 
current Is and the backscattered electron current Ibse. The 
incident current is defined as the number of ions (or the 
amount of charge) that arrive in a specific area per unit time. 

III. SYSTEM DEVELOPMENT  

This test system mainly controls the electron gun and 
oscilloscope through a pulse generator colleague. It obtains 
the incident electron beam and the secondary electron current 
waveform of the collector within 30 microseconds pulse width, 
to read the waveform amplitude and calculate the secondary 
electron emission coefficient of the insulating material. 

 

Fig. 2.  Measurement scheme of secondary electron emission coefficient 

The system is mainly divided into secondary electron 
collection modules (Collecting ball, inner grid, outer grid, 
sample), electron gun and its control module (electron gun, 
control power supply, pulse generator), measurement control 
and display module (oscilloscope, Four parts: variable gain 
high-speed low-current amplifier) and PC. This system can 
achieve automatic control and measurement of the secondary 
electron emission coefficient. 

 

Fig. 3. Physical map of secondary electron yield spectrum measurement 

system 

The sample to be tested transferred from the sample 

chamber to the analysis chamber is placed and fixed on the 

four-dimensional sample stage. The sample stage adopts a 

high-precision ultra-high vacuum design and is driven by both 
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manual and stepping motors. The analysis chamber heats the 

entire sample table through a sample heating mechanism, with 

a maximum temperature of 120°C, to complete the 

photoelectron emission coefficient and secondary electron 

emission coefficient tests at different temperatures. The 

sample stage can be driven by ultra-high vacuum linear, up 

and down, left and right, and inclination through a four-

dimensional sample drive mechanism. In this way, it can 

realize the scanning test of the photoelectron emission 

coefficient and the secondary electron emission coefficient of 

the sample. The XY drive range of the four-dimensional 

sample stage is ±15mm, the Z drive range is not less than 

400mm, and the tilt drive range is 0-85°. 

A. Vacuum System 

The vacuum test system is used to perform secondary 

electron emission yield spectra of solid materials such as 

metals, semiconductors, and insulators. Not only can the 

secondary electron emission coefficients under different 

energies and different angles be obtained, but also the 

secondary electrons under each condition can be obtained. 

Energy distribution. The whole set of equipment is composed 

of sample chamber, analysis chamber, and electron gun, 

supplemented by corresponding components such as vacuum 

acquisition, vacuum detection, sample transfer, signal 

acquisition, and power supply. 

The function of the sample chamber is to realize the 

heating and degassing pretreatment of the sample and the 

sample. The analysis chamber is to measure the secondary 

electron of solid materials such as metals, semiconductors, 

and insulators by collecting the secondary electrons emitted 

by the sample. At the same time, the surface potential of the 

sample can be measured. The surface potential test probe 

interface is reserved in the vacuum chamber. 

An ultra-high vacuum gate valve is installed between the 

analysis chamber and the sampling chamber. When the gate 

valve is closed, the two chambers are independent of each 

other, and when the gate valve is opened, the two chambers 

are connected and can carry out sample transfer. The whole 

system is entirely independently designed and manufactured, 

with convenient operation and reliable performance. 

B. Collection Device 

 There are three signals to measure the secondary electron 

emission coefficient, one is the intensity of the initial incident 

electron beam, the other is current when the electron 

irradiates the sample, and the third is the secondary electron 

current on the secondary electron collector. The design of the 

sample stage can obtain the initial incident electronic signal 

and target current signal. To obtain accurate secondary 

electron emission coefficient measurement results, the 

structural design of the secondary electron collection 

assembly is the key. 

 

Fig. 4.  Collecting ball 

The secondary electron collection combination is 

composed of two layers of grids and a layer of the metal 

collector. The first layer of the grid is grounded to shield the 

external electric field; the second layer of the grid can be 

applied with a voltage. The charge signal obtained by the 

collector is detected by connecting the coaxial electrode with 

an external instrument. The potential between the electrodes 

of each layer is different. And the insulation and wiring 

between the electrodes of each layer are concentrated on the 

equatorial plane. 

C. Hardware Selection  

1) Electron Gun 

The ELG-2/EGPS-1022 electron gun from KPI of the 
United States is used as the electron beam source for testing 
the secondary electron emission coefficient of space materials. 
It is a complete subsystem.  

 

Fig. 5. KPI ELG-2 / EGPS-1022 electron gun 

Among them, ELG-2 is an electron gun, with the EGPS-
1022 control power supply, it can generate a pulsed electron 
beam with an energy of 1~2000eV and a pulse width of 
20ns~500μs. The control unit allows fast condenser beam 
pulses or optional double gate pulses. For capacitive pulses, 
using a pulse connection box, fast electron beam pulses can 
reach 20 ns with a duty cycle of 20%. Capacitive pulse 
requires an external pulse signal generator. For double-gate 
pulses, only TTL pulse input is required. 

The electron gun is equipped with special software, which 
can control the electron gun emission current, electron energy, 
first anode voltage, delete voltage, and focus voltage through 
a friendly user interface to realize the remote control of the 
electron gun. 

2) Pulse Generator 

The pulse control adopts the DG645 digital delay/pulse 
generator developed by the American SRS company. It is a 
multifunctional digital delay/pulse generator that can 
accurately define pulses with repetition frequency within 
10MHz. Compared with the previous design, the instrument 
has been improved in many aspects, mainly including lower 
jitter, higher accuracy, faster trigger rate, and more output 
ports. DG645 interfaces include Ethernet, GPIB, and RS232 
interfaces for the computer or network control. 

3) Measuring Device 

According to the requirements of nA-level micro-current 
measurement in the secondary electron test, the DHPCA-100 
variable gain high-speed low-current amplifier produced by 
Germany FEMTO was selected. The gain is adjustable from 
1×102 to 1×108V/A; the bandwidth is from DC to 200MHz; 
the upper cut-off frequency can be adjusted to 1MHz, 10MHz, 
or full bandwidth; AC/DC coupling can be switched; the bias 
voltage can be adjusted for external use photoelectric detector; 
input protection for ±1.5kV transient voltage; local and remote 
control of all main functions. 
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Especially for metal materials, we use Keithley's 6517b 
high-precision ammeter to measure current signals on the 
collecting ball, sample stage, and grid. The 6517b has a 
reading rate of 425 readings per second, which is significantly 
faster than the same type of electrometer and can provide a 
quick and easy way to measure weak currents. 

IV. EXPERIMENTAL STEPS AND RESULTS  

   For metal materials, an ultra-high vacuum environment 
must be maintained during the metal surface analysis process. 
According to statistics, under a high vacuum of 7.5×10-7 Torr, 
a layer of gas is adsorbed on the solid surface every second, 
so it must be in an ultra-high vacuum environment to keep the 
sample surface clean during the analysis. Therefore, for the 
secondary electron emission coefficient test of the metal 
sample, it is necessary to use an argon ion gun for cleaning. 

The secondary electron emission yield spectrum of copper 
is shown in Fig.6.  

 

Fig. 6.  Secondary electron emission coefficient of Oxygen-free Copper 

From the figure, we can see that the secondary electron 
emission coefficient of the copper sample reaches a peak value 
of 1.94 at 250eV, and the zero-crossing points are at 20eV and 
1950eV. Compared with the current copper secondary 
electron emission yield spectrum data measured by domestic 
and foreign laboratories, the result is accurate, which verifies 
the reliability of the measurement system. The secondary 
electron emission yield spectrum of Au is shown in Fig.7. 

  

Fig. 7.  Secondary electron emission coefficient of Au under different energy 

 The maximum total secondary electron emission 
coefficients obtained are all slightly higher than 1.8, and the 
peak incident energy of the corresponding curves are all 
around 600 eV. 

 

Fig. 8.  Secondary electron emission coefficient of Au 

The experimental SEY result of Au film is shown in Fig. 
8, and it is compared with the referenced data by Utah State 
University (USU)[7]. From the figure, we can see that the 
secondary electron emission coefficient curve of the gold 
material characterized by the secondary electron test system 
developed in this paper is very close to the test curve given by 
USU. 

V. CONCLUSION 

Based on the analysis of the principle of secondary 
electron emission in the space environment, a measurement 
system of space material secondary electron emission yield 
spectrum was developed. The secondary electron yield 
spectrum of the metal material is tested by the direct current 
method to obtain the secondary electron yield spectrum of Cu 
and Au. The comparison with USU data verifies the accuracy 
and reliability of the secondary electron emission yield 
spectrum measurement of metallic materials in this paper. 
And pave the way for the subsequent measurement of 
insulating materials by the measurement system. The results 
of this paper are of great significance for the measurement of 
the secondary electron emission coefficient of spacecraft 
materials and the evaluation of material discharge. 
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Abstract—Pipeline plays an important role in the 

transportation of oil and gas. In-pipe detection technology is 

currently widely used at home and abroad. It is of great 

significance to develop in-pipe detection equipment with 

independent intellectual property rights and suitable for the 

actual situation of oil and gas pipelines in China. ANSYS 

software is used to simulate and analyze the leakage magnetic 

field of pipeline defect, and the influence rule of defect size on 

the leakage magnetic field is explored. An in-pipe detection 

system based on magnetic flux leakage and eddy current 

detection is designed and implemented, which takes the 

magnetic flux leakage (MFL) detection and eddy current (EC) 

detection as the main detection means, mainly including 

detection sensor and data acquisition and storage system. The 

system is carried by in-pipe detection equipment to carry out a 

pull test in a specially-made pipe. The results show that the 

system has a good detection effect for various types of defects, 

and the results of the pull test further verify the simulation 

results. The in-pipe detection system combines the advantages 

of MFL and EC detection, and can meet the needs of the pipeline 

detection tasks in China. 

Keywords—in-pipe detection, magnetic flux leakage detection, 

eddy current detection 

I. INTRODUCTION  

Pipeline plays an important role in the transportation of oil 
and gas [1]. At the same time, pipeline leakage and other 
accidents also pose a great threat to national property and 
people's life safety. According to the law of our country, the 
main oil and gas pipelines need to be inspected every 3-5 years 
to evaluate and maintain the operation safety of the pipelines. 
In the pipeline detection methods, the internal detection 
technology can realize large-area, automatic pipeline 
detection, evaluate the safety status of the pipeline, and 
effectively avoid the occurrence of pipeline accidents.  

Since the 1990s, pipeline integrity management has been 
carried out in foreign countries. From the pipeline 
commissioning stage, the internal detection technology has 
been applied to continuously monitor the pipeline status [2]. 
However, the engineering application of in-pipe detection 
technology in China started late, and there is a certain gap with 
foreign technology level. At present, most of the internal 
detection work of domestic pipelines is undertaken by foreign 
pipeline detection companies, and the foreign detection 

equipment are equipped with navigation and positioning 
system. In the process of pipeline detection, important data 
related to national security such as oil and gas pipeline 
coordinates are collected and stored, which will pose a major 
threat to the national economic lifeline [3]. Therefore, it is of 
great significance to develop in-line detection equipment with 
China's independent intellectual property rights and suitable 
for the actual situation of China's oil and gas pipelines [4]. 

In-pipe detection technology can send pipeline detection 
equipment without stopping the transmission of medium. The 
equipment moves with the medium under the action of 
medium to realize the detection of pipeline. Due to the 
dynamic detection nature of internal detection technology, 
magnetic flux leakage (MFL) detection, geometric 
deformation detection, ultrasonic detection are widely used in 
pipeline internal detector, and eddy current (EC) method, 
magnetic memory method, weak magnetic method and other 
emerging technologies are gradually developed [5]. However, 
each detection technology has its own advantages and 
disadvantages and scope of application. Therefore, it is one of 
the development trends in the field of pipeline detection to 
integrate multiple detection technologies and develop 
equipment that can realize multiple detection functions. 

The in-pipe detection system designed and implemented 
in this paper takes MFL detection technology as the core and 
EC detection technology as an auxiliary to realize the 
detection of defects on the inner and outer walls of the pipeline. 
It also includes a dedicated data acquisition and storage 
system. The ability of the system to detect defects is verified 
by the pull test in a specially designed pipeline with artificial 
defects. The results of the pull test show that the system has a 
good detection effect for various types of defects, and can 
meet most conventional pipeline detection tasks. 

II. IN-PIPE DETECTION TECHNOLOGY 

The in-pipe detection equipment is used to carry the 
internal detection system, which generally includes the power 
part, the detection sensor part, the data acquisition part and the 
battery part [6]. The power part provides the power for the 
equipment to move forward in the pipeline, generally relying 
on the pressure of the pipeline conveying medium to push 
forward. The detection sensor part is the core of the internal 
detection equipment, responsible for the detection of the 
pipeline, generally in the form of multiple probes. The data 

* Chun Hu is the corresponding author. (e-mail: buaa_hc@buaa.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 



165 

collection part undertakes the functions of data collection, 
processing and storage during the detection process. The 
battery part provides power for the normal operation of each 
part of the internal detection equipment. 

A. Magnetic Flux Leakage Detection 

MFL detection is the longest researched, most widely used 
and most mature technology. This technology is suitable for 
the identification and quantification of metal pipeline surface 
and internal defects. It has simple operation and high 
reliability, and has no special requirements for the pipeline 
inspection environment. 

MFL detection technology is based on the feature of high 
permeability of ferromagnetic materials. After the 
ferromagnetic tube wall is magnetized by the magnetizing 
device, if the material of the tube wall is continuous and 
uniform, the magnetic field lines will be bound in the tube wall, 
and it can be almost considered that there is no magnetic field 
outside the surface. But when there is a defect in the tube wall 
that cuts the magnetic field lines, because the magnetic 
permeability of other media at the defect is very small and the 
magnetic resistance is large, the path of the magnetic field 
lines will change, which manifests as the leakage of magnetic 
flux, forming the so-called leakage magnetic field. In actual 
detection, the magnetization structure carried by the detection 
equipment is used to magnetize the local tube wall through 
which the detector passes. When there is a defect in the pipe 
wall, a leakage magnetic field will be generated, and the probe 
with a magnetic sensitive sensor located between the two 
magnetic poles can detect the leakage signal reflecting the 
defect. 

B. Eddy Current Detection 

EC detection has been widely used in pipeline detection. 
It has high detection sensitivity and resolution for pipe wall 
surface defects. It does not require direct contact with the 
measured object or couplant during detection. The detection 
speed is fast and easy to realize automation[7]. 

EC detection technology is based on the principle of 
electromagnetic induction. When the detection coil with 
alternating current is gradually approached to the 
ferromagnetic tube wall, the magnetic field generated by the 
coil will cause eddy currents in the tube wall. The size and 
phase of the eddy current are affected by the properties of the 
tube wall material and the presence or absence of defects, and 
a magnetic field will also be generated to react to the magnetic 
field of the coil to change the impedance of the detection coil. 
Therefore, it is possible to determine whether the tube wall has 
defects and its characteristics by detecting the change of the 
coil impedance [8]. 

III. FINITE ELEMENT SIMULATION OF MFL DETECTION OF 

PIPELINE DEFECT 

With the rapid development of computer technology, 
numerical methods are increasingly used in theoretical 
research of various technologies. The use of engineering 
software based on numerical models for simulation can 
improve work efficiency, guide engineering practice, and save 
experimental costs. In this paper, the static electromagnetic 
field simulation module of ANSYS software is used to 
analyze the approximate low-speed MFL detection process [9]. 
After establishing the pipeline magnetic flux leakage 
detection entity model, the finite element analysis of the 
leakage magnetic field at the defect is carried out to explore 

the influence of the size of the defect on the MFL signal, and 
to provide theoretical guidance for MFL detection test of the 
pipeline defects. 

A. Simulation Model of MFL Detection of Pipeline Defect  

Due to the symmetry of the tested pipeline and the MFL 
detection device, the magnetic circuit of any part of the 
pipeline is roughly the same during detection, and 1/4 of the 
pipeline can be used for simulation, which reduces the scale 
of modeling and reduces the amount of calculation in the 
entire simulation process [10]. 

The created three-dimensional model of MFL detection 
includes magnets, armature, s, tested pipe (including pipe wall 
defect), and air fields, as shown in Fig. 1. The model uses 
magnets to provide the magnetization field for the entire 
model. The size of the magnet model is 65*40*8mm3, and the 
two magnets have opposite magnetic poles. Their materials 
are NdFeB with a coercivity of 900kA/m and a remanence of 
1.2T. The size of the armature model and the pole piece model 
are 210*65*30mm3 and 65*40*12mm3 respectively. Their 
material are both soft iron, and the property is defined by the 
B-H curve. The tested pipe has an inner diameter of 377mm 
and a wall thickness of 8mm. Its material is steel and the 
property is also defined by the B-H curve. 

 

Fig. 1. Simulation model of pipeline defect magnetic flux leakage detection 

(omit the peripheral air domain) 

B. Characteristics of Leakage Magnetic Field at Different 

Size Defects 

In the MFL detection of pipeline defects, the MFL signal 
waveforms at different types of defects are different. When the 
size of the same type of defects is different, the leakage 
magnetic field generated is also different. There are 
differences in parameters such as the span and amplitude of 
the signal waveform. This paper sets square defects in the 
simulation model. The defects of different lengths (along the 
pipe axis) and different depths (along the pipe radial) are 
simulated, and the law of the leakage magnetic field at 
different size defects is analyzed. In order to simulate the 
travel path and recording waveform of the magnetic sensitive 
element in the actual detection process, a straight path along 
the pipe axis is set 1.5mm above the defect, and the magnetic 
flux density value on the path is extracted. 

1) The Influence of Defect Length on Leakage Magnetic 

Field Signal 
In this group of simulations, the length of the defect is set 

as a single variable, so the widths of the defects are fixed to 
5mm, and the depths of the defects are fixed to 8mm, that is, 
through the pipe wall. The lengths of the defects are 
respectively taken as 5mm, 8mm, 10mm, 15mm, and 20mm 
to analyze the change of the leakage magnetic field signal at 
the defect when the length of the defect changes. The
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distribution curves of the axial and radial components of the 
leakage magnetic field signal (magnetic flux density) at 
defects of different lengths are shown in Fig. 2. 

The distribution curve of the axial component is 
axisymmetrically distributed at the defect. When the defect 
length is small, the curve presents a single peak. And when the 
defect length increases to a certain extent, the curve presents 
a double peak, that is, a depression appears in the middle. The 
distribution curve of the radial component is 
centrosymmetrically distributed at the defect, with positive 
and negative peaks, and the absolute values of the two peaks 
are equal. 

From the perspective of the curve change law, the length 
of the defect has an obvious influence on the peak value and 
span of the axial component. As the length of the defect 
increases, the peak value decreases and the span increases. 
The influence law on the peak-to-peak value and the peak-to-
peak distance of the radial component is obvious. As the 
length of the defect increases, the values of both increase. 

 

Fig. 2. Distribution curve of magnetic flux density at defects of different 

lengths (simulation) 

2) The Influence of Defect Length on Leakage Magnetic 

Field Signal 
In this group of finite element simulations, the depth of the 

defect is set as a single variable, so the lengths and widths of 
the defects are fixed to 5mm and 10mm, respectively. The 
depths of the defects are respectively taken as 25%, 50%, 75% 
and 100% (that is, through the tube wall) of the tube wall 
thickness  to simulate and analyze the influence of the defect 
depth on the leakage magnetic field at the defect. The 

distribution curves of the axial and radial components of the 
leakage magnetic field signal (magnetic flux density) at 
defects of different depths are shown in Fig. 3. 

From the change law of the curve, the influence of the 
defect depth on the peak value of the axial component is 
obvious. As the depth of the defect increases, the peak value 
increases. It also affects the peak-to-peak value and the peak-
to-peak distance of the radial component. As the depth of the 
defect increases, the peak-to-peak value increases, and the 
peak-to-peak distance decreases. 

 

Fig. 3. Distribution curve of magnetic flux density at defects of different 

depths (simulation) 

IV. DESIGN AND REALIZATION OF IN-PIPE DETECTION 

SYSTEM 

The in-pipe detection system designed and implemented 
in this paper mainly includes detection sensors and data 
acquisition and storage system, which can rely on 
conventional pipeline detection equipment. Detection sensors 
mainly include MFL sensors and EC sensors, as well as 
auxiliary sensors such as attitude sensors and temperature 
sensors. The data acquisition and storage system is responsible 
for real-time acquisition, processing and storage of sensor 
detection data. The overall structure of the in-pipe detection 
system is shown in Fig. 5. 

A. Detection Sensors 

The detection system in this paper uses three-axis high-
definition MFL detection technology and single-frequency 
EC detection technology as the main detection methods. 
Therefore, the MFL detection sensor and EC detection sensor 
are the core parts of the system. In order to realize the 
integration and miniaturization of the detection probe, the two 
sensors are integrated on the same detection probe. There are 
four three-axis MFL detection sensors and two EC detection 
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sensors on one probe. The specific structure design of the 
detection probe is shown in Fig. 4. 

 

Fig. 4. MFL and EC detection probe 

The MFL detection method is sensitive to volumetric 
defects, but it is not sensitive to parallel cracks, nor can it 
distinguish between inner and outer wall defects. The EC 
detection method is sensitive to near-surface defects such as 
cracks, but is greatly affected by lift-off. Therefore, the design 
of the above-mentioned integrated probe is beneficial for the 
two detection methods to complement each other, and better 
complete the pipeline detection task [11]. First of all, the two 
can cooperate with each other to distinguish the inner and 
outer wall defects. When the two detection methods measure 
the tube wall defects at the same time, the defect is the inner 
wall defect, otherwise it is the outer wall defect. Secondly, the 
EC detection method can make up for the lack of crack 
detection function of the MFL detection method. Finally, the 
EC detection data can correct and compensate the MFL 
detection data, and the lift-off value contained in the EC 
detection data can be used to improve the quantification 
accuracy of the defect. 

In addition, the attitude sensor can be used to record the 
attitude changes of the internal detection equipment during the 
detection process, especially the roll angle needs to be used 
for defect location. The temperature sensor can be used to 

record changes of the ambient temperature during the 
detection process. 

B. Data Acquisition and Storage System 

In the in-pipe detection system, the number of MFL and 
EC detection probes should be designed according to the size 
of the pipeline to be tested, and the probe or sensor should be 
covered along the circumference of the pipeline as far as 
possible. In practical detection, more sensors and higher 
sampling rate mean higher detection accuracy. So a large 
amount of data will be produced in the detection process. The 
real-time and accurate acquisition and storage of sensor data 
is the premise and foundation of pipeline defect analysis. In 
this paper, a special data acquisition and storage system is 
designed and implemented. 

The system includes data acquisition module, data 
summary module and data storage module. The detection data 
from sensors are collected, summarized and stored by three 
modules in turn. The core of the data acquisition module is 
STM32 microcontroller, which is integrated in the MFL and 
EC detection probe to collect the data of the MFL and EC 
sensors in real time. The core of data collection module is 
FPGA. Considering the large number of probes, it is designed 
as a hub with two or more stages. In this module, the detection 
data are collected into the FPGA of the final hub layer by layer, 
and then merged into a complete frame, and the frame head, 
frame tail and frame number are added. In addition, the data 
of attitude sensor and temperature sensor are directly collected 
by FPGA on the final hub. The data storage module takes 
multi-core ARM processor as the core, runs Linux system and 
mounts SSD. In this module, the data frame is further 
packaged and stored in the solid-state disk. The data stored in 
the hard disk can be transmitted to the host computer through 
the network port for further processing and analysis. In order 
to ensure the real-time storage of a large number of detection 
data, two or more SPI buses can be selected to improve the 
transmission speed.

 

Fig. 5. Overall structure of in-pipe detection system 

V. VERIFICATION AND ANALYSIS OF PULL TEST 

In order to verify the performance of the in-pipe detection 
system in this paper, the in-pipe detection equipment is used 
to carry out the pull test in the special pipeline, and the 
detection data are analyzed. The inner diameter of the test pipe 
is 508 mm and the wall thickness is 7.1 mm. There are girth 
weld defects, spiral weld bead defects, metal loss defects, oil 
stealing hole and inner and outer wall defects. In this paper, 
the length of the defect is along the axial direction, the width 
is along the circumferential direction, and the depth is along 
the radial direction. 

A. Detection of Metal Loss Defects 

There are 32 rectangular metal loss defects with different 
length, width and depth on the test pipeline. The MFL 
detection sensor can effectively detect these defects. The 
signals of MFL detection of metal loss defects show that 
defects with depth of 40% or above, length of 5mm or above, 
or width of 20mm or above can be effectively detected. In 
other words, only when the depth of the defect is shallow and 
the length and width are small, the MFL detection cannot 
detect it. The MFL detection signals at one group of defects 
are shown in Fig. 6. The depths of the defects in this group are 
60%, and the lengths and widths are different. 
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Similar to the above finite element simulation analysis, 
two groups of MFL detection signals at defects are selected 
for comparative analysis. For one group of defects, the lengths 
are 5 mm, 20 mm and 40 mm, the widths are 20 mm and the 
depths are 60%. For the other group, the depths are 20%, 40%, 
60% and 80% respectively, and the lengths are 40 mm and the 
widths are 40 mm. The distribution curves of axial and radial 
components of detection signals at defects with different 
lengths are shown in Fig. 7. The distribution curves of axial 
and radial components of detection signals at defects with 
different depths are shown in Fig. 8. The analysis shows that 
the MFL detection signal at the defects has obvious 
characteristics, and has obvious change law with the change 
of defect length and depth, which is basically consistent with 
the above results of finite element simulation. In addition, the 
number of sensors detected defects is positively correlated 
with the width of the defect. 

 

Fig. 6. MFL detection signals at metal loss defects 

 

Fig. 7. Distribution curve of magnetic flux density at defects of different 

lengths (actual measurement) 

 

Fig. 8. Distribution curve of magnetic flux density at defects of different 

depths (actual measurement) 

B. Detection of Inner and Outer Wall Defects 

There are inner and outer wall defects on the test pipe, 
which can be distinguished by the cooperation of MFL and EC 
detection sensors. The MFL and EC detection signals at the 
inner and outer wall defects are shown in Fig. 9. The 
difference between the MFL detection signals at the inner and 
outer wall defects is not obvious, while the EC signals are 
significantly different. In other words, the EC detection 
method is only sensitive to the inner wall defects, but the EC 
signals cannot reflect the details of the defects. 

 

Fig. 9. MFL and EC detection signals at inner and outer wall defects 

C. Detection of Girth Weld Defects 

There are 20 girth weld defects with different lengths, 
widths and depths on the test pipeline. The MFL detection 
sensor can effectively detect such defects. The MFL detection 
signals of girth weld defects show that the defects with depth 
of 40% and above can be effectively detected, and the 
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minimum length of the defects that can be detected is 0.5mm. 
Furthermore, the MFL signal changes with the lengths and 
depths of defects, and the number of sensors detected defects 
is positively correlated with the defect width. The MFL 
detection signal of one group of defects is shown in Fig. 10. 
The length of the defects are 5mm, the widths are 200mm, and 
the depths from left to right are 20%, 40%, 60%, 80% and 
100%. 

 

Fig. 10. MFL detection signals at girth weld defects 

VI. CONCLUDING REMARKS 

In this paper, an in-pipe detection system based on MFL 
and EC detection is developed. The detection probe integrated 
with MFL and EC sensors and the corresponding data 
acquisition and storage system are designed and implemented. 

By comparing and analyzing the results of the finite 
element simulation and the pull test of pipeline defects, the 
characteristics and variation rules of MFL signals at different 
sizes of defects are obtained. The peak value, span of the axial 
component and the peak to peak distance of the radial 
component of the signal can reflect the defect size. 

The functions of the system are verified by the pull test in 
the pipeline with artificial defects. The detection sensors and 
data acquisition and storage system meet the design 
requirements. 

The system can effectively detect girth weld defects, spiral 
weld bead defects, metal loss defects, drilling and oil stealing 
hole, and can distinguish the inner and outer wall defects. 
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Abstract—In case of insulation breakdown accident of 

ultra-high voltage (UHV) gas insulated metal-enclosed 

transmission line (GIL), accurate location of breakdown 

position is conducive to emergency repair and rapid recovery    

of power transmission. This paper proposed the fault location 

method based on transient voltage  travelling wave, which is  

actual  applied  in  1100kV  Sutong  GIL  utility  tunnel project. 

During the operation, when  the  GIL flashover   occurred，the 

transient voltage generated during the breakdown was  

completely recorded. Through waveform analysis, it is found 

that when UHV GIL insulation breaks down, the first change 

steepness of transient voltage is less than 700ns, and spreads 

between the break point and bushing, form a typical traveling 

wave process. Through the time when the transient traveling  

wave first reached the measuring points at both ends of GIL      

and combined with the propagation speed of traveling wave,      

the accurate position of the fault point is calculated and the        

fault point is quickly disassembled for maintenance. According 

to the results of disintegration verification,  the  positioning  

error of the system is less than 5 meters. It can be seen that the 

adoption of wide-band transient voltage sensing can realize the 

rapid and accurate location of insulation breakdown fault of 

UHV GIL, which is conducive to improving the operation 

reliability of UHV transmission system. 

 

Keywords—GIL; insulation breakdown; transient voltage 

travelling wave; accurate location 

I. INTRODUCTION 

Ultra-high voltage (UHV) gas insulated metal-enclosed 
transmission line (GIL) is an important part of the 
transmission system, its reliable operation is directly related 
to the security and stability of the power system [1]. After the 
insulation breakdown of UHV GIL, in order to reduce the 
impact of power failure, it is  necessary  to  locate  the  
discharge location quickly and accurately. Due to the large 
number of gas chambers in long-distance GIL, it is not 
practical to directly use the conventional gas decomposition 
components detection method to locate the fault chamber. 
Therefore, it is essential to study the fast and accurate 
positioning method for UHV GIL equipment [2]-[4]. At 
present, the research on fault location technology of 
transmission lines mostly focuses on the conventional 
overhead lines and cables, and the location accuracy is  
mostly   about   500m,   which   is   difficult   to    meet    the 

 
  

*Ziwei Zhang is the corresponding author. (e-mail: ziwei.z@outlook.com).  

 
requirements of the fault location accuracy  in UHV GIL  
[5]-[8]. If other GIS equipment fault location technologies    
are applied to UHV GIL. In order to achieve 20 meters 
positioning accuracy, hundreds of sensors  need  to  be  
arranged. The reliability of the monitoring system is difficult 
to guarantee, which not only makes the project cost 
unacceptable, but also brings huge operation and  
maintenance burden. 

Through the real full-scale test of 1100kV GIL equipment, 
it was found that when the insulation breakdown occurs 
inside the equipment, the transient voltage with the sharp  
change time of wave head less than 150ns will be generated. 
In this paper, a GIL fault accurate location method based on 
transient voltage travelling wave is proposed,  and  it  is  
applied in 1100kV Sutong GIL utility tunnel project. 

The transient voltage travelling wave generated when 

insulation breakdown occurs is monitored. The time 

difference and wave characteristics of transient voltage 

waveform arriving at measuring point in the GIL are  

accurately obtained by using high-precision GPS module,      

and the exact location of the fault is calculated by combining 

the propagation speed of voltage traveling wave. During the 

operation of GIL, the equipment breaks down. The fault 

accurate location system accurately triggers and 

automatically locates, which verifies that all performance and 

positioning errors of the system meet the requirements  of   

field application. 

II. LOCATION THEORY BASED ON TRAVELLING WAVE 

During the operation, because the insulation medium of 

1100kV GIL is usually SF6 gas and the insulation distance is 

short, the insulation breakdown inside the equipment is 

different from the breakdown flashover on the conventional 

overhead line, which will result in more high-frequency 

components of electromagnetic wave produced by 

breakdown discharge in GIL and steeper wave head. By 

building an 1100kV GIL full-scale test platform to simulate 

the surface flashover of spacer, the measured  transient  

process of single breakdown is shown in Figure 1. It can be 

seen that the rising edge of transient voltage of single 

breakdown is about 110ns, which makes it possible to 

improve the fault location accuracy of GIL. 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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Fig. 1 Transient voltage waveform generated by insulation breakdown of 

1100kV GIL. 

A. Two-terminal Location Method 

The principle of two-terminal location method based on 

transient voltage traveling wave in GIL is shown in Figure 2. 

It can be seen in the figure that when the voltage is u at the 

time of T, the insulation breakdown will produce the same 

amplitude as the breakdown voltage,  and  the  transient  

voltage traveling wave with opposite polarity will spread 

rapidly to the north and south ends of GIL. The distance   

between the breakdown point and the north and south sensors 

is LSS and LSN respectively. Combined with the high-precision 

timing module, the time when the transient voltage waveform 

first reaches the sensors can be determined as ts and tn 

respectively. According to the propagation speed V of the 

transient voltage traveling wave in GIL and the distance L 

between the south and north sensors,  the  LSS  can  be  

calculated according to formula (1). 
(t − t ) v + L 

respectively. Because the propagation law of the transient 

voltage waveform is basically the same in the north and         

south sides, this paper only analyzes the propagation process 

of the transient voltage in the north side, and ignores the 

attenuation caused by the dielectric loss in the propagation 

process. It can be seen in the figure that the transient voltage 

with an amplitude of -u at tn firstly propagates from the fault 

point to the north measuring point, and then continues to 

propagate to the end of the bushing. 

As the end of the bushing is  connected  with  the  

overhead line, the wave impedance changes abruptly, and the 

transient voltage will reflect at Pn. The equivalent circuit is 

shown in Figure 4. The reflection coefficient α1 and β1 are 

calculated according to formula (2). Where  ZG represents  

wave impedance of the GIL, usually tens of ohms, ZL 

represents wave impedance of overhead line, usually 

hundreds of ohms, ZC represents wave impedance of GIL 

enclosure to the ground, usually thousands of ohms. The 

reflected transient voltage with an amplitude of -β1u 

propagates back from Ps to the north measuring point at tr1, 

and then to the fault point again. At this time, the fault point 

is short circuited to the ground, as shown in the formula (3), 

the refraction coefficient α2 is 0, the reflection coefficient β2 

is -1, and the waveform is  fully negative reflection. The  

reflected transient voltage with the amplitude of β1u 

propagated to Pn again, and reached the north  measuring  

point at td1. Then the reflection occurs again at Pn, and the 

reflection transient voltage with the amplitude of β1 u reaches 

the north side for measurement at the moment tr2. 
u      

 

L = s n (1) 
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 2

 

L 

Lss Lsn 
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ts 
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1. bushing port 2. breakdown point 

Fig. 4 Equivalent circuit diagram of bushing terminal and breakdown point 

Fig. 2 Schematic diagram of two-terminal traveling wave location principle V 

of GIL 

B. Single-terminal loaction method 

 

 

 

 

 

 
 

Fig. 5 Theoretical waveform of transient voltage at the south measuring 

point 

 = 
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Fig. 3 Schematic diagram of single-terminal traveling wave location 
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insulation breakdown propagates in GIL as shown in  Figure 

3. In the figure, the end of the north and south bushing is 
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the breakdown point and the end of the north and south      

bushing is Lts and Ltn respectively, and the distance between 

the measuring points and the end of the bushing is Lis and Lin 

G G 

According to the transient voltage propagation process  

in Figure 3, the theoretical waveform of the transient voltage 

110ns 

      u 

ZC 

ZL ZG ZG 

u    tn  tr2 β 2u 1 

Th 

tr1 td1 

t 

-β u 1 
β1

2u 



172 

at the north sensor can be obtained, as shown in Figure 5. It 

can be seen in the figure that the transient voltage 

propagation distance from tn to td1 is twice the distance from 

the breakdown point to the end of the north bushing. In this 

paper, the period of square half wave (Th) is defined Th=td1-tn. 

Therefore, the distance Ltn from the breakdown point to the 

end of the north bushing can be calculated according to 

formula (4), so as to realize the single terminal location of the 

fault point. 

time is about 640 ns. The initial square half wave period of   

the voltage measured at the north measuring point is 26.83 us, 

the voltage wave head rises from -710 kV to 0 kV, and the   

half wave steep change time is about 760 ns. The abrupt 

change of transient voltage waveform is slower than that of 

insulation breakdown. 

Ltn  = 
Th   v 

  

2 

 
(4) 

III. APPLICATION OF ACCRUATE LOCATION METHOD 
 

 
Fig. 6 Fault voltage waveform recorded by transient voltage system during 

flashover of 1100kV GIL 

During the actual normal operation, the internal 

insulation of GIL breaks down. The fault voltage waveform 

within 100ms recorded by the transient voltage monitoring 

system during the flashover of the spacer  in  operation is  

shown in Figure 6. In the actual operation, when the bushing 

is connected with the overhead line, the transient voltage 

propagates from the fault point to the bushing, and the 

components reflected back to the fault point form a typical 

square wave voltage traveling wave. The transient 

components refracted to the overhead line will be transmitted 

to the substation, reflected again, and then back to GIL, 

refracted to the measuring point through the  bushing.  

Therefore, when the spacer flashover  in  operation,  the  

voltage rapidly drops to zero  after  a  short  period  of  

oscillation, and then there will be several transient voltages 

reflected back from the substation. It can be seen that since   

the south end of GIL is about 60km away from the substation, 

five obvious transient voltage waveforms are detected at the 

south side of the substation, with a duration of about 3 ms.  

The north end of GIL is about 260 km away from the 

substation. Three obvious reflected transient voltage 

waveforms have been detected at the north measuring point, 

with a duration of about 5 ms. 
The first transient voltage recorded at the north and south 

 

 

 

 

 

 

 
 

Fig. 7 Complete transient voltage waveform induced by GIL first breakdown 
flashover of 1100kV GIL 

 
Fig. 8 Front expansion of transient voltage waveform 

From Figure 8, the relative position between the 

breakdown transient voltage td1  and  ts can be determined,  

and the square half wave period th is about 12.14 us. 

According to the equivalent capacitance (45  pF/m),  

equivalent inductance (0.26 uH/m) and equivalent resistance 

(3.33 uΩ/m) provided by GIL manufacturer, the theoretical 

calculation shows that the propagation speed V of transient 

voltage in the 1100kV GIL is 292.4 m/us. The propagation 

velocity V is further corrected to 292.553 m/us by using the 

results of previous field positioning. The distance between    

the north and south measuring points of the GIL is 5657.7m, 

and the distance between the sensor and the end of  the 

casing is 8.36m. Therefore, according to the single end 

location algorithm, the distance from the fault point to the  

south end of the bushing Lts is calculated as follows: 

 
Th   v 

 

measuring points is expanded as shown in Figure 7. It can be 

seen that the transient voltage recorded at the south bank 

Lts  = = 1775.8m 
2 

measurement point lasts approximately 80 us, and there are 

about three obvious square wave changes. The transient 

voltage recorded at the north bank observation point lasts 

approximately 150 us, and there are about five obvious  

square wave changes. The duration of transient voltage is 

obviously shorter than that of insulation breakdown. The     

initial square half wave period of the voltage measured at the 

south measuring point is 12.14  us, the voltage wave head  

rises from -710 kV to 0 kV, and the half wave steep change 

The    point    where    the    transient    voltage changes 
obviously for the first time is selected as the starting point of 

the transient voltage, and the corresponding time is the time 

when the traveling wave reaches the measuring point. As  

shown in Figure 9, according to the data recording 

information of the online monitoring system, the accurate     

time ts of the voltage traveling wave reaching the south 

sensor is 11:48:26:388561626 ns. the accurate time tn of the 

voltage  traveling  wave  arriving  at  the  north  sensor  is 

tn 

td1 

  Th 

ts 
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11:48:26:388568876 ns. According to the two terminal 

positioning algorithm, the distance from the fault point to      

the south end of the casing is calculated as follows: 

 

L  = L  + L  = L  + 
(ts  − tn )  v 

= 1776m 

ts is ss is
 2

 
 

 

 
Fig. 9 Rising edge and recording trigger point of transient voltage waveform 

 
Fig. 10 Disintegration verification of GIL failure point 

It can be seen that the fault location obtained by single- 

terminal and two-terminal location algorithm is basically the 

same, with a difference of 0.2m. According to  the  

positioning results, the GIL equipment was serviced, and the 

breakdown point was found at the support insulator, 1772 

meters away from the end of the south bushing. The three 

post insulator discharges the GIL enclosure, and  the 

insulator has cracked, as shown in Figure 1. The difference 

between the actual fault location and the result of single- 

terminal algorithm is about 3.8m, and the  difference 

between the results of two-terminal algorithm is about 4m. It 

can be seen that the single-terminal and  two-terminal  

location algorithm can realize the fault accurate location of 

UHV GIL, and the positioning error is slightly less than 5m, 

which meets the engineering requirements. 

IV. CONCLUSION 

In this paper, the propagation characteristic of transient 

voltage traveling wave generated by insulation  breakdownin

 UHV GIL is deeply analyzed, and the single-terminal and 

two-terminal location algorithms are proposed to realize the 

fault accurate location in GIL, and a precise location system 

based on transient traveling wave is constructed, which is 

applied to 1100kV Sutong GIL utility tunnel project. When 

the insulation breakdown occurs in the actual operation of  

GIL,  the  system can  locate accurately. It  is  found  that the 

duration of single transient voltage  caused by flashover of  

post insulator is short, about 150 us, and the first half wave 

steep change time is about 760 ns. The results show that the 

positioning errors of single-terminal and two-terminal  

location algorithms are almost equal, both less than 4 meters. 

It can be seen that the proposed method of  UHV  GIL  

accurate location based on transient voltage traveling wave 

monitoring can effectively and accurately monitor the 

transient voltage generated by fault breakdown in UHV GIL, 

and  achieve the precise positioning with error less than 5  

meters, which can effectively reduce the  troubleshooting time 

of UHV GIL shorten rush repair period, and improve     the 

operation reliability of UHV transmission system. 
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Abstract—As gas-insulated transmission line (GIL) is widely 

used, the partial discharge (PD) phenomenon that occurs during 

their operation is one of the main reasons for the deterioration 

of their insulation status. Therefore, the detection and 

localization of PD in the GIL plays an important role in ensuring 

the safe and stable operation of the equipment. At present, the 

PD localization methods for GIL are mainly ultrahigh frequency 

(UHF) method and ultrasonic method, while these methods are 

susceptible to mechanical vibration and electromagnetic 

interference. Optical detection, as a sensitive and effective PD 

detection method, is rarely used in the field of GIL PD 

localization. Accordingly, this paper proposes a GIL PD 

localization method based on optical PD simulation and machine 

learning. This method establishes a simulation model that is 

exactly the same as the actual GIL in terms of structure, size and 

sensor arrangement, where the PD optical simulation 

experiment is performed to build a PD simulation fingerprint 

database. Each fingerprint in the fingerprint database 

corresponds to a PD source location information. Based on this, 

the PSO-SVM machine learning algorithm is used to match the 

actual PD fingerprints with the fingerprints in the simulation 

fingerprint database to obtain the localization results. This 

method overcomes the difficulty of collecting a large amount of 

field data to build a fingerprint database in the existing optical 

fingerprint localization method through simulation. And the 

structure of GIL in the simulation can be customized according 

to the actual equipment, while the workload of obtaining the 

fingerprint database through actual experiments is very heavy 

for different types of equipment. Through experimental 

verification, this paper selects 12 typical locations of PD sources 

in the GIL experimental tank for testing. The average 

localization error is 10.58mm. 

Keywords—partial discharge, fingerprint localization, gas-

insulated transmission lines, optical detection, machine learning 

I. INTRODUCTION  

Since the 1970s, the GIL has been proposed and invented. 
Due to the excellent electrical properties, such as low loss and 
high transmission capacity, it is gradually being widely used 
in the power transmission [1]. However, in the process of live 
operation of GIL equipment, partial discharge (PD) that 
endangers the safe operation of GIL occurs due to the 
deterioration of insulation or defects of equipment [2].  

In order to avert the hazards caused by PD, the timely and 
effective detection and localization of PD is of great 
significance to GIL, especially the localization which can 
assist maintenance personnel in troubleshooting. The current 

localization methods for PD are mainly based on ultrahigh 
frequency (UHF) signals, ultrasonic signals and electrical 
signals [3]. The localization method based on UHF signals 
mostly adopts the method of solving nonlinear positioning 
equations based on Time Difference of Arrival (TDOA). 
However, due to the high speed of UHF signal propagation 
and susceptibility to electromagnetic interference, the 
response speed and anti-interference performance of its 
detection system are relatively high, so it is easy to introduce 
system errors in actual detection. Moreover, the iterative 
solution process of nonlinear equations is relatively sensitive 
and complicated. Both measurement and system errors may 
cause the equations to have no solution, resulting in incorrect 
results [4]. The PD localization based on ultrasonic signals 
mainly uses the array sensor and acoustoelectric joint TDOA 
positioning method. However, the attenuation rate of 
ultrasonic waves in space is fast, and the wave speed is easily 
affected by factors such as air pressure, temperature, 
mechanical vibration, and medium, which is only suitable for 
locating in a small range [5]. The PD localization based on 
electrical signals can only provide the electrical position of the 
PD, and cannot guide the determination of the location of the 
fault space during the maintenance process, which is difficult 
to be promoted and used on site. 

PD localization based on optical signals has the advantages 
of anti-electromagnetic interference, anti-mechanical 
vibration interference, high sensitivity and fast response speed, 
which can effectively detect the occurrence of PD in GIL and 
have broad development prospects and application value [6]. 
However, there are relatively few studies on PD localization 
based on optical signals. A fiber array technology is used for 
PD localization, while the detection range of this method is 
limited [7]. The machine learning is introduced into PD 
localization in the paper [8]. In the early stage of localization, 
a large number of PD experiments are used to obtain the PD 
fingerprint database containing the location information of the 
PD source, which is used as the training set of machine 
learning algorithms. During the location process, the collected 
optical PD fingerprints are matched with the information in the 
fingerprint database through the machine learning algorithm 
to obtain the location of the PD source. This method requires 
a large number of real PD experiments in the GIL, and it turns 
out to be difficult to conduct such a large number of PD 
experiments in actual equipment. Besides, this method can 
only identify the specific PD sources at locations where PD 
experiments have been conducted, reducing the localization 
accuracy. 

*Yong Qian is the corresponding author. (e-mail: qian_yong@sjtu.edu.cn). 
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Therefore, we propose a PD localization method based on 
optical simulation and machine learning, which introduces the 
simulation model into the PD localization to replace the actual 
PD experiment. Firstly, a simulation model that is exactly the 
same as the actual GIL tank size, sensor location, and material 
is established. Secondly, through the simulation model, the 
optical signal strength received by each sensor when PD 
occurs in any location in the GIL tank is obtained, and an 
optical simulation fingerprint database is constructed based on 
this. Finally, the detected optical PD fingerprints are matched 
with the fingerprints in the optical PD fingerprint database 
through the machine learning algorithm that is particle swarm 
optimization-support vector machine (PSO-SVM) used in this 
paper to obtain the actual PD location.  

The method proposed in this paper solves the problem that 
a large amount of PD data cannot be obtained from the actual 
equipment, and the sample expansion algorithm makes the PD 
localization beyond the limits of the specific PD simulation 
location. Moreover, the simulation model can be changed 
according to different models of GIL, ending up with wider 
applicability. In this paper, the feasibility of the method is 
verified by the GIL experiment model. 

II. OPTICAL SIMULATION MODEL OF GIL 

A. Simulation Settings for PD Sources 

In this paper, a spherical point light source placed directly 
under the tip of the needle-plate defect is considered a PD 
source. Due to the wavelength of PD light is mainly 
concentrated around the wavelength of green light, the 
simulated PD source is set to emit green light uniformly [9]. 
The total number of rays emitted by the simulated PD source 
is 250000, and the total optical radiation flux is 100W. The gas 
insulation medium in the GIL simulation model is SF6 whose 
absorption spectrum has a negligible effect on the propagation 
of the PD signal [10].  

In the simulation, the simulated optical signal strength and 
the actual PD signal strength cannot correspond to the absolute 
value, so this paper introduces the concept of relative light 
irradiance Er to represent the light signal distribution law 
received by each sensor.  

/r rE dP dS=                                   (1) 

where Pr represents the light radiation flux received by the 
sensor, and S represents the receiving area of the sensor. 

B. Simulation Settings for GIL Material 

The GIL material exerts vital influence on the propagation 
of PD optical signals. In this paper, the diffuse reflection 
model of the GIL simulation model uses bidirectional 
reflectance distribution function. The model represents the 
irradiance distribution of the reflected light in the three-
dimensional hemisphere with respect to the incident light from 
different angles on the surface of the GIL tank with the 
incident point of light as the center [9]. 

Meanwhile, the propagation of optical signals in GIL 
needs to meet the following conditions: 

1R T + + =                                    (2) 

where  represents absorption coefficient; R represents 
reflection coefficient; T represents diffuse reflection 
coefficient. For the polished and oxidized medium smooth 

aluminum GIL experimental tank used in the text, =0.3, 
R=0.2, T=0.5. 

C. Simulation Settings for the Model Size 

The length of the GIL actually put into operation is long, 
and a large number of PD failure experiments cannot be 
carried out in it. Hence, this paper builds a GIL experimental 
tank in the laboratory to verify the feasibility of the method, as 
shown in Fig. 1. According to the size of the real GIL 
experiment tank, the simulation GIL model is set in the 
Tracepro software, as shown in Fig. 2. The specific size of the 
GIL model is listed in Table 1. Nine fully transmissive probe 
points are installed on the GIL, which are divided into three 
columns at 120° around the GIL tank.   

In the process of the optical PD simulation, to change the 
height, the radial distance from the axis and the angle of 
rotation of the needle-plate defect model is to gain the optical 
PD information at various locations in the GIL. 

 

 

Fig. 1. GIL experimental tank. 

 

Fig. 2. GIL tank simulation structure diagram. 

TABLE I.  MODEL SIZE OF GIL TANK 

Part 
Internal 

height 
Inner radius Wall thickness 

Inner conductor 

radius 

Size 

(mm) 
310 90 10 25 

Part 
Needle plate 

spacing 
Needle tip 

length 
Plate radius 

Probe point 
radius 

Size 

(mm) 
6 25 10 10 
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D. Construction of Optical Simulation Fingerprint 

Database 

Based on the simulation model mentioned above, optical 
PD simulation experiments are performed at N locations in the 

GIL simulation model, recording Lj (j=1,2, … ,N) as the 

location of the PD source. Each PD simulation experiment 
uses M detection points to detect light irradiance, recording Si 

(i=1,2, … ,M) as the detection point number. When the 

simulated PD source is located at Lj, the irradiance of PD 

detected by the probe point Si is expressed as ’i,j. 

In order to avoid the impact of PD amplitude changes, this 
paper normalizes the PD fingerprint that is the irradiance of 
the light signal received by each sensor in simulation and 
actual measurement into [-1,1]. The rules for constructing PD 
fingerprints in this way are as follows: 
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where i，j is the normalized PD fingerprint.  

The optical simulation fingerprint database based on i，j 

is as follows: 
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where M is the number of probe points, N is the number of 

simulation PD sources. Column vector j= [1,j,2,j,…,M,j]T 

represents the optical simulation fingerprint of PD source Lj, 
which is the PD irradiance received by each simulated 
detection point when the PD occurs at the  Lj location. 

III. MACHINE LEARNING MATCHING METHOD: PSO-SVM 

A. The Particle Swarm Optimization 

PSO is a kind of optimization method introduced from the 
swarming nature of animals groups to solve the problem of 
optimal solution [11]. In PSO algorithm, a group of random 
particles is initialized to find the optimal solution through 
iteration. In each iteration, the particle updates itself by 
tracking two extreme values. One is the optimal solution of the 
particle itself, called individual extremum. The other is to 
obtain the optimal solution for the entire group, called the 
global extremum. When the iteration condition meets the 
maximum number of iterations or the optimized position 
reaches the threshold, the iteration stops. 

Suppose there are m particles in the N-dimensional target 

search space to form a group. xi=(xi1,xi2,xi3,…,xiN) represents 

the position of the ith particle in the N-dimensional search 
space. The flight speed is represented by vector 

vi=(vi1,vi2,vi3,… ,viN), i=1,2,… ,m. The particle velocity and 

position are defined as follows: 

1
1 1 2 2( ) ( )k k k k k k

in in in in gn inc r c r+ = + − + −v ωv p x p x       (5) 

1 1k k k
in in in
+ += +x x v                             (6) 

where i=1,2,…,m and n=1,2,…,N. k is the number of iterations. 

c1 and c2 are the learning factor. r1 and r2 are the random 

numbers between [0,1].  is the inertia weight. vin∈[-vmax, 

vmax], vmax is set according to the situation. pin is the optimal 

position found by the ith particle. pgn is the optimal position 
found by the entire particle swarm. 

B. The Support Vector Machine 

SVM is a supervised machine learning method based on 
statistical Vapnik-Chervonenkis Dimension theory law [12]. It 
seeks to minimize the structural risk to construct the optimal 
hyperplane and improve the generalization ability of the 
learning machine. SVM minimizes empirical risk and 
confidence, so as to achieve a good classification effect in the 
case of small samples. The specific theory is as follows. 

The definition of training sample set: 

 ( , ), 1,2, ,i iA x y i n= = L                      (7) 

where xi∈Rd, yi is the label of xi. 

The hyperplane equation is (x)+b=0, where  is weight, 

b is threshold and (x) is the nonlinear function. 

The function needs to solve: 
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where C represents the penalty coefficient, i is the slack 
variable. 

In order to transform the linear inseparable problem into a 
linear separable problem in a high-dimensional space, SVM 
introduces Lagrange multiplier method and KKT condition, 
avoiding the dimensional disaster. Then the maximization 
problem becomes: 

1 , 1

1
( ) ( , )

2

n l

i i j i j i j

i i j

Q y y K x y   
= =

= −        (9) 

The classification function is 

1

( ) sgn( ( , ) )
n

i i i

i

f x y K x x b
=

= +             (10) 

where  is Lagrange multiplier, K(xi,x) is inner product kernel 
function.  

The commonly used kernel function is Radial Basis 
Function (RBF) kernel function: 

2

2
( , ) exp( )

2

i j

i j

x x
K x x



− −
=             (11) 

where  is kernel function parameters. 

C. PSO-SVM 

Due to the fingerprint matching effect of the SVM machine 
learning model is closely related to the setting of its penalty 

parameter C and kernel function parameter , this paper uses 
the PSO algorithm to optimize these two parameters to avoid 
the blindness caused by artificial settings. The process of PSO 
optimization SVM model is as follows: 
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Fig. 3. PSO-SVM optimization flow chart. 

IV. PD LOCALIZATION MODEL BASED ON OPTICAL 

SIMULATION AND PSO-SVM 

This paper combines the optical PD simulation and the 
PSO-SVM machine learning algorithm to solve the problem 
that the actual PD test cannot be carried out on site. Moreover, 
through the simulation model, a localized fingerprint database 
with richer samples can be constructed, thereby improving the 
accuracy of PD localization. The whole localization mainly 
includes two parts. One is the construction of the optical PD 
simulation fingerprint database. The other is the PD 
fingerprint matching. The overall flow of the PD localization 
method proposed in this paper is shown in Figure 4. 

 

Fig. 4. PD localization flowchart. 

A. Construction of Optical PD Simulation Fingerprint 

Database 

We select PD sources as many as possible and distribute 
them as evenly as possible in each area of the simulation tank. 
To further expand the fingerprint scale of the fingerprint 
database, the biharmonic spline interpolation method [13] is 
used to interpolate the PD simulation sources. Then we select 
a certain number of fingerprints in light of the situation to 
establish the final PD fingerprint database. 

B. PD Fingerprint Matching 

The PSO-SVM model is trained with the constructed 
optical PD simulation fingerprint database as a training set. 
Then, the detected optical PD fingerprints are put into the 
optimized and trained PSO-SVM model for matching. The 
coordinate of the PD source corresponding to the matched PD 
fingerprint is the actual location of the PD source. 

V. EXPERIMENT VERIFICATION 

A. Construction of Optical PD Simulation Fingerprint 

Database 

Based on the above GIL simulation model, a cross section 
is selected every 10 mm from top to bottom inside the tank 
body, and a total of 27 cross sections are selected. Each cross 
section is divided by the radius of every 30°, for a total of 12 
radii. Then, at each radius, points at distances of 0mm, 24mm, 
44mm, 64mm, and 84mm from the center of the circle are 
selected for optical PD simulation experiments. As a result, a 
total of 27×12×5=1620 PD simulation experiments are 
conducted in the simulation tank, where the simulation 
position of the PD source on each cross-section is shown in 
Figure 5. 

 

Fig. 5. Simulation location of the PD source on each cross section. 

The biharmonic spline interpolation method is performed 
on the light irradiance of 1620 simulated PD sources. Given 
that machine learning model training cannot directly input all 
the interpolation data, considering the matching efficiency, we 
select 8370 PD fingerprints to form an optical simulation 
fingerprint database. Taking a simulated probe point near the 
top of the tank as an example, the light irradiance distribution 
of each PD source on the 27 cross-sections collected is shown 
in Figure 6, which is the PD simulation fingerprint map of this 
probe point. 

 

Fig. 6. Fingerprint maps on 27 cross-sections by the probe point near the 

top. 
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B. PD Fingerprint Matching 

In order to verify the feasibility of the method proposed in 
this paper, we built a GIL PD localization detection platform 
in the laboratory, as shown in the Figure 7. 

 

Fig. 7. Experiment platform for PD localization detection. 

The experiment platform mainly consists of corona-free 
AC voltage regulation system, GIL experimental tank, optical 
sensor based on fluorescent fiber, digital PD instrument 
(Hafley DDX 9121b) and photon counter (HAMAMATSU 
H11890-210). 

In the experiment, the PD at different locations is achieved 
by adjusting the angle, height and radial length of the needle 
plate model in the GIL experiment tank. In this paper, 12 
typical PD sources are selected for experiment. Before each 
experiment, the tank was sealed and evacuated, and then filled 
with 0.2MPa SF6 gas. Finally, the voltage is increased slowly 
until a clear and stable PD signal appears, recording the 
number of photons received by the 9 optical sensors.  

When using the photon counter to collect, in order to 
reduce the impact of fluctuations in the PD signal strength, we 
collect 60 threshold photons for each PD. Then take the 
average value of 60 thresholds as the light irradiance value 
detected by the sensor. The light irradiance values of the nine 
optical sensors are normalized to construct the actual optical 
PD fingerprint of one PD source. 

Before fingerprint matching, the PSO algorithm is used to 
optimize the penalty parameter C and the kernel function 

parameter  of the SVM. The parameters of the PSO algorithm 
are set as: the group number is 20, learning factor c1=c2=2, the 
maximum number of iterations is 150. Through the 
optimization of PSO, the penalty parameter C=0.12 and the 

kernel function parameter =0.54. Finally, the optimized 
SVM model is used to match the actual optical PD fingerprints. 

C. Result and Analysis 

According to the above experimental process, the 
localization results of 12 PD test sources are shown in Figure 
8. Taking the size of the experimental tank into account, these 
12 experimental points are randomly selected from typical 
space areas in the tank, which can fully verify the effectiveness 
of this method. 

In Figure 8, the 12 PD sources are numbered 1 to 12 
according to the value of the localization error. The 
experiment results show that the average error of PD 
localization in the experimental GIL using the method 
proposed in this paper is 10.58mm. The minimum localization 
error and the maximum localization error are 1.00mm and 
21.36mm, respectively. The error of 91.67% is less than 20mm, 
which basically meets the localization requirements in GIL. 
Moreover, in the matching process of PD fingerprints, the 
identification of fingerprint features is based on the difference 

in the intensity of light irradiation received by each sensor. In 
this paper, although the size of the tank in the experiment is 
smaller than the actual GIL, the difference in light irradiance 
between the sensors in the small tank is relatively minute. The 
difficulty of identification and matching is greater than that of 
the actual GIL. Therefore, the above verification result can be 
achieved in the experimental small GIL in this paper, and the 
fingerprint matching result in the actual large-scale GIL will 
be better. 

Compared with the existing PD localization method, the 
average localization result of PD using the UHF method in [14] 
and  [15] is 125mm and 89mm respectively. The average 
localization result of PD using the ultrasonic localization is 
17.29mm in [16]. The average localization result of PD using 
the Fiber-Optic acoustic sensor array is around 50mm in [17]. 
In summary, the localization accuracy of the method in this 
paper is higher than that of the current typical PD localization 
methods, which can reach an error of about 10mm. 

 

Fig. 8. Experimental result of PD localization. 

VI. CONCLUSION 

The GIL PD localization method proposed in this paper 
introduces optical simulation data into the field of PD 
localization. Combined with PSO-SVM machine learning 
algorithm, the optical fingerprint is matched to obtain the 
location of PD sources. Through relevant experiments, the 
feasibility of the method is verified, and the following 
conclusions are drawn: 

(1) By establishing GIL simulation model in Tracepro 
software and conducting optical PD simulation experiment in 
it, the difficulty of establishing PD fingerprint database 
through field experiments is avoided, which improves 
detection efficiency. 

(2) This paper interpolates the optical simulation data to 
expand the sample density of the fingerprint database. As a 
result, the range that the fingerprint database can locate is 
expanded, and the accuracy of fingerprint localization is 
improved. 

(3) In this paper, the combination of optical simulation 
fingerprint database and PSO-SVM machine learning 
algorithm achieves an average localization error of 10.58mm 
in the experimental GIL tank. It shows that this method can 
effectively guide the maintenance of PD faults in GIL. 
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Abstract—The 500 kV oil-filled AC submarine cable in 

Hainan Networking System is the first large capacity, ultra-high 

voltage cross-sea submarine power cable in China, which is 31 

kilometers long and bundled with a submarine optical cable. 

And temperature monitoring on the submarine cable is of great 

significance to control the current rating and ensure the 

operation reliability. Based on the structural characteristics and 

setting condition of this submarine cable, a temperature 

monitoring system is established in this paper based on the 

Brillouin optical time-domain analysis (BOTDA) technology. In 

this system, the optical cable is used to monitor the temperature 

of the submarine cable surface, and an optimized thermal 

circuit model is proposed to calculate the internal temperature 

distribution. Moreover, an onshore simulation experimental 

platform is established on the same cable as the Hainan 

Networking System for the first time, which proves the accuracy 

of the temperature monitoring system and the calculation 

method.  

Keywords—500 kV, oil-filled submarine cable, temperature 

distribution, onshore simulation test, thermal circuit model 

I. INTRODUCTION 

The high voltage submarine cables, as the main power 
transmission channel between islands and harbors, have been 
widely developed, and many countries around the world have 
carried out various studies on them [1]. The oil-filled 500 kV 
submarine cable of China’s Hainan Networking System 
extends from Guangdong Province to Hainan Province and 
spans the Qiongzhou Strait, which has significant economic 
and social value [2]. The temperature of the submarine cable 
while it is in operation is an important parameter to determine 
its loading and evaluate its operational status [3]. As electricity 
demand continues to increase, the load also increases, which 
also leads to accretion in the operation temperature of the 
cable. However, excessive load and temperature will 
accelerate the aging of the insulating material and even cause 

thermal breakdown, affecting the safe and stable operation of 
the power system. At the same time, the insulation faults of 
high voltage cables are usually manifested by local 
temperature changes or abnormalities [4]. Therefore, 
establishing a temperature online monitoring system of the 
submarine cable is significant to clarify its loading and ensure 
its safe operation. 

The 500 kV oil-filled submarine cable in the Hainan 
Networking System can be divided into four parts according 
to different installation environments: the air part, the landing 
part, the intertidal part, and the seabed part [5]. Due to the 
complex and changeable environment of this submarine cable, 
it is impossible to test its temperature distribution directly. 
With the unique structure of the submarine cable, that bundled 
with optical cable, the distributed optical fiber sensing 
technology based on BOTDA can be used to deduce the 
temperature change of the optical unit by monitoring the 
Brillouin frequency shift in optical cable [6], and thus obtain 
the temperature of the submarine cable surface. And based on 
this, the temperature distribution of each layer inside the 
submarine cable can be calculated with the thermal circuit 
model of cables. The commonly used thermal circuit model 
IEC60287 is proved an effective method to derive the 
temperature of the cable conductor from environment 
temperature [7]. It simplifies the actual cable structure into a 
one-dimensional thermal circuit model and derives the 
temperature of the main structure of the cable layer by layer. 
However, since the optical cable in this testing system directly 
tests the temperature of the submarine cable surface, which is 
different from the environment temperature in the IEC60287 
model, thus the thermal circuit model needs to be optimized 
according to the test conditions in this paper. 

In this paper, a temperature monitoring system is 
established for the 500 kV oil-filled submarine cable in 
Hainan Networking System, which is relying on the bundled 
optical cable and the BOTDA technology. And the IEC60287 
thermal circuit model is optimized to calculate the temperature 
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distribution inside the submarine cable based on the surface 
temperature achieved with optical cable. Moreover, an 
onshore simulation experimental platform is established that 
uses the same cable as the Hainan Networking System for the 
first time. By testing the temperature of each layer in the 500 
kV oil-filled submarine cable with different loads, the 
optimized thermal circuit model in this paper is verified. 

II. ONLINE TEMPERATURE MONITORING SYSTEM OF THE 

500 KV SUBMARINE CABLE 

The submarine cable and optical cable of the Hainan 
Networking System have been in operation for several years, 
and the online temperature monitoring system needs to be 
designed according to their setting condition. The entire length 
of the 500 kV oil-filled submarine cable is bundled with 
submarine optical cable, with the bundle way shown in Fig. 1. 

The type of the optical cable is URC-I-G24QEVA-3.7-
R1.9/2.4, of which the cross-sectional structure is also shown 
in Fig. 1. Every optical cable has 24 single-mode G.652D 
optical fibers in the middle. The structure diagram of the 
submarine cable is shown in Fig. 2, with the scales and 
materials of each layer summarized in TABLE I. 

 

(a)                                     (b) 

Fig. 1. (a) the structure diagram of 500 kV submarine cable bundled with a 
submarine optical cable and (b) the structure diagram of the optical cable. 

 

Fig. 2. The structure diagram of the submarine cable. 

TABLE I.  THE STRUCTURES AND MATERIALS OF EACH LAYER OF 

THE 500 KV SUBMARINE CABLE 

Layers 
Diameter

（mm） 

Thickness 

(mm) 
Material 

Oil channel 30 15 Cable oil 

Conductor 44.6 7.3 Copper 

Conductor shield 45.6 0.5 
Carbon black 

paper 

Insulation layer 102.7 28.55 
Impregnated 

paper tape 

Insulation shield 103.7 0.5 
Carbon black 

paper 

Copper woven fabric 104.5 0.4 Copper 

Strengthen layer 115 0.6 Bronze 

The 1st lining layer 115.4 4 Polypropylene 

Anti-corrosion layer 125 5 Polyethylene 

Anti-month layer 125.4 0.2 Copper 

The 2nd lining layer 125.9 4 Polypropylene 

Armour 130.7 2.4 Copper 

Outer sheath 138.7 4 Polypropylene 

According to the characteristics of the submarine cable, 
the optical cable, and the setting method of these two, the 
temperature online monitoring system set up for the Hainan 
Networking System in this paper is as shown in Fig. 3. Two 
optical fibers in the optical cable are selected as temperature 
sensors. The ends in the Hainan terminal station are connected 
to the DITEST STA-R Series Brillouin Optical Time Domain 
Reflectometry (DTS) to test the Brillouin frequency shift by 
temperature in the optical fibers. And the other ends in 
Guangdong terminal station are connected to form a loop. 
While testing, one pulse light, and one testing light are input 
into the two optical fibers, separately. When the frequency 
difference of these two lights is equal to the Brillouin 
frequency shift of a certain area in the optical fiber, Brillouin 
scattering will occur, and the energy will be transferred 
between these two lights. By detecting the power of the output 
testing light, the frequency difference corresponding to the 
maximum transfer energy in each area of the optical fiber can 
be determined, thereby realizing the distributed temperature 
monitoring. 

III. THE EQUIVALENT THERMAL CIRCUIT MODEL FOR 

THE 500 KV OIL-FILLED SUBMARINE CABLES 

With the above submarine cable temperature monitoring 
system, the surface temperature of the submarine cable can be 
achieved from time to time. On this basis, the temperature 
distribution of the submarine cable can be derived from the 
surface temperature by the optimized thermal circuit model 
IEC60287. The classic IEC60287 thermal circuit model 
connects the thermal resistance of each layer of the cable in 
series, thereby equating the heat transfer path of the cable to a 
one-dimensional thermal circuit model to calculate the 
temperature difference between the environment and the 
conductor.  

 

Fig. 3. The schematic diagram of the temperature monitoring system of the submarine cable in the Hainan Networking System. 
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The thermal circuit model is as shown in Fig. 4. And the 
conductor temperature can be calculated by Eq. (1). 
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Where 𝜃𝑐  is the conductor temperature (oC), 𝜃𝑎  is the 
environment temperature (oC), Wd is the dielectric loss (W/m), 
R is the resistance per kilometer (Ω/km), T1 is the thermal 
resistance of the conductor (K•m/W), T2 is the thermal 
resistance of the armor (K•m/W), T3 is the thermal resistance 
of the outer sheath (K•m/W), T4 is the thermal resistance of 
the environment (K•m/W), λ1 is the loss factor of the armor, 
λ2 is the loss factor of the outer sheath. 

 

Fig. 4. The IEC60287 thermal circuit model. 

To make the calculation more accurate, the above 
mentioned IEC60287 thermal circuit model needs to be 
optimized according to the test system. The test object of the 
temperature monitoring system in this paper is the surface 
temperature of the cable, and the key structures inside the 
submarine cable are mainly the outer sheath, the armor, the 
lead alloy sheath, and the conductor. Therefore, the thermal 
circuit between the conductor and the surface of the submarine 
cable can be equivalent to a series of three thermal resistances, 
the lead alloy sheath and armor are the thermal circuit 
boundary layers, and between the boundary layers are the 
equivalent thermal resistance. The thermal circuit model of the 
submarine cable is as shown in Fig. 5. So the calculation 
equation for the conductor temperature can be optimized as 
Eq. (2). 
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Where 𝜃𝑐  is the conductor temperature (oC), 𝜃𝑜  is the 
temperature of the submarine cable surface (oC), Wd is the 
dielectric loss (W/m), T1 is the thermal resistance between the 
conductor and the lead alloy sheath (K•m/W), T2 is the thermal 
resistance between the lead alloy sheath and the armor 
(K•m/W), T3 is the thermal resistance between the armor and 
the outer sheath (K•m/W), λ1 is the loss factor of the lead alloy 
sheath, λ2 is the loss factor of the armor. The values of these 
parameters can be calculated according to the scales and 
materials of each layer listed in TABLE I. 

 

Fig. 5. The thermal circuit model of the submarine cable. 

IV. ONSHORE SIMULATION EXPERIMENTS 

Due to the complex and changeable operation 
environment of the submarine cable, it is impossible to 

measure its surface temperature directly, and it is also 
impossible to conduct destructive experiments on the 
submarine cables in operation to test its internal temperature. 
Thus, to verify the accuracy of the above calculation model, 
this paper sets up onshore simulation experiments in the 
laboratory and uses the same submarine cable and optical 
cable as the Hainan Networking System for the first time. 

A. Experimental Materials and Equipment 

The 500 kV oil-filled submarine cable is provided by the 
China Southern Power Grid, with a total length of about 1200 
mm. To test the temperature distribution of the key layers 
inside the submarine cable, this paper drills eight holes with 
different depths at different positions in the middle of the 
submarine cable, and penetrated the middle of the conductor, 
the insulation layer, the lead alloy sheath, and the outer sheath, 
respectively. The diameters of the holes are all 2 mm. The 
positions of the holes are as shown in Fig. 6. The current 
generator is provided by the Shandong Taikai High Voltage 
Switchgear Co., LTD, which can generate large current up to 
1600 A. The temperature monitoring device is Tektronix 
DAQ6510, with the accuracy for temperature testing is 0.01oC. 

 

 

Fig. 6. The schematic diagram of the drilling position on the 500 kV oil-

filled submarine cable. 

B. Experimental Setup 

The experimental setup is as shown in Fig. 7. The current 
generator is connected to both ends of the submarine cable to 
simulate the load when the submarine cable is in operation. 
There are six thermocouples during the test, four of which are 
inserted into the corresponding holes of different key layers, 
and the other two are attached to the surface of the submarine 
cable and suspended in the air, separately. All the 
thermocouples are connected to the temperature monitoring 
device and further connected to the PC to monitor and record 
the temperature.  

 

Fig. 7. The schematic diagram of the temperature rise experiment of the 

500 kV oil-filled submarine cable. 
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While conducting the temperature rise experiments, set the 
load currents of 300A, 600A, 900A, and 1200A, respectively, 
and observe the temperature changes of the key layers of the 
submarine cable. When the temperature is stable, record the 
temperature of each layer of the submarine cable. 

V. RESULTS AND DISCUSSION 

A. The Results Achieved From the Onshore Experiments 

The relationship between the temperature of different 
layers in the 500 kV oil-filled submarine cable and the load 
current achieved from the temperature rise experiment is 
shown in Fig. 8, with the specific values listed in TABLE II. 
The higher the load, the higher the temperature of each layer. 
And the temperature of the structure closer to the center is 
more sensitive to the load changes. 

 

Fig. 8. The experimental results of the temperature of the key layers in 

the 500 kV oil-filled submarine cable at different current loads. 

TABLE II.  THE TEMPERATURE OF THE KEY LAYERS IN THE 

SUBMARINE CABLE ACHIEVED FRON EXPERIMENTS 

Layers 
Temperatures at different load (oC) 

300 A 600 A 900 A 1200 A 

Conductor 30.82 37.22 54.52 75.01 

Insulation layer 29.83 31.83 44.93 60.43 

Lead alloy sheath 29.04 29.64 37.62 48.33 

Armour 29.13 29.22 35.41 43.12 

Outer sheath 28.02 29.41 35.32 42.01 

Surface 28 29.36 35.27 41.95 

B. The results Achieved From the Thermal Circuit Model 

According to the structural dimensions and the 
corresponding material characteristics of each layer in the 500 
kV oil-filled submarine cable given in TABLE I, the 
parameter values of the thermal circuit model are calculated 
and listed in TABLE III.  

TABLE III.  THE THERMAL CIRCUIT MODEL PARAMETERS OF THE 500 

KV SUBMARINE CABLE 

Parameters Values 

R (Ω/km) 0.0286 

T1 (K•m/W) 0.6787 

T2 (K•m/W) 0.0559 

T3 (K•m/W) 0.0567 

λ1 0.1 

λ2 0.491 

Introduce the parameter values and the surface 
temperature values in TABLE II into Eq. (2). The calculated 
conductor temperature at different loads is summarized in 

TABLE IV. By comparing the calculation results with the 
conductor temperature obtained from the temperature rise 
experiments, it can be seen that the optimized thermal circuit 
model is very accurate, and the error between the two is less 
than 2.26%. 

TABLE IV.  THE CONDUCTOR TEMPERATURE ACHIEVED FROM THE 

OPTIMIZED THERMAL CIRCUIT MODEL 

Current (A) 

Conductor temperature (oC) 

Error（%） Calculation 

result 

Experimental 

results 

300   30.14 30.82 2.26 

600  37.91 37.21 1.82 

900   54.51 54.52 0.02 

1200 76.15 75.01 1.5 

VI. CONCLUSION 

According to the structural characteristics and setting 
condition of the 500 kV oil-filled submarine cable bundled 
with an optical cable in the Hainan Networking System, a 
temperature monitoring system based on BOTDA technology 
is designed and established at the operating site. In this system, 
the optical cable monitors the temperature of the submarine 
cable surface. And the IEC 60287 thermal circuit model is 
optimized based on the temperature monitoring system to 
calculate the internal temperature distribution. Besides, an 
onshore simulation experimental platform is established in the 
laboratory, which conducted the simulation tests on the same 
submarine cable like the ones in the Hainan Networking 
System for the first time. By comparing the conductor 
temperature at different load achieved from experiments and 
the calculation, the accuracy of the optimized thermal circuit 
model is proved, and the error between the two is less than 
2.26%. Based on this result, the above optimized thermal 
circuit model is applied to the temperature monitoring system 
of the 500 kV oil-filled submarine cable, and the actual 
operation and maintenances data will be analyzed in the future 
researches. 
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Abstract—Inter-turn short-circuit fault (ITSCF) in doubly 

fed induction generator (DFIG) effect the performance of the 

wind turbine, so the surveillance of DFIGs is of very importance 

for the safe operation of the wind turbine. To solve this issue, an 

experimental setup was constructed for the detection of stator 

ITSCF. This experimental setup consist of three-phase wound 

rotor induction machine (WRIM), monitoring systems, 

frequency converters and related control and a drive motors. 

This experimental system can truly simulate the actual working 

conditions of the machine when the machine is short-circuited, 

and the experimental simulation can be closer to the operation 

process of the double-fed induction generator. Flux monitoring 

method was used to detect the ITSCF in stator windings. Time 

domain analysis was used on flux signal to detect the ITSCF at 

its initial stage of the fault. Empirical Mode Decomposition 

(EMD) method was applied on flux to detect the stator ITSCF. 

The EMD of the flux signal in the stator winding ITSCF yields 

9 layers of empirical modal components IMFs. The IMF5 and 

IMF6, was found useful to discriminate the normal and faulty 

condition of the machine. The results show that EMD analysis 

on flux monitoring is advance and effective way than the other 

methods to detect the ITSCF in stator windings. 

Keywords—DFIG, empirical mode decomposition method, 

inter-turn short circuit fault, leakage flux, stator windings 

I. INTRODUCTION 

Nowadays wind power generation is playing a vital role 
in the energy sector and is getting more and more attention. 
Wind turbines can use different kinds of generators, for 
example wound rotor induction generators, squirrel-cage 
induction generators and synchronous generators [1]. 
Squirrel-cage induction generators run at a constant speed, 
and changes in wind speed may the source of generator 
failures. Wind turbine systems based on wound rotor 
induction generators (recognized as doubly-fed induction 
generators (DFIG)) are popular because of their advantages: 
low cost, reduced losses efficiency, low inverter ratings, 
active and reactive power control and higher costs [2]. 
Therefore, it is widely used in wind turbine. 

Wind farms are usually situated in remote place and poor-
environment areas and are commonly installed 50 to 80 
meters above the ground. All these features put difficulties in 
maintenance work and increase maintenance costs. The 
report of Electric Power Research Institute pointed out that 
37% of machine failure is due to stator related faults [3]. 
From these 37% stator faults most faults are allied to stator 
windings faults which are caused by inter-turn short-circuit 
fault (ITSCF). If ITSCF didn’t detect at its initial stage then 
it grow to serious faults [4]. Therefore, it is important to 
monitor the machine on continues based to detect the 
potential failures that could reduce the losses and the 
maintenance cost. 

Several data related to condition monitoring has been 
surveyed with various aims, for instance, practical 
approaches regarding condition monitoring [5], or other 
technical problems associated to them [6]. Practical 
Implementation of condition monitoring systems will equip 
the system to detect the faults at initial stages and will result 
in eliminating or significantly reducing the costs responsible 
for the unplanned and unscheduled repairing. Techniques 
offered through various applications are vibration monitoring, 
torque monitoring, temperature monitoring, acoustic 
monitoring, electrical signals monitoring and oil monitoring. 
The electrical signal monitoring is widely used in CMS, 
which includes electrical current, voltage, power and flux 
monitoring. 

After selecting the monitoring method, the process of the 
signal monitoring is crucial. There are various options to 
choose from to apply the signal processing techniques to 
detect the faults. These can be categorized as either the 
frequency domain or time domain or the time-frequency [7]. 
In the time-domain method, an analysis of the time waveform 
is carried out by using statistical approaches such as 
measuring the mean, or the RMS (root mean square) value 
etc. [8]. Whereas in the frequency-domain method analysis is 
carried out on the transformation of the waveform signal 
existing in the time domain into the frequency domain. The 
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typical method includes the spectrum analysis by using Fast 
Fourier Transform (FFT). On the contrary, the frequency-
domain analysis has limitations such as it limit in stationary 
waveform signals. An empirical mode decomposition (EMD) 
is new time-frequency based analysis method, which was 
designed by Huang and his colleagues [9], which has the 
attractive feature of robustness in the presence of nonlinear 
and non-stationary data. EMD is to adaptively decompose the 
signal into a series of frequency components close to a single 
empirical mode function (IMF) according to the 
characteristics of the signal. Hilbert spectrum can gain the 
instantaneous frequency and instantaneous amplitude of the 
empirical mode component of each layer, analyzing the 
current signal and observe the change of IMF amplitude. 

II. EXPERIMENTAL SETUP  

The experimental setup uses a 100 kW of induction 
machine with a drive motor. The function of the drive motor 
is to rotate the induction machine. To decrease the harmonics, 
two back-to-back PWM VSI converters were used. To 
perform the ITSCFs and control the speed of the machine a 
control system was used. A short circuit cabinet connects the 
control system and the induction machine. To obtain the real 
time data, a condition monitoring system was used. The 
experiment was performed many times to verify the validity 
of the data. 

To effectively study the magnetic flux leakage signals at 
different positions of the generator, magnetic loop antennas 
were placed at the axial positions of the generator, and the 
magnetic leakage of the generator at axial positions was 
collected through the signal, the schematic diagram of the test 
position of the magnetic loop antenna is shown in Fig. 1 (a). 
The magnetic loop antenna is placed 7cm away from the 
generator casing, and the magnetic loop antenna is placed 
parallel to the generator casing to perform the leakage 
magnetic flux measurement of the axial positions of the 
generator, the physical diagram of the test position of the 
experimental system is shown in Fig. 1 (b). 

III. RESULTS AND DISCUSSION 

In the experiment model, two to seven turns short-circuit 
faults were made. Flux signal was obtained to analyze the 
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Fig. 1. (a) Schematic diagram of magnetic loop antenna test location, (b) Experimental scheme of magnetic flux leakage signal acquisition 

TABLE I.  RMS VALUES OF FLUX UNDER DIFFERENT NUMBER OF 

SHORTED TURNS 

Shorted turns RMS 

0 0.001121 

2 0.002226 
3 0.002525 

4 0.005711 

5 0.010284 
6 0.013824 

7 0.014387 

 

 
Fig. 3   RMS value of flux for different fault conditions 
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Fig. 2.   Flux analysis for stator ITSCF 
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time domain waveform and EMD. The duration of the fault 
is one second. When the motor has a short-turn inter-turn 
short circuit, the stator flux amplitude and phase change are 
small. Fig. 2 show the experiment results in time domain 
waveform when there two to seven turns’ short-circuit faults. 
These figures show that when there is a fault in the generator 
the amplitude of the flux rises. This behaviour is more 
obvious as the level of the fault increases. RMS values for 
normal and ITSCF of the stator winding is given in TABLE 
I. Result show that in normal condition the RMS value of flux 
in low, but in faulty condition, the flux signal have the higher 
values and this value increases as the level of the fault 
increases, which is shown in Fig. 3. The increment in RMS 
values show the fault severity level. 

The EMD analysis of the stator flux signal is performed 
and the results are shown in Fig. 4 to Fig. 9. The EMD of the 
flux signal in the stator winding ITSCF yields 9 layers of 
empirical modal components IMFs. According to EMD 

analysis, when ITSCF occurs in the stator winding of the 
generator, the flux signal of the fault phase is decomposed by 
EMD, and the amplitudes of the IMF5 and IMF6 components 
will suddenly change at the time of fault. This is because, 
EMD decomposes the original signal into components of 
different frequency ranges, and a short-circuit fault in the 
stator winding will cause a new inter-turn flux to appear in 
the short-circuit loop. The envelope of the signal in these 
frequency ranges changes, so that the signal envelope 
contains the fault information. The sudden change of the 
IMF5 and IMF6 components at the time of the fault is caused 
by the fault of the generator. Therefore, a small short-circuit 
fault will not cause a significant change in the stator flux 
signal, but the fault of the generator can be detected by EMD, 
which shows its effectiveness. The peak to peak values of 
IMF5 and IMF6 increases with fault severity, which is shown 
in TABLE II and Fig. 10. 

 
Fig. 4   EMD analysis of 2 turns short fault 

 
Fig. 5   EMD analysis of 3 turns short fault 

 
Fig. 6   EMD analysis of 4 turns short fault 

 
Fig. 7   EMD analysis of 5 turns short fault 

 
Fig. 8   EMD analysis of 6 turns short fault 

 
Fig. 9   EMD analysis of 7 turns short fault 
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IV. CONCLUSIONS 

This research article is based on the experimental results 
which focus on inter turn short circuit fault detection of stator 
winding in doubly fed induction generator. Normal and two 
to seven turns short circuit fault was investigated at a full load 
condition. The magnetic flux antenna was placed on the axial 
position of the generator. Time domain and Empirical Mode 
Decomposition (EMD) analyses were found effective for the 
fault detection. The time domain analysis show that when the 
fault happened, the output voltage amplitude get higher. For 
EMD analysis of the flux in the stator winding ITSCF yields 
9 layers of empirical modal components IMFs. The IMF5 and 
IMF6, was found useful to differentiate the normal and faulty 
condition of the machine. During the healthy condition, there 
is no sudden change in the amplitude of IMF5 and IMF6. But 

when the fault occurs, there was a sudden change in the 
amplitudes of the IMF5 and IMF6. From the results 
investigated in this research article concludes that for stator 
ITSCF detection in DFIG the time domain and EMD analyses 
on flux are efficacious than the other fault detection methods. 
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TABLE II.  PEAK TO PEAK VALUES OF IMF5 AND IMF 6 AT 

DIFFERENT FAULT CONDITIONS 

Shorted turns IMF 5 IMF 6 

0 0.00084239 0.00078767 

2 0.0053869 0.0071714 

3 0.011345 0.0091967 
4 0.024254 0.024893 

5 0.041355 0.053644 

6 0.048136 0.060104 
7 0.057248 0.061497 

 

 
Fig. 10   Peak to peak values of IMF 5 and IMF 6 
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Abstract—Considering the fact that gear often works under 

varying working conditions, i.e., different domains, this paper 

presents a new approach that utilizes intrinsic time-scale 

decomposition (ITD) to extract features from vibration signals 

and transfer learning (TL) to achieve domain adaptation for 

gear fault diagnosis (GFD). The ITD first decomposes the 

vibration signal into several proper rotation components 

(PRCs). Then, the singular value vectors from the PRCs are 

extracted to provide differential indexes. TL aims to minimize 

the distribution distance among domains at most and solve the 

problem of distribution change, where a weight adjustment 

mechanism is involved in the Kullback-Leibler importance 

estimation procedure (KLIEP) for domain adaptation. Finally, 

the weighted domain vectors are applied to the GFD model. 

Experimental study performed on a drivetrain dynamics 

simulator (DDS) show that KLIEP performs well for domain 

adaption and the classification results also prove the 

superiority of proposed method in GFD when working 

condition changes. 

Keywords—Gearbox fault diagnosis, Transfer learning, 

KLIEP, varying working conditions. 

I. INTRODUCTION  

As one of the key parts of the rotating machinery, the 
running state of the gear has a great impact on the smooth 
operation of the system. In most of gear systems, the 
variation of interference noise and working conditions is 
unavoidable. Therefore, in order to maintain the long-term 
healthy operation of mechanical equipment, it is necessary to 
take the active gear fault diagnosis (GFD) strategies for 
preventing the occurrence of possible failures. However, 
varying working conditions faced in rotating machinery 
bring apparent consequence, such as: 1) accelerating the gear 
wear and shortening the gear life, and 2) adding extra noise 
on original vibration signals, thus increasing the difficulty of 
GFD [1-2]. 

To overcome the influence of varying working conditions, 
some feature extraction and pattern recognition algorithms 
have been applied to GFD of rotating machinery. For 
instance, Sharma [3] et al. reviewed GFD researches under 
various condition indicators; Cerrada [4] et al. proposed a 
new hierarchical feature selection model based on relative 

dependency for GFD; Cheng [5] built a planetary gear fault 
diagnosis model based on entropy feature fusion from signals’ 
ensemble empirical mode decomposition. Zhang [6] et al. 
combined the grasshopper optimization algorithm (GOA) 
with variational mode decomposition (VMD) to build a gear 
diagnosis model when facing with variable conditions; Han 
[7] et al. proposed an enhanced convolutional neural network 
model to improve the fault diagnosis performance of 
planetary gearbox under variable working conditions. 
However, there are two limitations in most of current GFD 
models: 1) ever-changing conditions increase the complexity 
of proposed models, which tends to lack generalizability ; 2) 
different models need to be established to adapt to the 
change of working conditions, thus having high resource 
consumption. Inspired by transfer learning (TL) idea [8,9], a 
domain adaptation GFD model based on Kullback-Leibler 
importance estimation procedure (KLIEP) algorithm is 
presented in this paper to enhance the robustness of GFD 
model. This model is adopted by minimizing the feature 
distribution of KL distances of fault signals from different 
conditions to realize cross-domain learning, and to provide 
possible solutions for gear fault diagnosis under varying 
working conditions. The goal of transfer learning is to obtain 
effective gearbox diagnostic results when the machine runs 
in a new working environment while using the model built in 
the old working environment. 

The rest of this paper is organized as follows. After 
theoretical background on transfer learning is introduced in 
section 2, the proposed GFD model based on KLIEP 
algorithm is presented in section 3. Then case studies for 
gearbox fault diagnosis will be conducted in section 4 to 
prove related performances. Finally, conclusions is 
summarized in section 5. 

II. WORK BASIC METHODS 

A. Transfer Learning  

Compared to non-transfer learning strategies, three 
unique characteristics exist in the transfer learning models: 
multiple-tasks, cross-domains and different distribution. Its 
objective is to discover common knowledge hiding in source 
domains, and transfer to target domain [10,11]. Suppose 
there exist source domain 𝓓𝑠, source task 𝓣𝑠, target domain 
𝓓𝑡 and target task 𝓣𝑡, the purpose of transfer learning is to * Ruqiang Yan is the corresponding author. (e-mail: yanruqiang@xjtu.edu.cn). 
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optimize predictive function 𝑓𝑡  in target domain by 
incorporating the knowledge obtained from predictive 
function 𝑓𝑠  in source domain. Here 𝓓 = {𝒳, P(𝒙)}  is 
represented by the feature space 𝒳  and its marginal 
probability distribution (MPD), 𝒙 = {𝑥1, ⋯ , 𝑥𝑛} ∈ 𝒳 . 𝓣 =
{𝒴, 𝑓} is represented by the label space 𝒴, and the predictive 
function 𝑓. In non-transfer learning, 𝓓s = 𝓓t  and 𝓣s = 𝓣t, 
but in transfer learning, 𝓓s ≠ 𝓓t or 𝓣s ≠ 𝓣t.  

B. Influence of Working Conditions on GFD Signals 

Generally, for gear fault diagnosis, the dynamics of gear 
components can be equivalent to the approximate second-
order mass-spring-damping systems: 

ℎ(𝑡) =
1

𝑚𝜔
𝑒−(𝜉 √1−𝜉2⁄ )𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) (1) 

where 𝑚 represents the mass of vibratory system; 𝜉  means 
the damping ratio; 𝜔 means the natural frequency. When the 
operating conditions change, the measured vibration signals 
will change. For a second-order mass-spring-damping 
system, the vibration characteristic depends on four 
parameters: mass, damping ratio, natural frequency and 
machine cycle. Different rotating speeds will change the 
machine cycle and bring the signal difference, causing 
differences of data distribution between GFD modeling and 
GFD application. 

C. TL for GFD under Varying Working Conditions 

Fig. 1 shows the transfer learning strategy for GFD 
under varying working conditions. It indicates that the 
training data in source working conditions are applied in the 
GFD model after transfer learning. Here, the data 
distribution between source working conditions and target 
working condition is different. Classical non-transfer 
strategy just utilizes the dataset under target working 
condition for both training and verification, while transfer 
learning strategy can build a more generic model by taking 
full advantage of the data in those source working 
conditions. The transfer learning can be successfully applied 
under two conditions: 1) the common knowledge exists in 
source working conditions and target working condition; 2) 
the amount of samples in target working condition is 
insufficient for individual GFD. 

 

Fig.1. The transfer learning strategy for GFD under varying working 
conditions. 

III. DOMAIN ADAPTATION BASED TL FOR GFD 

A. Dataset and Feature Extraction 

As a new time-frequency processing method, the intrinsic 
time-scale decomposition (ITD) [12,13] needs less 
calculation as compared to empirical mode decomposition, 

thus having the advantages of fast speed. In ITD, the input 
vibration signal 𝑿𝑡  can be adaptively decomposed into 
several proper rotation components (PRCs) and a residual 
term, shown as follows: 

𝑿𝑡 = 𝑳𝑿𝑡 + (𝟏 − 𝑳)𝑿𝑡 = 𝑳𝑡 + 𝑯𝑡  (2) 

where 𝑳  represents the baseline extraction operator; 𝑳𝑡 =
𝑳𝑿𝑡  represents the baseline signals; 𝑯𝑡 = (𝟏 − 𝑳)𝑿𝑡  
represents the separated PRCs.  

Then the fully functional process of feature extraction 
process is listed as follows: 

a) All extreme points of signals 𝑿𝑡  and their 
corresponding time 𝜏𝑘  are calculated or obtained, and 𝑴 
represents the number of extreme points; 

b) The piecewise linear baseline extraction operator 𝑳 is 
defined on the interval of continuous extreme points 
(𝜏𝑘, 𝜏𝑘+1]: 

𝑳𝑿𝑡 = 𝑳𝑡 = 𝑳𝑘 + (
𝑳𝑘+1 − 𝑳𝑘

𝑳𝑘+2 − 𝑳𝑘

) (𝑿𝑡 − 𝑿𝑘) (3) 

where, 

𝑳𝑘+1 = 𝛼 [𝑿𝑘 + (
𝜏𝑘+1 − 𝜏𝑘

𝜏𝑘+2 − 𝜏𝑘

) (𝑿𝑘+2 − 𝑿𝑘)]

+ (1 − 𝛼)𝑿𝑘+1 

(4) 

where 𝑘=1, 2, …, 𝑴-2; 0< 𝛼<1, (generally 𝛼=0.5). 

c) The baseline signal 𝑳𝑡
1 is separated from original signal 

𝑿𝑡, and the first PRC item is obtained: 

𝑯𝑡
1 = (𝟏 − 𝑳)𝑿𝑡 = 𝑿𝑡 − 𝑳𝑡

1 (5) 

Then, the 𝑳𝑡
1  is considered as the original signal and 

repeat the step above until the baseline signal is a constant or 
monotone function. After that, original signal 𝑿𝑡  can be 
decomposed as follows: 

𝑿𝑡 = (𝑯 ∑ 𝑳𝑖𝑝−1
𝑖=0 + 𝑳𝑝)𝑿𝑡   

 = 𝑯𝑡
1 + 𝑯𝑡

2 + ⋯ + 𝑯𝑡
𝑝

+ 𝑳𝑡
𝑝
  (6) 

where 𝑝  represents the number of iterations; 𝑯𝑡
𝑖  represents 

the i-th inherent component and 𝑳𝑡
𝑝

 represents the residual 

component. 

d) Construct the matrix 𝑪 = [𝑯𝑡
1; 𝑯𝑡

2; … ; 𝑯𝑡
𝑝

] and extract 

the singular values of matrix 𝑪  as the feature vector of 
signals 𝑿𝑡. 

According to the steps above, the gear vibration signals 
collected from both source working condition and target 
working condition are shown as follows: 

𝓓𝑠 = {(𝑿𝑠, 𝒀𝑠)} = {(𝒙𝑗
𝑠, 𝑦𝑗

𝑠)}, 𝑗 = 1,2, … , 𝑁𝑠  

𝓓𝑡 = {(𝑿𝑡 , 𝒀𝑡)} = {(𝒙𝑖
𝑡 , 𝑦𝑖

𝑡)}, 𝑖 = 1,2, … , 𝑁𝑡  

𝑿 = {𝑿𝑠 , 𝑿𝑡}, 𝒀𝑠 ∈ 𝒀, 𝒀𝑡 ∈ 𝒀 (7) 

where 𝒙𝑗
𝑠  and 𝒙𝑖

𝑡  represent the feature vectors; 𝑦𝑗
𝑠  and 𝑦𝑖

𝑡 

represent the fault categories; 𝑁𝑠 and 𝑁𝑡 represent the sample 
number of source and target domains respectively.  

As shown in section 2.2, signals under different working 
conditions bring differences of data distribution between 𝓓𝑠 
and  𝓓𝑡  .  According  to  literature  [14, 15] ,  the 
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covariancedeviation in 𝓓𝑠 can be corrected by weighting to 
achieve a similar target condition learning function. Here the 
weight 𝛽 = 𝑃𝑡(𝑿, 𝒀)/𝑃𝑠(𝑿, 𝒀)  can be simplified as 𝛽 =
𝑃𝑡(𝑿)/𝑃𝑠(𝑿) . Therefore, the Kullback-Leibler importance 
estimation procedure (KLIEP) algorithm can be used for gear 
fault diagnosis. 

B. GFD Model based on KLIEP Algorithm 

The basic principle of KLIEP model is to design an 
importance estimate 𝛽 such that the Kullback-Leibler (KL) 
divergence between the weighted 𝓓𝑠 and 𝓓𝑡  is minimized. 
If two kinds of distributions are exactly the same, KL 
divergence distance will equal to zero. Therefore, the 
differences of the same fault type from both source domain 
and target domain needs to be reduced. Fig. 2 gives the 
specific flow diagram of GFD model with the KLIEP 
algorithm. Referring to [16], the weight 𝛽 is assumed to be 
the linear model, which can be expressed as: 

𝛽(𝒙) = ∑ 𝛼𝑙𝐾(𝒙, 𝒄𝑙)
𝑁𝑡
𝑙=1   (8) 

where 𝛼𝑙 ≥ 0  is the KLIEP parameter that needs to be 
learned.  

Due to the fact that 𝓓𝑠 samples are easier to be obtained 
than 𝓓𝑡 samples in GFD application, we assume that 𝑁𝑡 <
𝑁𝑠. Here, 𝐾(∙) represents the gauss kernel function and 𝒄𝑖 is 
the center of gauss kernel function. Therefore, the KL 
divergence between 𝓓𝑠 and 𝓓𝑡 can be represented as: 

KL(𝑃𝑡(𝒙)||𝛽(𝒙) ∗ 𝑃𝑠(𝒙))  

= ∑ 𝑃𝑡(𝒙)log(𝑃𝑡(𝒙) 𝛽(𝒙) ∗ 𝑃𝑠(𝒙)⁄ )   

= ∑ 𝑃𝑡(𝒙)log
𝑃𝑡(𝒙)

𝑃𝑠(𝒙)
− ∑ 𝑃𝑡(𝒙)log𝛽(𝒙)  (9) 

where the first item ∑ 𝑃𝑡(𝒙)log[𝑃𝑡(𝒙) 𝑃𝑠(𝒙)⁄ ]  is 
independent of actual weights, and the second item 
∑ 𝑃𝑡(𝒙)log𝛽(𝒙) can be further calculated as: 

∑ 𝑃𝑡(𝒙)log𝛽(𝒙) ≈ ∑ log𝛽(𝒙𝑖
𝑡)𝑁𝑡

𝑖=𝑙 𝑁𝑡⁄    

=∑ log ∑ 𝛼𝑙𝐾(𝒙, 𝒄𝑙)
𝑁𝑡
𝑙=1

𝑁𝑡
𝑖=𝑙 𝑁𝑡⁄  (10) 

Besides,  

∑ 𝛽(𝒙)𝑃𝑡(𝒙) ≈ ∑ log𝛽(𝒙𝑖
𝑡)𝑁𝑠

𝑗=𝑙 𝑁𝑠⁄    

=∑ log ∑ 𝛼𝑙𝐾(𝒙, 𝒄𝑙)
𝑁𝑡
𝑙=1

𝑁𝑠
𝑗=𝑙 𝑁𝑠⁄  (11) 

Finally, the minimum KL divergence in equation (9) 
could be converted to a new convex optimization problem: 

max[∑ log ∑ 𝛼𝑙𝐾(𝒙𝑖
𝑡 , 𝒄𝑙)

𝑁𝑡
𝑙=1

𝑁𝑡
𝑖=𝑙 ]   

s.t. ∑ log ∑ 𝛼𝑙𝐾(𝒙𝑗
𝑠, 𝒄𝑙)

𝑁𝑡
𝑙=1

𝑁𝑠
𝑗=𝑙 𝑁𝑠⁄ = 1, 𝛼𝑙 ≥0 (12) 

Therefore, the specific procedure for GFD model with 
the KLIEP algorithm can be listed as: 

a) Allocating the 𝓓𝑠 and 𝓓𝑡 samples, respectively; 

b) Initializing parameter 𝛼𝑙 = [𝛼1, 𝛼2, … , 𝛼𝑁𝑡
]; 

c) Iteration: 𝑖𝑡𝑒 = 1,2, …: 

c-1, Choosing a subset from 𝓓𝑠  as the data centers of 
gauss function randomly; 

c-2, Computing the global optimal solution 
𝛼1, 𝛼2, … , 𝛼𝑁𝑡

 using gradient ascent method and k-fold cross 

validation; 

c-3, If the KL divergence in current iteration is bigger 
than last iteration, the GFD mode will be output, otherwise 
the iteration will be continued; 

d) Computing the final weight 𝛽(𝑿𝑠) =

∑ 𝛼𝑙𝐾(𝑿𝑠 , 𝒄𝑙)
𝑁𝑡
𝑙=1  based on the 𝛼𝑙  value, and building a 

target-oriented GFD model using the weighted source 
domain data. 

 

Fig.2. The specific flow diagram of GFD model with the KLIEP algorithm. 

IV. EXPERIMENT AND ANALYSIS 

A. Test Rig and Data Description 

Experimental study was performed on a drivetrain 
dynamics simulator (DDS) in Yan’s group [17], which is 
shown in Fig. 3, and vibration signals were measured from 
six channels installed on reduction gearbox and planetary 
gearbox. Testing gears contain five categories: normal 
condition (NC), root crack fault (RCF), chipped tooth fault 
(CTF), miss tooth fault (MTF), surface wear fault (SWF). 
Rotating speeds were set from 20 to 50Hz. Loads were set 
from 0 to 12.8N∙m [17]. The type of gear faults and its 
experimental conditions are shown in Table 1. 
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Fig.3. Spectra Quest’s Drivetrain Dynamics Simulator.
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TABLE I.  THE GEAR FAULT TYPE AND WORKING CONDITIONS 

 

B. Domain Adaptation Experiments 

During the domain adaptation experiments, the target 
working condition is considered as: T={D3, E1, F2}, and the 
source working conditions are considered as: S1={D1, E1, 
F2}; S2={D2, E1, F2}; S3={D3, E2, F2}; S4={D4, E1, F2}; 
S5={D5, E1, F2}; S6={D3, E3, F2}; S7={D1, E1, F2}. It is 
indicated that the each dataset S changes one of the 3 
working conditions of dataset T. 

Firstly, to verify the effectiveness of feature extraction 
and to analyze model’s clustering performance, the 
visualization tool t-SNE [18] is used, which aims to map 
origin high-dimension features to two-dimension features, as 
shown in Fig. 4. Notice that, the clustering performance of 
original vibration data is poor, thus being difficult to 
distinguish. On the contrary, the t-SNE graph extracted by 
ITD model shows strong clustering performance, which is 
suitable for identification of gear fault signals.  

 

Fig.4. The visualized t-SNE graphs. 

Then, Fig. 5 compares the KL divergences between 
seven kinds of source working conditions from S1 to S7. It 
can be seen that the influence of working conditions on the 

GFD results is ordered by: rotating speed < load < location. 
In the KLIEP algorithm, the influence of rotating speed can 
be weakened, thus being helpful to industrial GFD 
application. Meanwhile, the difference between source 
domain and target domain can be weakened using the KLIEP 
algorithm, by comparing with original KL divergences. 

C. Gear Fault Diagnosis Experiments 

The GFD experiments include variable rotating speed 
transfer learning (from S5 to T) and variable load transfer 
learning (from S3 to T). In this part, some methods are 
compared as follows: Support Vector Machine (SVM), 
Factor Analysis (FA), Maximum Mean Discrepancy (MMD), 
Deep CORAL (FA) and Domain Adversarial Neural 
Network (DANN, also known as RevGrad). In those 
aforesaid models, the source domains are only used for 
training. 

 

Fig.5. The KL divergences between seven kinds of source working 
conditions. 

 

Fig.6. Confusion matrix of GFD classification results with the KLIEP model. 
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TABLE II.  THE MAE AND RMSE INDEXES IN [S5, T] 

Fault type 

Model    

NC RCF MTF SWF CTF 

MAE/RMSE MAE/RMSE MAE/RMSE MAE/RMSE MAE/RMSE 

SVM 0/0 0.02/0.14 0.52/0.96 0.06/0.25 0.6/1.19 
FA-SVM 0/0 0.06/0.43 0.52/0.97 0.02/0.14 0.36/0.85 

MMD-SVM 0.22/0.71 0.16/0.49 0.14/0.47 0.04/0.2 0.08/0.35 

RevGrad 0/0 0/0 0.02/0.14 0/0 0.12/0.49 
D-Coral 0/0 0/0 0/0 0.04/0.28 0.06/0.32 

KLIEP-SVM 0/0 0.02/0.14 0/0 0/0 0.08/0.45 

TABLE III.  COMPARISON BETWEEN DIAGNOSTIC ACCURACIES OF DIFFERENT GFD MODELS 

     Model   

Data set 
SVM FA-SVM MMD-SVM RevGrad D-Coral KLIEP-SVM 

[S5, T] 0.856 0.878 0.924 0.986 0.988 0.988 

[S3, T] 0.812 0.846 0.918 0.944 0.946 0.984 

 
Fig. 6 gives the confusion matrix of GFD classification 

results with the KLIEP model. From this figure, two main 
conclusions can be obtained: 1) by comparing the diagnostic 
results between varying rotating speed and load, the GFD 
performances are close (98.8% & 98.4%). Although the 
influence of varying loads is larger than varying rotating 
speeds, the KLIEP model can effectively reduce the 
weakness of the former and get a satisfying result; 2) under 
the same working condition, the recognition accuracy (96.0% 
& 94.0%) of CTF type is lower than other fault categories. 
Although the sensitivity of KLIEP to CTF type is relatively 
low, it is still acceptable. Table II gives the MAE and RMSE 
indexes in [S5, T] and Table III lists the total GFD accuracy 
of [S5, T] and [S3, T].  For a fair comparison, the radial basis 
function (RBF) is chosen as kernel function in all kernel-
based methods, where grid searching and 5-fold cross 
validation are utilized to seek optimal penalty and kernel 
function parameters. In order to quantify the GFD 
performance, the mean absolute error (MAE) and root mean 
squared error (RMSE) are calculated: 

°
1

1
MAE

n

i ii
y y

n =
= −   

°( )
2

1

1
RMSE

n

i ii
y y

n =
= −  (13) 

Two conclusions can be obtained from Table II and III: 1) 
although both varying rotating speed and load may change 
the feature distribution of vibration signal, they have little 
impact on the adaptive model based on KLIEP algorithm. 
Therefore, the proposed method is suitable for GFD under 
variable working conditions; 2) KLIEP model has the highest 
diagnostic performance among five models, and it can 
improve the diagnosis accuracy by up to 17.7% compared 
with non-transfer models such as SVM. The results in Table 
III  prove that the proposed method improves the reliability 
of gear fault diagnosis under variable working conditions. 

V. CONCLUSION 

A domain adaptation model for gear fault diagnosis under 
different working conditions is proposed. 1) As a cross-
domain learning method, KLIEP algorithm weakens the 
sample distribution difference between source and target 
working conditions by weighting the data of the former. This 
algorithm overcomes the limitation of the same distribution 
of training and test data required by traditional machine 
learning, and provides a valuable idea for the engineering 

application of GFD. 2) By comparing the KL distances 
between the data of source and target working conditions, it 
was found that the influence of varying rotating speeds was 
slightly lower than varying loads. 3) By compared with 
traditional methods, the diagnostic accuracy of the adaptive 
model is the highest, with an average improvement of 
11%~17%. 
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Abstract—The maximum power is the most direct index to 

evaluate the quality of battery. In order to find the maximum 

power, experiments can be tried again and again; as for the 

battery model, to establish it in advance, then to obtain the 

derivative. By using the relationship between function 

expression and function derivation under maximum power, the 

battery can be evaluated by the first derivative value of volt 

ampere function at the maximum power. Further investigation 

of the symbol state of the second derivative of the volt ampere 

function can evaluate the battery performance under the single 

rational function without paying attention to the maximum 

power condition. Based on the function of the first and second 

derivative of the volt ampere function in the battery evaluation, 

a method of battery evaluation, rooted in the battery parameters 

in the volt ampere function, is constructed. Via the method, the 

derivation and deduction of the maximum power in the model 

can be avoided, and the repeated search for the maximum power 

in the experiment can also be avoided. 

Keywords—battery potential parameters, battery mechanism 

parameters, maximum power, battery evaluation 

I. BACKGROUND AND PROBLEMS 

In recent decades, the research on battery is in full 

swing, and the evaluation of battery quality has emerged as 

the times require. [1,2] 

The maximum power is the most direct index to 

evaluate the battery. Battery power can be written as, 

 

( ) ( )

2
Voltage source battery

Current source battery 2

Mathematical expression 2

m

mLm m m

m mL

m m m m mL

V

Rp I V

I R

p x x f x x
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= = 
⎯⎯⎯⎯⎯⎯→

⎯⎯⎯⎯⎯⎯⎯→ = = 

    (1)   

 

According to (1), the value
mL  can be used as the 

evaluation index of battery power. More higher the value of 

index, more better the battery power. 

Therefore, the relationship between 
mL  and ( )mf x

needs establishing. For linear volt ampere batteries, this 

relationship has been established; for voltage source 

batteries, the value equals that of the internal resistance of 

series batteries ( )mL sR = ;  for current source batteries, 

the value is equal to that of the internal resistance of 

batteries in parallel ( )mL sR = , but ,as for the battery 

with nonlinear volt ampere, this relationship is not 

established, yet[3]. 

II. BATTERY POWER 

The product of current and voltage is called as battery 
power, and the mathematical expression of the battery power, 
and the maximum power are 

 

( ) ( )

( ) ( ) ( )
( )

( ) ( )

derivative

0
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0xm
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p x f x xf x
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=

 ⎯⎯⎯⎯→ = +

⎯⎯⎯⎯⎯→ + =

（2） 

 

Where: ( )p x is the electric power; ( )f x is the volt 

ampere function, expressed as voltage or current; x is the 

independent variable, shown as the current or voltage; 
mx is 

the independent variable value at the maximum power.  

Therefore, the maximum power of the battery can be 

written in two ways. 

 

( ) ( ) ( )2

m
m m m m x

p x x f x x f x= = − （3） 

The conclusion is drawn by comparing with the two 

formulas: (1) and (3)： ( )
m

mL x
f x = − . 

Comparison on the maximum power of the two 

batteries ( ),i j  Supposing that the independent variables of 

the two batteries are equal under the maximum power 

condition, the comparison of the batteries performance 

would be converted into the numerical comparison of the 

first derivative of the volt ampere function at the maximum 

power. 
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   (4) 
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III. BATTERY VOLT AMPERE 

The volt ampere curve  of battery can be expressed as the 

following general function.[4] 

( ) ( )

( ) ( )

3

1

1 2 1 2ln exp

k

k

f x A f x

A Bx C C x C D D x D

=

= −

= − − + − −  



 

(5) 

Where: A is the battery potential parameter, which is given 

by battery principle; the other three are mechanism 

functions, ( ), ,B C D  are the mechanism parameters of 

battery’s dependent variable; ( )1 1,C D are the mechanism 

parameters of battery’s independent variable; ( )2 2,C D are 

the parameters of battery experiment.  

Each mechanism function of battery is independent 

mutually, that is, each mechanism function has its own law, 

but not be affected by other mechanism functions.      

According to this principle, ( )0x =  is put into the general 

function of battery volt ampere (4), and noted that ( )0f A= . 
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(6) 

It can be deduced that the value of battery’s 

experimental parameters ( )2 2,C D  must be equal to "1", 

otherwise, the independence of the mechanism will be 

destroyed. 

So the correct form o battery’s volt ampere function is 
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And at ( )max , 0x x x= = ,there are 
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Then： ( )1

max 1 1, , , , ,x f A B C C D D−= and ( ) ( )10x f A−= = . 

IV. MAXIMUM BATTERY POWER EXPRESSED BY VOLT 

AMPERE DERIVATIVE 

By derivative calculation of the volt ampere function 

(7), the potential parameters of battery, A  can be 

eliminated and the mechanism parameters of battery can be 

left: 
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(9) 

That is, the derivative of volt ampere function is equal 

to the sum of the derivatives of mechanism function, the 

difference between them is the sign ‘-‘. 

(7) and (9) are put into (3), two expressions of 

maximum battery power are obtained 

 

 

( ) ( )

( ) ( )

( ) ( )

( ) ( )

1 1

3
2

1

12

1 1 1 1

ln 1 exp 1

=

1 exp

m

m m m

m m m m

m m k x
k

m m m

p x x f x

x A Bx C C x D D x

p x x f x

x B CC C x DD D x

=

−

=

= − − + − −  



 = + + +
 



  (10) 

The formula (10) reveals that the maximum power of 

battery is the function constituted of potential parameters 

and mechanism parameters. 

Table 1 shows the expression of the maximum power 

of battery under each single mechanism. 

V. BATTERY EVALUATION BASED ON MECHANISM 

PARAMETERS 

The maximum power of battery parameter type is 

regarded as the summation of mechanism function. The 

value of independent variable ( )0mx → under maximum 

power can be rewritten and put into equation (11). 
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  （11） 

Then only the mechanism parameters of battery 

( )1 1, , , ,B C C D D  are included in the evaluation formula. 

If not considering the nonlinear mechanism parameters 

( )1 1, , ,C C D D , only the linear mechanism parameter B

(i.e. the internal resistance of the battery) is left. There are 

actually such battery evaluation techniques. 

The existence of nonlinear mechanism leads to the 

following conditions in the sum of second derivative of 

mechanism function ( )
3

1

k

k

f x
=

 . 
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TABLE 1    MAXIMUM POWER OF SINGLE MECHANISM 
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Therefore, It is necessary to re-establish the battery 

power evaluation under the mechanism parameters. 

A. Battery evaluation under single mechanism operation 

First of all, the evaluation is conducted in the batteries 

under each mechanism, and the comparisons on the 

performance of battery types under different mechanism are 

clarified. See Table 2. The sign state of the second derivative 

reflects the opening direction of the voltammetric curve. As 

for the power located in the first quadrant, the opening 

direction is downward, And the volt ampere area with the 

downward opening direction, is obviously larger than that 

with the upward opening direction. Table 1 shows the 

performance of single mechanism battery. 

 

 

 

 

 

 

 

 

The second derivative value does not affect the 

evaluation of battery quality, so it can be applied ( )0x = . 

Now that the results of the independent variable value do 

not change the sign direction of the derivative, the value of 

the independent variable in the first derivative could also be 

ignored, but would not affect the results of battery 

evaluation. 

B. Battery evaluation under mechanism summation 

In order to keep all battery parameters and consider the 

influence of nonlinear mechanism parameters, the battery 

evaluation formula is designed as follows 
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According to (13), the battery evaluation under various 

mechanisms, shown in Table 3 ,can be obtained, and the 

ranking of advantages and disadvantages is given in the last 

line. 

Corresponding to the research and use of the actual 

battery, there are :

TABLE 2   COMPARISON OF ADVANTAGES AND DISADVANTAGES OF SINGLE MECHANISM BATTERY 
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        (14) 

It can be seen that, as for the batteries which are being 

studied and used, the maximum power evaluation reveals it 

lies in the advantageous range of choice in (14). 

ACKNOWLEDGMENT  

This work is supported by grants ‘National Natural 

Science Foundation of China [grant number 51975549]’, 

‘Anhui Provincial Natural Science Foundation [grant number 

1908085ME161]’. 

REFERENCES 

[1] JinWeiren,PangJing,Tangling,Yuzheng, “Research Progress of 
Consistency Evaluation Method for lithium Ion Power Batteries,” 
Bettery，44(1), 53-56,2014. 

[2] Muzhong Shen, Yulong Ding and Keith Scott, “A Concise Model for 
Evaluating Water Electrolysis”. International Journal of Hydrogen 
Sources 36(2011), 14335 

[3] Lincheng,Mengxiangfeng,Wangzhenbo,Sunfengchun, “Research on 
Comprehensive Performance Evaluation Method of Power Battery for 
Electric Vehicle,”High technology communication,2006.pp.929-933 

[4] James Lamir, Andrew Dicks, et al. Fuel cell system - Principle design 
application [M]. Beijing. Science Press, 2006. 

TABLE 3   BATTERY EVALUATION UNDER VARIOUS MECHANISMS 
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Abstract—With the wide application of lithium-ion battery 

in various fields, the State of Health (SOH) estimation has 

become a research hotspot for advanced battery management 

system (BMS). Accurate SOH estimation is helpful to ensure the 

safe operation of equipment or system in practical applications. 

Among various lithium-ion battery health diagnosis methods, 

particle filter and its variants are the mainstream with the 

significant advantages in non-linear and non-Gaussian system 

modeling. But in practical applications, the BMS always suffers 

from the limited power supplication and finite computing 

resources. Therefore, this paper implemented a comparative 

study on particle filter (PF) and typical variants, including 

extended Kalman particle filter (EPF), unscented particle filter 

(UPF), regularized particle filter (RPF). Through the NASA’s 

battery degradation model, the performance of the above 

particle filter algorithms is compared and analyzed. The 

experimental results show that UPF has the highest estimation 

accuracy, and it is more suitable for the situation with higher 

prediction accuracy requirements. PF has the least time 

consumption and is more suitable for on-line health assessment. 

Keywords—lithium-ion battery, state of health, particle filter, 

extended Kalman particle filter, unscented particle filter, 

regularized particle filter 

I. INTRODUCTION 

Lithium-ion battery has been widely used in various 
industrial applications, with the advantages of high energy 
density, long cycle life etc. [1]. However, the continuous Li 
loss during charging and discharging and other irreversible 
electrochemical reations will gradually degrade the battery 
performance, which will affect the operational reliability and 
safety of the host system. Therefore, the health monitoring of 
lithium-ion battery is one of the key issues to ensure the 
reliable operation of the system [2] 

Battery capacity can be used as a parameter to represent 
the health status of lithium-ion battery, and the degradation of 
battery performance can be quantitatively evaluated by 
capacity modeling [3]. Model-based method have been widely 
researched for lithium-ion battery health state diagnosis and 
prognosis [4, 5]. Statistical filtering approach can be applied 
to model-based methods, such as extended Kalman filter 
(EKF) [6, 7], unscented Kalman filter (UKF) [8, 9], particle 
filter (PF) [10], and so on. EKF and UKF can be applied to 
weakly nonlinear system, but they still cannot meet the 
requirements of lithium-ion batteries [11]. This is because the 
lithium-ion battery is a non-linear and non-Gaussian system, 
which is affected by temperature, various electrochemical 
reactions and other factors [1]. Adaptive EKF [12] and 
adaptive UKF [13, 14] have been developed to adapt to the 
battery system, but their performance may also be influenced 

by the characteristics of the lithium-ion battery system. 
Compared with Kalman Filter and its variants, particle filter 
can be well applied to such systems without any restrictions 
on system noise, it approximates the stochastic Bayesian 
estimation of nonlinear systems by predicting and updating 
the sampled particle set from the probability density function 
of the system. Since particle filter was proposed, a variety of 
improved particle filtering algorithms have been proposed in 
succession. Chang et al. [15] Optimizes particle distribution to 
avoid particle degradation. It is also possible to avoid particle 
degradation by improving resampling. Zhong et al. [16] 
realizes the state estimation of lithium-ion battery based on 
unscented particle filter (UPF).  

These PF-based lithium-ion battery SOH estimation 
methods can realize high estimation accuracy. But another 
issues that should be taken into consideration is that the 
complexity of PF algorithm is much higher than KF and its 
variants. For an embedded battery management system 
(BMS), its power consumption is limited by the host system. 
At the same time, the computing ability for a BMS with 
embedded processor is much lower than the computer. 
Therefore, finding a proper SOH estimation method that 
balances the estimation accuracy and computing complexity 
is an urgent issue in practical applications. In this study, we 
take PF, extended Kalman particle filter (EPF), UPF, 
regularized particle filter (RPF) as the research object, and 
compare the accuracy and running time of the four kinds of 
filters in SOH. 

Focusing on the requirements on accuracy and calculating 
speed of a battery management system(BMS), this work 
compares the PF and its variants for battery SOH estimation. 

 (1) In order to evaluate the accuracy of the four different 
algorithms, the estimation errors of SOH with different 
particle numbers are compared.  

(2) The running time of different particle numbers is 
measured, and the real-time performance of these four filter 
algorithms are analyzed.  

The purpose of our study is to provide the reference for the 
selection of filters of SOH estimation in different scenarios. 
The rest of this paper is organized as follows. The basic 
principles of standard particle filter is described in Sect. 2. The   
improved particle filter algorithms are given in Sect. 3. 
Section 4 mainly shows the experimental results and discusses 
them. Section 5 concludes the whole paper. 

II. GENERAL PROCESS OF STATE OF HEALTH ESTIMATION 

BASED ON STASTICAL FILTER APPROACH 

SOH represents the health status of a battery, which is the 
ratio of the capacity released by the battery from its full state *Dawei Pan is the corresponding author. (e-mail: pandawei@hrbeu.edu.cn). 
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to its nominal capacity at a certain rate of discharge to the cut-
off voltage. It is usually a prediction of the battery life. And 
with the increase of the number of battery charges and 
discharges, the capacity of the battery decreases and the 
internal resistance increases. Therefore, SOH is commonly 
defined by capacity and internal resistance. The commonly 
used SOH estimation methods can be divided into three 
categories: experimental estimation [17], adaptive filtering, 
and data-driven [18]. 

The experimental estimation method is a SOH estimation 
method that requires a large number of experiments in the 
laboratory and analysis of battery aging behavior. However, it 
is not applicable because of the high requirements of SOH 
estimation in laboratory. The data-driven method does not 
need to understand the working principle and battery model of 
the battery, only related to the aging data collected. However, 
the data-driven method is highly dependent on data, and it is 
difficult to collect enough data in practical applications. The 
adaptive filtering method can identify the parameters of the 
battery health state in the model, and then estimate the 
SOH.PF is its typical algorithm. Since the battery SOH 
estimation involves solving non-Gaussian problems based on 
nonlinear time-varying systems. To solve such problems, PF 
has certain advantages, and the accuracy can approximate the 
optimal estimation. When a new value is input, the current 
state is only related to the state of the previous moment, 
updating the weight and position of particles based on 
measurements. This study uses capacity to represent the 
battery performance degradation. Fig. 1 gives the diagram of 
general flow of SOH estimation based on PF algorithm. The 
proposed method has the following steps:  

Battery database

Capacity extraction from data set

Capacity Database

PF Algorithm Empirical Degradation Model

Capacity Prediction

Start

end
 

Fig. 1. The schematic diagram of SOH estimation. 

Step 1: The battery capacity data is extracted from the 
battery data and preprocessed. 

Step 2: The sample data and prediction objects are selected, 
and the battery capacity degradation model is established 
based on the sample data. 

Step 3: Initialize the particle filter algorithm and set some 
related parameters. 

Step 4: Particle filter algorithm is used to estimate battery 
SOH, including particle set initialization, importance 
sampling, weight calculation, resampling and battery capacity 
state estimation. 

III. PARTICLE FILTER AND ITS VARIANTS 

A. Particle Filter 

PF is a statistical filtering method of recursive Bayes 
estimation, which is based on Monte Carlo method to 
calculate the integral in Bayes estimation. The elemental idea 
is: by randomly selecting a set of particles with weights in the 
state space, according to the measurement results, the particles 
weight is adjusted continuously and state is updated 
recursively. PF is summarized as follows. 

1) Initialization: by prior probability 
0( )p x  generate 

particle set 0 0( )ix p x: . 
2) Importance sampling: sequential importance 

sampling (SIS) through particle recommendation distribution 

0: 1 0:( | , )i i i

k k k kx q x x y−: . 

3) Weight calculation and normalization: 
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5) State estimation: 
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Fig. 2 gives the diagram of flow of standard PF algorithm. 

 

Fig. 2. Standard PF algorithm flow. 

To a great extent, the results of state estimation by particle 
filter are affected by the selection of importance density 
function and importance sampling. Because prior probability 
density is chosen as the importance density function by 
standard PF algorithm, if the system requires high prediction 
accuracy, it will not be able to obtain ideal results. And the 
resampling process will continuously delete the weight 
smaller particles and copy the larger ones. With the repeated 
recursion, most left particles are those with large weights, 
which loses the diversity of particles and lead to degradation. 
In order to solve the above two problems effectively,
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improved particle filter algorithms are proposed. Such as 
improved importance density function: EPF, UPF; improved 
particle filter algorithm based on resampling technology: RPF. 

B. Extended Kalman Particle Filter 

As a common filtering method, EKF is suitable for 
nonlinear systems. The basic principle is to linearize the 
nonlinear system by first-order Taylor approximation of the 
nonlinear system. In particle filter algorithm, the importance 
density function can be generated by EKF. The elemental idea 
is that the sampled particles are updated by EKF algorithm, 
and new particles are generated through the importance 
density function. After the weight is updated, resampling the 
particle set. The main steps of EPF are summarized as follows: 

1) Update particles with EKF： 

 
1 1

( )i i

k k k k
x f x

− −
=  (6) 

 11
( ) ( )i i i T i i T

k k k k k kk k
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2) Update generated particles: 

 1
ˆˆ ˆ( | , ) ( | )i i i i i

k k k k k kx q x x z N x P− =:  (11) 

Fig. 3 gives the diagram of flow of EPF algorithm. 

The initial particles are 

obtained by sampling 

priori distribution

Update particles with 

EKF

Weight calculation 

and normalization

Resampling

 Obtain the particles 

from posterior 

distribution

Repeat

EKF: First-order Taylor approximation of the original 

nonlinear system and then state estimation using KF.

 

Fig. 3. EPF algorithm flow. 

C. Unscented Particle Filter 

The principle of UKF is to make the nonlinear equation 
adaptable for Kalman filter by unscented transformation. Due 
to the unscented transform is not linearized and the higher-
order terms are not ignored, the mean and covariance with 
high accuracy can be obtained. Therefore, unscented Kalman 
filter can be used to generate importance density function, 
update particles, and apply to particle filter. The elemental 
idea is that the sampled particles are calculated by UKF 
algorithm, and the mean and variance obtained are used for 
the next update. The main steps of UKF algorithm to update 
particles are as follows. 

1) Select particles: 

 1 1 1

ia ia ia

k k k ax x x n − − −
 =  +
 

 (12) 

Where 
a x w vn n n n= + +  and 1 1 1 1

T
ia ix iw iv
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 =     is 
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ia

kx − . 

2) Time update: 
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3) Measurement update: 
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4) Update Generated Particles: 
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Fig. 4 gives the diagram of flow of UPF algorithm. 
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Fig. 4. UPF algorithm flow.
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D. Regularized Particle Filter 

RPF algorithm is improved based on resampling technique 
to alleviate the degradation of particle diversity. The sample 
of the algorithm is extracted from 

 1:

1

( | ) ( )
sN

i i

k k k h k k

i

p x z w K x x
=

 −  (24) 

( )hK x  is the kernel density function and satisfies 
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x
K x K
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where 
xn  is the dimension of state space x ; 0h   is the 

core bandwidth, K （） is a standard kernel density function 
and satisfies 
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( ) 0, ( )xK x dx x K x dx=     (26) 

when the particle is equal weight, the optimal kernel density 
function is Epanechnikov kernel, 
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where 
xnc is the volume of the unit sphere on xn

R and 
xn

 is the dimension of the distribution. The optimal bandwidth 
choice is 

 
1 4xn

opt sh AN
+

=  (28) 

in the formula, 

 1 ( 4)1[8 ( 4)(2 ) ]x x

x

n n

n xA c n  +−= + , (29) 

Fig. 5 gives the diagram of flow of RPF algorithm. 

 

Fig. 5. RPF algorithm flow. 

E. Chapter Summary 

According to the structure of the particle filter algorithm, 
we can divide it into five steps: initialization, importance, 
weight calculation and normalization, resampling and state 

estimation. Its variants are improved in different steps. UPF 
and EPF are improved in the second step, and EKF and UKF 
are used to generate the importance density function for 
sampling. RPF has improved in the fourth step, using 
regularization to resample, alleviating the problem of particle 
diversity degradation. The following table is a comparison of 
algorithm steps. 

TABLE I.  COMPARISON OF ALGORITHM STEPS 

Filter 
Algorithm Step 

Step 1 Step 2 Step 3 Step 4 Step 5 

PF 

The 

same 

SIS 

The 

same 

The same 
The 

same 

EPF EKF 

UPF UKF 

RPF SIS 
Regular 

resampling 

IV. VARIANTION AND COMPARISON 

The experimental data used in this paper are from the 
Center for Advanced Life Cycle Engineering (CALCE) of the 
University of Maryland. The rated capacity of the lithium-ion 
battery used is 1.1Ah, and the failure threshold of the battery 
is 0.88Ah, which is the battery capacity when SOH = 80%. 

In this experiment, the performance of the algorithm is 
investigated by the degradation model of battery capacity. 
Generally, the following equation can be used to describe the 
degradation process of lithium-ion battery capacity: 

 
1 2exp( )k+1 c k kC C t  = + −   (30) 

where 
kC  shows the charging capacity of the 

thk  cycle, 

represents the interval between kth cycle and the 1thk +  

cycle, 
1  and 

2  are undetermined parameters. The state 

transition equation and observation equation are established 

according to the model. In the formula, 
1 0.3 = − ,

2 5 = . 

state transition equation: 

 0.997 0.3exp( 5 )k+1 k k kC C t = − −  +  (31) 

observation equation: 

 
k k ky C = +  (32) 

In the experiment, the number of simulation steps is the 
whole battery capacity data (T=132), and the value of 
particles N are 50, 100, 200, 300, 400, and 500, respectively. 
Each value was run 15 times to avoid the influence of 
randomness on the results. The average of 15 results was the 
final result. PF, EPF, UPF and RPF are used for state 
estimation and explore the performance of four kinds of 
particle filter. 

This work introduced two evaluation criteria: to 
quantitatively evaluate the performance of different PF 
algorithms, namely, the Root Mean Square Error (RMSE) and 
running time. RMSE is used as the standard of filter estimation 
performance, and the results are shown in Table 2. and Fig. 6. 
Take the running time (t) as the standard of real-time
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performance, the results are shown in Table 3. and Fig. 7. The 

definition of these two parameters are as follows， 
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k k
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RMSE x x
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= −  (33) 
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t t
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TABLE II.  RMSE OF FOUR KINDS OF FILTERS UNDER DIFFERENT 

CONDITIONS 

Particle 

Numbers 

RMSE 

PF EPF UPF  RPF 

N=50 0.0203 0.019 0.0186 0.0196 

N=100 0.0161 0.0155 0.0154 0.0155 

N=200 0.0104 0.0102 0.0101 0.0103 

N=300 0.0086 0.0085 0.0083 0.0086 

N=400 0.0075 0.0074 0.0073 0.0074 

N=500 0.0067 0.0066 0.0064 0.0066 

 

Fig. 6. RMSE of four kinds filters under different conditions. 

TABLE III.  RUNNING TIME OF FOUR KINDS OF FILTERS UNDER 

DIFFERENT CONDITIONS 

Particle 

Numbers 

Running Time(t) 

PF EPF UPF  RPF 

N=50 0.1572 0.2109 0.4359 3.9788 

N=100 0.2597 0.3955 0.8681 15.5763 

N=200 0.5533 0.7927 1.6889 62.7772 

N=300 0.768 1.1568 2.559 139.9288 

N=400 1.0921 1.5925 3.3943 259.1386 

N=500 1.2039 1.8642 4.1376 374.762 

 

Fig. 7. Running time of four kinds filters under different conditions. 

As shown in Table 2. and Fig. 6, UPF has a better 
performance under the same particle number, and its RMSE is 
smaller than other particle filter algorithms in most cases. It 
shows that when UPF is used in battery degradation system, 
its estimation accuracy is high, and it is more suitable for 
battery SOH estimation. PF and RPF are not good as UPF, but 
as shown in Table 3. and Fig. 7, the state estimation of PF has 
the shortest running time and the best real-time performance 
under the same number of particles. This is because pf 
occupies less RAM and the algorithm is simple. RPF takes the 
longest time because of its high computational complexity. 

As shown in Table 2. and Fig. 6, in the case of different 
particle number, the state estimation performance of all 
particle filtering algorithms is more accurate as the number of 
particles increases. Take PF as an example, when N=500, the 
estimated accuracy is three times higher than N=50. However, 
as shown in Table 3. and Fig. 7, when the number of particles 
in the PF algorithm increases to 500, the running time is nearly 
eight times longer than when 50N = . It shows that the 

filtering accuracy is obtained at the expense of real-time 
performance. Comprehensive consideration, when the number 
of particles 200N = , the estimation accuracy and running 

time are better. 

Due to space limitations, we cannot list the particle 
distribution in each case, only the most comprehensive 
particle distribution is listed, that is, UPF at 200N = . Fig. 8 

gives the diagram of UPF particle set distribution. 

 

(a) N=200,T=10. (b) N=200,T=50 

 

(c) N=200,T=100.  

Fig. 8. The schematic diagram of  UPF particle set distribution.
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As can be seen from the (a) (b) (c) diagram in Fig. 8, with 
the increasing number of iterations, the range of values of the 
particle set is shrinking and getting closer to the true state. It 
is shown that resampling solves the problem of particle 
degeneration. With iteration, And the resampling process will 
continuously delete the weight smaller particles and copy the 

larger ones. Replace  
1

N
i

k i
x

=
 with the new sampling value 

 *

1

N
i

k i
x

=
, satisfy  

*i j j

k k kp x x w= = , and update the 
1i

kw N −= . 

Finally, based on the results of this study and the nature of 
particle filter, the SOH accuracy, running time, algorithm 
complexity and RAM are compared. Radar diagrams are made 
as shown in Fig. 9, and four particle filters are compared. 

 

Fig. 9. The schematic diagram of  algorithm comparison. 

V. CONCLUSION 

The above four particle filtering algorithms have realized 
the SOH estimation of lithium-ion batteries to different 
degrees. As for PF, the algorithm is relatively simple, although 
the estimation accuracy is not high enough, the real-time 
performance is the best. As for EPF, because EKF introduces 
too many errors in the process of model linearization and 
Gaussian assumption, taking full advantage of the latest 
observations, but its improvement is not as good as UPF. The 
reason why UPF can achieve such a good effect is mainly due 
to the following two advantages: firstly, it makes full use of 
the latest observed data; Secondly, the mean and variance of 
this method can be exact to third-order Taylor expansion, 
whereas EPF has only first-order. RPF realizes the continuous 
approximation of the discrete distribution, so that the sampling 
part can be carried out in the continuous distribution, thus 
increasing the diversity of particles. Although the accuracy of 
filter estimation is decreased, it is still a feasible filtering 
method. 

ACKNOWLEDGMENT 

This work was supported by the National Youth Natural 
Fund Project No. 61701131. 

REFERENCES 

[1] D. Liu, J. Zhou and L. Guo, “Survey on lithium-ion battery health 
assessment and cycle life estimation,” Yi Qi Yi Biao Xue Bao/Chinese 
Journal of entific Instrument, vol. 36, no. 1, pp. 1–16, January 2015. 

[2] R. Xiong, Y. Zhang, J. Wang, H. He, S. Peng, and M. Pecht, ‘‘Lithium-
ion battery health prognosis based on a real battery management system 
used in electric vehicles,’’ IEEE Transactions on Vehicular 
Technology, vol. 68, no. 5, pp. 4110–4121, May 2019.  

[3] J. Zhang and J. Lee, “A review on prognostics and health monitoring 
of li-ion battery,” Journal of Power Sources, vol. 196, no. 15, pp. 6007– 
6014, 2011. 

[4] Y. Song, D. Liu, L. Li and Y. Peng, “Lithium-Ion Battery Pack On-
Line Degradation State Prognosis Based on the Empirical Model,” 
International Conference on Sensing, Diagnostics, Prognostics, and 
Control, Xi'an, China, pp. 402-407, 2018. 

[5] H. Meng and Y. F. Li, “A review on prognostics and health 
management (PHM) methods of lithium-ion batteries,” Renewable & 
Sustainable Energy Reviews, vol. 116, 2019. 

[6] C. Jiang, A. Taylor, C. Duan and K. Bai, “Extended Kalman Filter 
based battery state of charge(SOC) estimation for electric vehicles,” 
IEEE Transportation Electrification Conference and Expo, pp. 1-5, 
2013. 

[7] J. Huang, Z. Yang, Y. Zhiping, M. Cao and J. Chang, “Parameter 
identification and SOC estimation of li-ion power battery in hybrid 
electric vehicle,” journal of nanchang university(engineering & 
technology), pp. 62-69, 2019. 

[8] P. Shi and Y. Zhao, “Application of Unscented Kalman Filter in the 
SOC Estimation of Li-ion Battery for Autonomous Mobile Robot,” 
IEEE International Conference on Information Acquisition, pp. 1279-
1283, 2006. 

[9] T. Wang, S. Chen, H. Ren and Y. Zhao, “Model-based unscented 
kalman filter observer design for lithium-ion battery state of charge 
estimation,” International Journal of Energy Research, vol. 42, no. 4, 
pp. 1603-1614, 2018. 

[10] G. Dong, Z. Chen, J. Wei, and Q. Ling, ‘‘Battery health prognosis using 
brownian motion modeling and particle fifiltering,’’ IEEE Transactions 
on Industrial Electronics, vol. 65, no. 11, pp. 8646–8655, November 
2018. 

[11] G. Dong, Z. Chen, J. Wei and P. Wang, “An online model-based 
method for state of energy estimation of lithium-ion batteries using 
dual filters,” Journal of Power Sources, vol. 301, no. 1, pp. 277-286, 
2016. 

[12] R. Xiong, H. He, F. Sun and K. Zhao, “Evaluation on State of Charge 
Estimation of Batteries With Adaptive Extended Kalman Filter by 
Experiment Approach,” IEEE Transactions on Vehicular Technology, 
vol. 62, no. 1, pp. 108-117, January 2013. 

[13] L. Huang, Y. Guo and Z. Zhao, “Study on prediction algorithm of 
AUKF for the lithium-ion battery SOC,” IEEE International 
Conference on Communication Problem-Solving, pp. 608-610, 2015. 

[14] E. Hou, X. Qiao and G. Liu, “SOC estimation for power lithium-ion 
battery based on AUKF,” International Conference on Artificial 
Intelligence and Engineering Applications, 2016. 

[15] Y. Chang and H. Fang, ‘‘A hybrid prognostic method for system 
degradation based on particle fifilter and relevance vector machine,’’ 
Reliability Engineering System Safety, vol. 186, pp. 51–63, June 2019.  

[16] L. Zhong, C. Zhang, Y. He and Z. Chen, “A method for the estimation 
of the battery pack state of charge based on in-pack cells uniformity 
analysis,” Applied Energy, vol. 113, pp. 558-564, 2014. 

[17] R. Xiong, L. Li and J. Tian, “Towards a smarter battery management 
system: A critical review on battery state of health monitoring methods,” 
Journal of Power Sources, vol. 405, pp. 18-29, November 2018. 

[18] D. Zhou, X. Song, W. Lu and P. Fu, “Real-time SOH estimation 
algorithm for lithium-ion batteries based on daily segment charging 
date,” Proceedings of the CSEE, vol. 39, pp. 105-111, January 2019. 

 

 



The Mathematical Construction of The Battery 

Mechanism Function 

Li Wen  

dept.of Thermal Science and Energy 

Engineering  

University of Science and Technology 

of China  

Hefei, China 

liwen96@mail.ustc.edu.cn 

 

  

 

 Mao Lei  

dept.of Precis Machinery & Precis 

Instrumentat  

 University of Science and Technology 

of China  

Hefei, China 

 leimao82@ustc.edu.cn 

Xiaofang Cheng* 

 dept.of Thermal Science and Energy 

Engineering  

University of Science and Technology 

of China  

 Hefei, China 

 xfcheng@ustc.edu.cn 

Zhang Chen 

dept.of Precis Machinery & Precis 

Instrumentat  

University of Science and Technology 

of China  

Hefei, China 

 zhang985@mail.ustc.edu.cn 

Abstract—It is helpful to guide the development and 

application of batteries to establish a correct volt ampere 

function mechanism model. But, two scientific issues need to be 

solved: First, how many mechanisms battery has; Second, how 

to establish the mechanism model alone, in the case of 

overlapping of these mechanisms. There are linear and 

nonlinear states in volt ampere characteristics. The 

mathematical property of monotonic decreasing of volt-amperes 

characteristics indicates that battery is of only three kinds of 

mechanisms. Without changing the basic form of volt ampere 

function, and under the principle of considering the mechanism 

function’s working region, we propose a mechanism function 

which meets the monotonic decreasing of the voltammetric 

curve of battery. The proposed mechanism function is based on 

the derivative law of each mechanism function in the 

voltammetric function of battery. By using the voltammetric 

data, the obtained mechanism function can accurately predict 

the potential (current or voltage) when the independent variable 

of battery is zero, and also it lays a theoretical foundation for the 

internal working mechanism of battery. 

Keywords—volt-ampere characteristics, battery mathematical 

model, mechanism function 

I. INTRODUCTION  

Battery, a kind of chemical energy, can realize the 

conversion between electric energy and chemical energy, and 

also is one of the effective ways to solve the energy crisis. 

Therefore, battery is of great significance in the field of power 

energy and energy storage. The curtain of battery research was 

opened since fuel cell was invented by Britain's William 

Grove in 1839, and photovoltaic effect discovered by 

Alexander-Edmond Becquerel concurrently[1-3]. 

The volt ampere characteristic functions (VACFs)of 

different types of batteries has been widely used in the 

research of batteries, and the research on the nonlinear volt 

ampere characteristic function of batteries is in full swing. 

Many scholars use modeling and simulation methods to get 

the volt ampere function of battery. Cheng[4] et al. established 

the mathematical model of fuel cell mechanism function, 

based on least square method and basic electrochemical 

equation; using MATLAB/Simulink, Jia[5]  et al. developed a 

new dynamic model of proton exchange membrane fuel 

cell(PEMFC). The simulation result shows the model is 

effective and operational and that the structure of PEMFC is 

optimized to improve its performance. The equation 

developed by Amphlett [6] has accepted its compactness in 

predicting the behavior of PEMFCs under different operating 

conditions. However, due to the properties of complex system, 

multivariable and strong coupling of different types of 

batteries, it is difficult to model those properties for battery 

design and performance evaluation[7]. The explicit expression 

of VACFs is the key of battery theoretical research. At present, 

the expression of battery’s VACFs is various under different 

working conditions, and the research’s conclusion has not 

reached the effect of guiding practice. 

From the mathematical point of view, this paper analyzes 

and deduces the specific expression of battery’s VACFs, and 

gives its expression which can guide the practice. 

II. BASIC PHENOMENA OF BATTERY VOLT-AMPERE 

CHARACTERISTICS 

In physical experiments, the mathematical expression of 

VACFs can be shown as following 

                             
        ( )y f x=                             (1) 

Rectangular coordinate system constructed by current 

and voltage is called volt ampere coordinate system [10,11]. 

According to the value of output current and output voltage , 

the curve of VACFs can be drawn in the volt ampere 

coordinate system, and the curve is located in the first 

quadrant of the coordinate system, namely ( )0, 0x f x  . 

Experiments show that [8,9] the volt-ampere function has the 

characteristic of monotone decreasing, which can be 

expressed mathematically as ( ) 0kf x  .The VACFs is the 

following. 

        ( )
1

( ) ( ) 0 0 ( )
N

k k

k

f x A f x f x A
=

= −             (2) 

Where x ,independent variable, means current or 

voltage; ( )f x  is dependent variable, and it means voltage or 

current; A , potential parameter, provides the electromotive 

force for the voltage source battery, and the current for the 
*Xiaofang Cheng is the corresponding author. (E-mail: xfcheng@ustc.edu.cn). 
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current source battery; ( )kf x is the battery 

mechanism function. However, those mechanism functions 

can attenuate power supply parameters ,so the curve of 

VACFs presents monotonic decreasing ( ) 0f x  ; N is the 

specific number of mechanism functions. 

VACFs should obviously meet the following 

requirements. 

                      ( ) ( )
1

0 0
N

k

k

f A f A
=

= − =                 (3)                                                             

1 2(0)+ (0)+ + (0) 0Nf f f =L , whose solution is not closed, 

but the experimental data of each mechanism function cannot 

be separated alone. N , and the specific form of ( )kf x

cannot be determined by (3). That is the defect in the 

expression form of explicit function summation of VACFs. 

The properties of the curve of VACFs determine N ,

( )f x N: . 

        

1

( ) ( ), 1,2,....
N

k k

k

f x f x k N
=

 =            (4)      

By separating the functions from each other in ( )kf x , the 

specific number and form of VACFs can be accurately 

expressed. 

1 2

1 2

( )+ ( )+ + ( ), 1,2,....

( ) ( ) ( ), 1,2,....

N

N

f x f x f x k N

f x f x f x k N

=

→ =

L

L， ， ，
    (5)

 
Therefore, the main task of this paper is to find the 

separation method of VACFs, determine the specific number 

and form of mechanism function respectively, and express 

the VACFs accurately. 

III.  CONSTRUCTION OF THE CORRECT BATTERY VOLT 

AMPERE FUNCTION 

A. Establishment of the specific number of battery 

mechanisms 

The curve of VACFs can be expressed by ( )f x  in the 

plane coordinate system, and ( ) 0kf x  . The range of X is 

max0 x x  ,and the range of ( )f x  is ( )0 f x A  . 

 

The mathematical properties of VACFs is

( ) 0f x  ,and the following volt-ampere function can be 

obtained by definite integral. 

( ) ( )definite integralf x B f x A Bx = − ⎯⎯⎯⎯⎯→ = −    

(6) 

After nonlinear treatment of (6), the nonlinear function 

can be expressed as 

               

( ) ( ), 0 , , 0

1, linear

1,nonlinear

nf x n A Bx A B n

n

n

= −  

=
→ 



    (7) 

The volt-ampere function of (7) is suitable for all types 

of batteries and called general volt ampere function(GVAF) . 

n is called weighting factor of nonlinear function, and 

parameters ( ), ,A B n  still need to be given clear physical 

connotation. 

Analysis of GVAF begins from the slope of any point 

and the overall trend in the volt ampere curve. The first 

derivative corresponds to any point on the curve, and the 

second derivative reflects the whole trend of the curve.  

To take the first derivative of the GVAF, thus 

                               ( ) 1 0nf x nBx − = −                        (8) 

The first derivative of the GVAF meets the requirements 

of ( ) 0f x  . 

To take the second derivative of the GVAF, thus 

               

( ) ( )

( )

( )

( )

2

1

1

1

1

1

0

0

0

n

n

n

n

n

f x n n Bx

f x

f x

f x

−

=







 = − −

⎯⎯→ =


 ⎯⎯→  
⎯⎯→

⎯⎯→  

            (9) 

In (9), the symbolic state of exponent n  determines the 

opening direction of GVAF, and the opening direction reflects 

the battery mechanism function. Therefore, the state of n
corresponds to the form of the battery mechanism function, 

and that can be used as a criterion for the mechanism function. 

Table 1 shows the battery mechanism function only has 

three different forms. The first mechanism corresponds to zero, 

the second corresponds to less than zero, and the last 

corresponds to greater than zero. As shown in Table 1. 

TABLE 1 RELATIONSHIP BETWEEN WEIGHTED PARAMETERS n  AND CELL 

MECHANISM 

Explicit 

expression of 

volt ampere 
function 

Numerical 

state of 

independent 

variable 

index 

Second 

derivative 

case 

Mechanism model of 

battery
 

( ), nf x n A Bx= −  

1n =  ( )=0f x  First mechanism model 

1n   ( ) 0f x   
Second mechanism 

model 

1n   ( ) 0f x   Third mechanism 

model 

Table 1 reveals three kinds of battery mechanism 

functions. Further analysis, however, is expected whether 

those functions can be used as battery mechanism functions.  

By decomposing (7), it can be achieved. 

( ) ( )
( ) ( )

( )
( ) ( ) ( )
( ) ( ) ( )

2

3

1

1 2

1

0 1

2

0 1

3

1

0 0

1 0, 0

1 1 0, 1
1

1 1 0, 1

n

f x n

f x n

f x A Bx Bx x

A f x f x x

n f x Bx x

n f x Bx x x
n

n f x Bx x x


−

  −

 −

= − − −

= − −  

= → =  

   ⎯⎯⎯→ = −    

 → 
 ⎯⎯⎯⎯→ = −   

，

 

(10) 

Three kinds of battery mechanism functions can be 

deduced by integration of (10). The range of x  is different, 

and the functions are of the subsection and exist independently. 

However, those three different battery mechanism functions 

actually only have two different forms: Bx and

( )1 1nBx x − − .When 1n  , 1x  , the independent  
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 TABLE2  DERIVATIVE CHARACTERISTICS OF THE BATTERY MECHANISM FUNCTION

 

( ) ( )1

3 1nf x Bx x −= − , does not meet max0 x x  . 

Apparently, GAVF obtained by integration cannot be 

used to construct the concrete form of mechanism function. 

B. Construction of the specific mechanism function form of 

battery ( )kf x  

From the above, the battery mechanism function is 

( ) , 1, 2,3kf x k =   .Before the specific form construction 

of ( )kf x , it should be separated firstly.  

Mathematical deduction is carried out from the 

derivative of VACF. Then, the proper function form can be 

gotten according to the derivative law of mechanism function. 

The original function of VACF ( )kf x , the first and second 

derivative of VACF ( ) ( )k kf x f x  
 

， ,all can be shown 

respectively. Thus, the separation of ( )kf x is completed.   

( ) ( ) ( )

( ) ( )

1

1

1 2

1

2 max

0 0

0,0 1

0, 1

0, 1

n

k k

k

n

k

k

f x f x f x

x x n

f x f x x x x n

x x x n

=

=

  = −  → 

    


 = − =    =
    





 

   (11)  

Comparing the results of  (11) with the conditions 

( ) 0, 0kf x x  , it shows only 1n = ,

( )1 0, 0f x Bx x=   can meet the conditions. 

   
( )1 0, 0, 0f x Bx B x=              (12) 

Formula (12) meets ( ) ( )1 10, 0, 1f x f x n  = = . 

Besides, the non-linear mechanism function ( )1n 

needs to be reconstructed. When 1n  , there are two kinds 

of mechanism function: ( )2f x and ( )3f x . 

In the light of ''( ) 0f x  and ''( ) 0f x  ， the 

inverse proportional function, trigonometric function, 

logarithmic function, and exponential function in the 

nonlinear function need to meet the conditions that the first 

derivative is less than zero and the second derivative is 

greater than zero and less than zero. But, the curve of inverse 

proportional function ( )
k

f x
x

=  has no intersection with the 

coordinate axis, and that function does not meet the battery 

characteristics. The trigonometric function is a periodic 

function, which does not conform to the monotonicity of 

battery mechanism function and the unevenness of the volt- 

ampere curve. On the contrary, both logarithmic function and 

exponential function meet the conditions. Meanwhile, 

previous studies have also confirmed that the battery 

mechanism function does contain the logarithmic and 

exponential functions[13-22]. 

While constructing a mathematical function, the form of 

function should not be adjusted to meet the experimental data 

of that type, because functions are objective reflections of 

natural laws in mathematics. Only in this way, can it be 

ensured that the physical meaning of the functional form will 

not be distorted by the change of the functional form. Also, 

the selected mathematical functions should be matched 

according to the dimension and physical meaning.  

The mechanism function of ( )2f x should meet

( ) ( )2 20, 0, 1f x f x n    . Choosing exponential 

function with natural constant e  as base, ( ) ( )2 expf x x= . 

  ( ) ( )2 exp 0f x x =  , ( ) ( )2 exp 0f x x =           (13) 

To meet ( )0 0kf = ， the mechanism function is 

expressed as ( ) ( )2 exp 1f x x= − . After configuring 

dimensions, the function is the following. 

             ( ) ( )2 0 1exp 1 0, 0f x C C x x= −                (14)  

The mechanism function of ( )3f x  should meet 

( ) ( )3 30, 0, 1f x f x n    .Choosing a logarithmic 

function with the natural constant e  as the base, 

( ) ( )3 lnf x x= . 

                    ( )3

1
0f x

x
 =  , ( )3 2

1
0f x

x
 = −            (15) 

To meet ( )0 0kf = ， the mechanism function is 

expressed as ( ) ( )3 ln 1f x x= + . After configuring 

dimensions, the function is the following. 

             
( ) ( )3 0 1ln 1 0, 0f x D D x x= +              (16) 

The volt-ampere characteristics of battery mechanism 

function should meet ( ) 0f x   and ( )
1

0 =0
n

k

k

f
=

 ,but 

the derivative properties are quite different

Battery mechanism First mechanism model Second mechanism model Third mechanism model 

First derivative ( )1 0f x   ( )2 0f x   ( )3 0f x   

Second derivative ( )1 0f x =  ( )2 0f x   ( )3 0f x   

Mechanism function form ( )1f x Bx=  ( )2 exp( )f x x=  ( )3 ln( )f x x=  

Mechanism function requirement ( )1f x Bx=  ( )2 exp( ) 1f x x= −  ( )3 ln(1 )f x x= +
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( ) ( ) ( )1 2 30, 0, 0f x f x f x  =   .The derivative 

properties of battery mechanism function can be sorted out 

as shown in Table 2. 

The battery mechanism function which meets the 

conditions has been gotten. 

( ) ( )

( ) ( )

3

1

0 1 0 1= exp 1 ln 1

k

k

f x A f x

A Bx C C x D D x

=

= −

− − − − +  


   (17) 

So far, the battery mechanism function has been 

constructed and is applicable to all types of batteries. 

IV. APPLICATION AND VALUE OF THE UNIVERSAL 

VOLTAMMETRY FUNCTION 

There exists a theoretical potential value: theoriticalA  in 

the cell (for example, chemical electromotive force of 

chemical cell, photoelectric conversion efficiency of 

photovoltaic cell), which usually cannot reach the theoretical 

potential value; so, the applied potential value experimentalA of 

battery can be adopted in the experiment. The difference 

between the two potential values theoritical experimentalA A A= −  

can be used to effectively evaluate the state of the battery 

electrode. 

However, the battery data ( )exp max,erimentalA x on the 

coordinate axis in the voltammetric coordinate system is 

always difficult to measure, so it is impossible to measure

experimentalA effectively. 

A. Determination and value of the parameters of the 

universal voltammetry function 

There exist six parameters in GVAF in (17). Among 

those parameters, A is the power parameter, and is the key 

value in the battery. Those parameters are solved in a closed 

form ( )0 1 0 1, , , , ,A B C C D D .The method of determining 

power parameter A is the following, when 0x = and 

maxx x= . 

( )

( )

3

exp

1

3

max exp max

1

0 (0)

( ) 0

erimental k

k

erimental k

k

f A f A

f x A f x

=

=


= − =



 = − =






         （18） 

In the measurement of the battery volt-ampere 

characteristics, it is extremely difficult to conduct the zero 

value phenomenon and achieve the result of V E= when 

the current of the voltage source battery is 0. As for the 

current source battery, it is also extremely difficult to achieve  

the result of 
sI I=  in the experimental measurement, when 

the voltage is 0. Therefore, it is always a difficult problem to 

measure the exact value of A of open circuit voltage or short 

circuit current in battery experiments. 

From the theoretical level of battery, 

( ) theoritical value0f A= , and from the aspect of experiment,

( ) experimental value0f A= . When the current is zero,
theoritical valueA

and experimental valueA  are not equal. 

Then, the theoretical research of battery mechanism 

function can judge the difference between the actual value 

and the theoretical value of battery open-circuit voltage. 

According to 
theoritical value experimental valueA A A = − 

, the error 

between those two different values is determined. 

B. Application of nonlinear batteries 

Fuel cell is the most typical non-linear cell, and its curve 

of volt-ampere characteristic is the most complex curve at 

present that can reveal three working mechanisms inside the 

cell: activation polarization loss, ohm polarization loss and 

concentration polarization loss[23,25,27-29], as shown in Fig.1. 

Taking fuel cell as an example. From the perspectives of the 

first and second derivatives and the voltage value when the 

current is 0,this paper conducts a comparative study between 

the model of GVAF and the various V-I function models used 

widely in the analysis and research of proton exchange 

membrane fuel cells. The chemical composition of fuel cell is 

expressed in the form of quantity or mathematical function, so 

it is unnecessary to distinguish the chemical composition of 

fuel cell. 

In[30], an improved mass transport item model is proposed 

for theoretical analysis of fuel cells. 

              0

0

ln( ) exp( )
I I

U E A m nI IR
I

+
= − − −        (19) 

In[31],the model is constructed after considering the 

leakage of current density. 

0 0

ln( ) ln(1 ) ( )in in
in

I I I I
U E X Y I I R

I I

+ +
= − + − − +  (20) 

In [32], the model of activation loss and mass transport loss 

expressed by logarithmic function and exponential function. 

 

           

lg exp( )
L

I
U E b m nI RI

I
= − − −

                

(21) 

In[33], a model considering anode and cathode is proposed. 

  . .

ln( ) ln( ) ln( )L
a c

o a o c L

II I
U E b b B IR

I I I I

 
= − + − − 

− 

     (22) 

In[34], the model of activation loss and mass transport loss 

expressed by logarithmic function. 

        

2

0 0

ln 1 ( ) ln(1 )
2 2 L

RT I I RT I
U E IR

F I I nF I

 
= − + + − − − 

   

(23) 

From the first and second derivatives of the volt ampere 

function and the voltage value when the current is 0, five 

different functions can be obtained from the above five 

common fuel cell models. The first derivatives of (22) and 

(23) are greater than, equal to and less than zero. They do not 

conform to the characteristic of monotonic decreasing of 

battery volt-ampere function. When the current is 0, the 

voltage values in the formulas from (19) to (23) are not the 

open circuit voltage E, or even infinite voltage value is 

produced. All does not conform to the actual experimental 

measurement. Second derivative reflects the opening 
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direction of battery volt-ampere characteristic curve, and the 

opening direction of fuel cell volt-ampere characteristic curve 

is not a single opening direction mechanism. And the second 

derivative of volt ampere function of fuel cell in (19) and (23) 

is only less than 0. So, the theory cannot fully reflect the 

battery’s internal mechanism. 

Via the analysis of the common functions from the first 

and second derivative and the voltage value when the current 

is 0, it can be concluded that the existing theoretical function 

form of fuel cell is the result of fitting the experimental data 

on the basis of experiment. 

Therefore, there is no sufficient basis to add or reduce 

the constant term, so that the voltage value of the fuel cell volt 

ampere function does not appear infinite when the current is 

0.It is not in line with the actual situation, and makes the first 

derivative of the volt ampere function meet the characteristics 

of monotonic decline. 

 

Fig1.Volt-ampere Characteristic Curve of Fuel Cell 

When there is a big difference in the fitting of fuel cell 

volt ampere function to experimental data, it will try to 

change the symbol in front of the independent variable for a 

new data fitting. In order to meet the experimental data, the 

symbol in front of the independent variable is changed. Thus 

it changes the unequal sign direction of the second derivative 

of the fuel cell mechanism function. In essence, the physical 

connotation of battery mechanism function is changed. 

V. CONCLUSION 

This paper presents a new type of battery volt-ampere 

function model ( ) nf x A Bx= − . From the mathematical 

level, the number of battery internal mechanism is 

determined and the correct battery mechanism function is 

established as 

( ) ( ) ( )0 1 0 1= exp 1 ln 1f x A Bx C C x D D x− − − − +   . 

In the process of construction, monotonic decreasing of 

battery volt ampere curve ,the most basic characteristic, has 

been used. 

By establishing the battery mechanism function in 

physical layer, it is possible to apply the general volt ampere 

characteristics of battery to the theoretical level.  

The value range of weighting factor n determines the 

matching of specific mechanism functions. The division of 

three mechanism functions by the weighting factor n  

corresponds to the second derivative of the explicit function 

of the general volt ampere characteristics. For all types of 

batteries, there is a common feature, that is, volt ampere curve 

shows monotonic decreasing and the opening of power curve 

is downward. Consequently, there lives general volt ampere 

characteristic function whose complete expression can be 

obtained by combining mathematical deduction with physical 

properties .The general function is applicable to all types of 

batteries. 

So, the open circuit voltage and short circuit current can 

be calculated accurately with the aid of the volt ampere data 

of battery. The range of exponent x  of battery mechanism 

function corresponds to the three working mechanisms of fuel 

cell. The specific value of open-circuit voltage can be 

obtained through the general volt ampere characteristic 

function . Thereby, the establishment of general volt ampere 

function lays a foundation and also provides great 

convenience for the theoretical research of battery. 
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Abstract—Diesel fuel system is a significant part of the 

diesel engine, whose stable and reliable working state is the key 

guarantee for safety and efficiency of the whole system. It is 

essential to conduct health monitoring and fault diagnosis for 

the diesel fuel system based on intelligent technology. Recent 

years, deep learning has become an effective means to perform 

intelligent fault diagnosis for various mechanical system and 

convolution neural networks have achieved remarkable success 

in various applications. In order to achieve efficient and 

accurate fault diagnosis for diesel fuel system, an improved 

convolution neural network combined with attention 

mechanism is established in this paper. The additional 

attention coefficients are learned to provide importance bias 

for the extracted features so that the deep model can make the 

most of the key signature associated with the working 

condition and ignore the irrelevant intermediate features in the 

consideration of computational efficiency. Experiments have 

been carried out and the results have proved the model 

effectiveness and efficiency. 

Keywords—diesel engine, diesel fuel system, fault diagnosis, 

convolutional neural network, attention 

I. INTRODUCTION 

Diesel engine is a complex thermodynamic machine, 
whose normal operation requires a reliable supply of diesel 
from the diesel fuel system. In order to obtain satisfactory 
power, economy and emission indicators of the diesel engine, 
the diesel fuel system is required to be of high quality (high 
pressure spray and diesel injection rules), quantity (precise 
control of oil quantity), time (start point and duration of 
injection) and other aspects to achieve a reasonable match 
with the whole machine. The diesel fuel system is the core 
component of the diesel engine, and various failures are 
unavoidable during the work process, whose failures account 
for a relatively large proportion of the diesel engine failure 
types. When fault occurs in the diesel fuel system, the 
normal power output of the diesel engine will be affected, or 
even causing a fatal failure of the whole system. Therefore, 
appropriate health monitoring and fault diagnosis strategy for 
diesel fuel system is essential for stable operation [1-4].  

With the continuous development of intelligent diagnosis 
technology, more and more up-to-date research hotspot 
focuses on how to ensure stable operation of the diesel 
engine system, track system state changes in real time and 
reduce its failure rate [5-8]. Cai et al. proposed an improved 
architecture to realize feature extraction from vibration 
signals and achieve desired performance for diesel engine 
fault diagnosis [9]. Zhao et al. using local wave time-frequency  
*Yijing Xie is the corresponding author. (e-mail: xyj-093129@163.com). 

analysis to conduct researches on diesel engine piston wear 
problems [10]. Liu et al. utilized self-adaptive Wigner-Ville 
distribution, improved fast correlation-based filter and 
relevance vector machine to achieve accurate fault diagnosis 
for diesel engines[11].  Similar to traditional fault diagnosis 
approaches for mechanical system[12,13], the above researches 
mainly rely on hand-crafted features, which requires prior 
knowledge of the specific tasks. The quality and applicability 
of the extracted features play an important in the fault 
recognition where the proper features contribute to accurate 
prediction while useless features may lead to 
misclassification. In order to reduce artificial dependency, 
deep learning-based approaches are widely investigated in 
the applications of mechanical fault diagnosis. Deep neural 
networks have the automatic representations learning ability 
from raw data, and is trained to learn useful features through 
parameter updates. For the complex diesel engine system, 
deep architecture-based architecture is able to learn 
hierarchical representations where the abstract features help 
to realize accurate fault prediction. 

Inspired by the above researches, this paper aim to build 
a diesel fuel system fault diagnosis framework using 
attention mechanism and convolutional neural networks to 
study and estimate common faults of diesel fuel system. 
Experimental results have proved that the proposed strategy 
is effective to predict diesel system failure. 

II.  METHODOLOGY 

A. Basic Structure of Diesel Engine 

Diesel engine is mainly composed of two major 
institutions and four major systems, namely the body and 
crank connecting rod mechanism, gas distribution 
mechanism, diesel fuel system, lubrication system, cooling 
system and starting system, shown as in Figure 1.  

Among these, diesel fuel system is a significant part of 
the diesel engine, whose main function is to provide clean 
diesel to the combustion chamber of each cylinder regularly, 
quantitatively, and in sequence according to the working 
order and load size of the diesel engine, meeting all the 
requirements of the combustion theory. The required degree 
of atomization is mixed with the air in the cylinder to form a 
combustible mixture, which will burn on its own to realize 
the conversion of diesel chemical energy into thermal energy. 
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Fig. 1. Typical diesel engine system. 

The complicated operating conditions of diesel engines 
require regular maintenance and inspection by users. Table I. 
shows the incidence of major failures of diesel engines. 

TABLE I.  MAJOR FAILURE TYPES IN DIESEL ENGINES 

Fault Type 
Fault 

Rate (%) 
Fault Type 

Fault 

Rate (%) 

Diesel fuel system 
failure 

27.0 
Gear and drive 

failure 
3.9 

Water leakage fault 17.3 
Governor gear 

failure 
3.9 

Valve and valve seat 

failure 
11.9 Diesel leak 3.5 

Bearing failure 7.0 Air leak 3.2 

Piston assembly 

failure 
6.6 Other system failure 2.5 

Oil leakage and 
lubrication system 

failure 

5.2 Base failure 0.9 

Turbocharging 
system failure 

4.4 Crankshaft failure 0.2 

 

Based on the information above, diesel fuel system 
failure is the most common fault type during diesel system 
operation. Shown in Figure 2, the diesel fuel system is 
mainly composed of a diesel tank, a filter, a low-pressure 
diesel circuit, a diesel delivery pump, a high-pressure diesel 
circuit, a diesel injection pump, a diesel injector, a governor, 
etc. The complex system composition leads to an increased 
probability of failure.  

The fault phenomenon is an important representation 
throughout the entire process of fault occurrence, and is also 
a significant basis for fault analysis and elimination. There 
are many kinds of diesel engine failures, and nearly one-third 
of the failures occur in the diesel system, which can be 
summarized in four main aspects: difficulty in staring, 
insufficient power, unstable speed and exhaust smoke. 

The basic condition for the diesel engine to start is that 
the minimum speed of the start operation must be guaranteed. 
At the end of the compression, there must be a certain 
pressure and temperature. The cause of the failure of the 

relevant diesel system is the lack of diesel in the diesel tank, 
air or water in the diesel fuel system, clogged diesel filter, 
clogged diesel line, diesel pump or intermittent pump oil, the 
diesel injector without diesel injection, low diesel injection 
volume or low diesel injection pressure, little or no pump oil 
in the injection pump and wrong the diesel fuel time. The 
cause of insufficient power is basically the same as the 
difficulty of starting.  

 

Fig. 2. Typical diesel fuel system.  

1-Diesel tank；2-Diesel primary filter；3-Low pressure oil pump；4- 

Diesel fine filter；5-Fuel injection pump；6-High-pressure pipeline；7-

Fuel injector；8-Return pipe 

Based on the analysis of the common faults of diesel 
engines, the main causes of the diesel fuel system faults can 
be summarized as the presence of water or air in the oil path, 
blocked oil path, lack of oil or low amount of oil in the oil 
path, the injector with abnormal working conditions and the 
diesel injection pump with malfunction. These may influence 
the diesel fuel of the diesel system, which may inevitably 
lead to changes in the diesel fuel state, that is, the diesel flow 
rate, pressure and other parameters will also change 
eventually, resulting in the changes in the waveform state 
and parameter values on the pressure wave of the high-
pressure diesel pipe. Therefore, through the analysis and 
research of the pressure waveform of the diesel engine 
system, the representative characteristic parameters are 
extracted. Based on efficient an effective data processing, the 
working state of the diesel system can be estimated exactly. 
Thus, current working condition of the diesel engine can be 
judged and the fault diagnosis of the diesel system can be 
realized. 

When the state of a certain part of the diesel system 
changes, it will cause distortion of the diesel pressure 
waveform. As long as the characteristics of the waveform 
distortion are grasped, the distortion waveform is analyzed 
and diagnosed. The fault diagnosis process of the diesel 
system can be transformed into a pattern recognition issue 
based on high-pressure diesel pip pressure waveform 
analysis. According to the existing experimental data, as to 
the morphological structure of the pressure waveform, the 
state signals such as maximum pressure, seating pressure, 
ejection pressure, sub-maximum pressure, waveform 
amplitude, rising edge width, waveform width and maximum 
residual wave width, are able to reflect the working 
conditions of the diesel fuel system. Therefore, the fault 
diagnosis framework based on diesel pressure waveform 
analysis is typical and effective. 

B. Convolutional Neural Network 

As one basic building block in deep learning architecture, 
multiple convolution layers are stacked to form the 
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Convolutional Neural Network (CNN), which is one of the 
most successful deep model in the real world applications. 
CNNs have superior feature learning ability [14] and have 
achieved various success in the field of computer vision [15], 
natural language processing [16], speech recognition and 
biology [17]. The main concepts used in CNN such as Local 
Receptive Fields, Shared Weights and Pooling, help reduce 
the number of parameters that need to be trained, therefor 
helping increase the training efficiency of the neural network 
[18]. 

CNN contains three main building blocks: convolution 
layer, pooling layer and fully-connected layer. Convolutional 
layers serve as feature extractor to scan across the input and 
generate various feature maps according to different 
convolutional kernels, where each convolutional kernel 
learns one certain kind of features. Mathematically, 
convolution operation can be calculated as: 

1 1 1

, , , , ,

0 0 0

( )
D F F

i j d m n d i m j n

d m n

a a w x b
− − −

+ +

= = =

= +          (1) 

where input x has the depth of D and 𝑥𝑑,𝑖+𝑚,𝑗+𝑛 represents 

the area (i, j) within d-th depth of the input; 𝐹 × 𝐹 denotes 
the size of convolutional kernel, 𝑎𝑖,𝑗 denotes the area (i, j) of 

the output feature map; weights connected to the d-th depth 
convolutional kernel are shown as 𝑤𝑑,𝑚,𝑛.  

For further improving the training efficiency of deep 
model, pooling operation is conducted on the extracted 
feature maps. Detailed, pooling operation is calculated as: 

, , ( , ) , ,( )
iji j k m n R m n ky pool x=

                  (2) 

Where the pooling function mainly contains two types: 

average pooling and max pooling, denotes as ( )pool  . 

, ,i j ky denotes the pooling operation output, while , ,m n kx is 

the input area.  

Generally, convolutional layers combined with pooling 
layers are defined as a basic building block of the deep 
architecture, where one pooling layer is connected to one or 
more convolutional layers. Several building blocks are 
stacked to form a deep CNN architecture to obtain the 
hierarchical presentation learning ability. As the model depth 
increases, the representations from upper hidden layers 
become more abstract, which is helpful to achieve accurate 
prediction [19, 20].  

After certain number of stacked building blocks, the deep 
architecture has the capability to learn useful representations 
for recognition tasks. Finally, fully-connected layers are 
designed to perform prediction [21-23]. Mathematically, fully-
connected layer can be defined as: 

( )cy f Wa b= +                               (3) 

Where a is the extracted feature maps from the building 
blocks and the fully-connected layer generates the possible 
label y as the model output. 

C. Attention Mechanism 

Attention mechanism is a strategy to add importance bias 
to the deep architecture for the purpose of making full use of 
the key features, which helps solve the problem of 

information overload when the extracted features are 
enormous using deep neural network. For a deep architecture, 
large numbers of parameters usually means strong 
representation learning ability with mass information stored. 
However, the large amount information may contain 
redundant items which have no contributions to accurate 
classification and even causing heavy training burdens. 
Therefore, attention coefficients are utilized to pick the most 
important representations from the neural network and 
ignore the useless information, which may improve the 
model training efficiency. 

Mathematically, attention coefficients can be calculated 
from: 
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Where ic  is the weighted average of the intermediate 

convolutional layer, and  denotes the weight scales 

between the adjacent layers. s represents the weight 

calculation method. Attention mechanism aims to 

selectively leverage the possible intermediate 

representations, and construct the mapping relationship 

between hidden features and the final output using 

corresponding coefficients [24]. Compared with traditional 

CNN, attention mechanism is able to reduce the whole 

number of model parameters, therefore improving the model 

efficiency. 

III.  FAULT DIAGNOSIS FRAMEWORK 

A fault diagnosis framework based on attention 
mechanism and convolution neural networks is designed for 
diesel fuel system fault diagnosis. Attention-based model is 
able to learn representations with emphasis and CNN model 
is able to extractor effective fault signatures for accurate fault 
classification. With the unique structure of attention-based 
convolutional neural network (ATT-CNN), accurate and 
efficient fault diagnosis for diesel fuel system can be 
achieved. The whole framework for diesel fuel system fault 
diagnosis is shown in Figure 3.  

The whole procedure of the proposed pipeline can be 
divided into 3 main stages. 

• Data acquisition: based on the information from 
Section I, the pressure wave of the high-pressure 
diesel pipe is an effective indicator to reflect 
working condition of the diesel fuel system. 
Therefore, the fuel pressure is collected as the 
training data of the proposed fault diagnosis 
framework. The original collected pressure data 
serve as the input data and for model training, 
collected data is divided into different sample slides 
for training and testing separately. 

• Feature extraction: three-layers convolutional neural 
network is designed as the main structure of the 
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proposed approach. Besides, attention module is 
designed afterwards for emphasizing features with 
importance in accurate working condition prediction. 
CNN with attention coefficients is able to achieve 
faster training speed and higher classification 
accuracy eventually. 

 

Fig. 3. Diesel fuel system fault diagnosis framework. 

• Fault classification: the fully-connected layer is 
placed after the feature extractor block to realize 
label prediction. The error between predicted labels 
and the true labels is calculated and the model 
parameters are updated through error back 
propagation. 

IV.  EXPERIMENTAL VERIFICATION 

For model verification, several experiments have been 
carried out. As for the dataset preparation for training and 
testing, collected pressure data serve as the original input of 
the proposed fault diagnosis framework and are divided into 
training and testing subsets, with 200 training samples and 
100 testing samples. In order to assess the performance of the 
proposed architecture, classification accuracy for fault 
category is calculated, defined as:  

      correct

total

n
accuracy

N
=                                 (7) 

where ncorrect is the number of samples that the proposed 
model predicts with correct labels while Ntotal  represents the 
number of total samples. Classification accuracy is the 
correctly predicted percentage, which indicates how accurate 
prediction the designed model is able to achieve in diesel 
fuel system failure recognition tasks. 

The data used in the experiments are collected from 4135 
diesel engine, which contains 1 normal working condition 
and 4 different faults, including stucked needle valve, 
leakage in needle valve, delivery valve failure and lack of oil 
supply. Therefore, the diesel fuel system fault diagnosis 
based on the current dataset can be treated as a 5-class 
recognition issue.  

For comparison, additional experiments have been 
conducted to explore the model performances in failure type 
prediction using various machine learning frameworks. The 
used comparison architectures are listed as follows: 

• 3-layer back propagation neural network using 
unprocessed sensor data (BP-NN) 

• 2-layer back propagation neural network based on 
Hand-crafted features extracted in advance 

•  3-layer Deep Belief Network using unprocessed 
sensor data (DBN+BP) 

• 6-layer Deep Neural Network using unprocessed 
sensor data (DNN) 

• Convolutional Neural Network without attention 
mechanism using original signals (CNN) 

Training and testing time based on 50 repeated 
experiments are recorded to investigate the model efficiency, 
and in order to obtain a robust estimate of proposed method, 
10-fold cross validation is carried out and statistics are 
shown to summarize the model performances. Results are 
shown in Table II and figure 4. 

TABLE II.  FAULT DIAGNOSIS RESULTS BASED ON VARIOUS METHODS 

Methods 
Classification Results 

Accuracy Training time 

BP-NN 90.08% (4.75) 12 epochs/155s 

Hand-crafted 

features+BP 
98.56% (1.67) 5 epochs/69s 

DBN+BP 95.65% (0.75) 8 epochs/121s 

DNN 98.44% (1.05) 20 epochs/225s 

CNN 97.32% (0.67) 7 epochs/101s 

ATT-CNN 98.75%(0.25) 4 epochs/66s 

 

 

Fig. 4. Confusion matrix of the ATT-CNN model. 

Based on the experimental results above, the proposed 
method outperforms other machine learning-based methods 
in both efficiency and accuracy. From the results, hand-
crafted features based on prior knowledge are well-selected 
in advance for the specific fault recognition task so that the 
final classification accuracy and model training time is 
desirable. Compared with CNN without attention 
coefficients, the proposed ATT-CNN has higher 
classification accuracy and less training time, which 
indicates the attention mechanism is able to boost the 
performance of deep architecture. The added importance bias 
helps to select useful intermediate features for fault 
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classification and ignore useless representations to save 
model training time so that both model effectiveness and 
model efficiency can be achieved. 

V.  CONCLUSION 

This paper proposes an attention-based convolutional 
neural network framework for diesel fuel system fault 
diagnosis. Compared with traditional CNN model, attention 
mechanism is designed to learn the degree of importance of 
different extracted features and therefore making the most of 
the useful representations to improve the model prediction 
accuracy and save the model training time. Experiments 
among diesel pressure data have proved the effectiveness of 
the proposed fault diagnosis pipeline.  

Future study can be conducted to improve the 
performance of the attention-based model and search for an 
optimal strategy of combination.  
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Abstract—Turbine disc is one of the most crucial parts in an 

aero-engine and it is also regarded as the vulnerable part which 

suffers from damage frequently. Remaining useful life (RUL) 

prediction technology is a useful tool to provide failure warnings 

and increase safety. For turbine disc, however, it is still a great 

challenge. This paper proposes a high-order particle filtering 

(HOPF)-based approach for RUL prediction of turbine disc. 

First, a turbine disc health indicator is constructed based on the 

unbalance vibration analysis. Then, an improved double 

exponential model is developed for turbine disc degradation 

modeling. Next, model updating and RUL prediction are carried 

out by the HOPF algorithm. The proposed approach is finally 

validated using the experimental data of a turbine disc. 

Satisfactory results demonstrate that the proposed approach 

performs well on turbine disc RUL prediction. 

Keywords—turbine disc, remaining useful life, degradation 

modeling, high-order particle filtering 

I. INTRODUCTION 

As one of the most crucial parts, turbine disc is used for 
assembling blades and transferring power. Suffering from the 
centrifugal loads and thermal stresses, turbine disc is regarded 
as a vulnerable part [1]. Failures of turbine discs influence the 
functionality of engines, and then cause catastrophic 
consequences. Such failures are generally intolerable. In order 
to avoid that, much effort has been focused on predicting the 
design life for turbine disc by using damage mechanics and 
reliability theory [2-3]. Then, scheduled maintenance tasks are 
arranged based on the predicted design life. However, the 
scheduled maintenance strategy for turbine disc could produce 
some problems. (i) Many turbine discs are early replaced. (ii) 
A minority of turbine discs fail before maintenance. (iii) The 
expense of maintenance task is huge since the waste of 
potential life, and the cost of removing and assembling the 
aero-engine. In order to avoid that, remaining useful life (RUL) 
prediction has emerged as a critical technology to prevent the 
turbine disc from sudden failure and optimize maintenance 
schedules, which is meaningful to reduce maintenance waste 
and guarantee flight safety [4]. 

Many works have been focused on RUL prediction for 
machinery. The major approaches could be divided into three 
types: model-based, data-driven, and data-model fusion. 
Model-based approaches rely on physical or experiential 
failure mechanism for predicting the machinery RUL [5]. 
However, it is generally difficult to construct high fidelity 
failure model for a complex machinery system. Data-driven 
approaches use large amounts of measured data to model the 
degradation trend of machinery and predict the RUL by using 
machine learning techniques [6]. The performance of data-
driven approaches depend on the quantity and quality of the 
data. Nevertheless, gathering enough eligible data for turbine 

disc is very hard in practice since it is a time-consuming and 
costly task. Data-model fusion approaches have been the 
hotspot of RUL prediction in recent years since they can take 
full advantages of experiential knowledge from failure model 
and the real-time information from the monitoring data [7]. 
Among them, PF-based data-model fusion approaches have 
been proven to be an efficient and effective way since it is 
capable to track and predict the non-linear non-Gaussian 
system. In these approaches, the physical/data/empirical 
model is treated as the prior knowledge of machinery 
degradation characteristic to construct a state-space model, 
and real-time monitoring data is treated as the likelihood 
information form an individual degradation process. Based on 
the Bayesian theory, the model and real-time data can be fused 
into posteriori knowledge about degradation state with the 
consideration of the influence of uncertainty. With the help of 
the Monte Carlo technology, PF shows a strong capacity on 
individual degradation tracking and RUL prediction. For 
example, Peng et al. [8] combined the deep belief network 
with an improved PF and utilized this model for RUL 
prediction of aircraft engine. Yang et al. [9] described the 
performance degradation by the exponential model and 
employed PF for forecasting the RUL of an auxiliary power 
unit in the aircraft. 

In the context of turbine disc RUL prediction, however, 
two problems still exist in PF-based approaches. The first 
problem is how to construct an effective health indicator (HI) 
from turbine disc monitoring data. A good HI with an obvious 
monotonic trend can simplify the modeling process and 
produce accurate predictions. The second problem is that most 
PF-based approaches are limited to the first-order Markov 
assumption. It considers that the current degradation state only 
relies on the previous degradation state. In the real case of 
turbine disc, however, this assumption is not true in reality. 
The high-order Markov assumption may be more suitable for 
depicting the degradation process in which the current 
degradation state depends not only on the previous state but 
also on multiple m-step-before states. 

In order to deal with the two abovementioned issues, we 
present a high-order particle filtering (HOPF)-based approach 
for RUL prediction of turbine disc. Our contributions mainly 
include the following aspects. 

(1) An HI is constructed for turbine disc based on the 
unbalance vibration analysis. 

(2) An improved double exponential model is developed 
for turbine disc degradation modeling, and RUL is predicted 
by the HOPF based algorithm. 

(3) A low cycle fatigue test of turbine disc is implemented 
to validate the proposed approach.

* Hongrui Cao is the corresponding author. (e-mail: chr@mail.xjtu.edu.cn) 
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The remainder is summarized as follows. The theoretical 
foundation of HOPF is given in Section II. Section III presents 
the HOPF-based RUL prediction approach for turbine disc. 
Section IV conducts an experimental validation. Finally, 
conclusion is summarized in the last section. 

II. HIGH-ORDER PARICEL FILTERING 

The state-space model with an high-order Markov 
assumption is expressed as follows: 

 
( )

( )
1 2 1, , ,

,

k k k k k m k

k k k k

x f x x x

z h x





− − − −=


=

L
 (1) 

where xk denotes the state at time tk, fk is the state transition 
equation. ωk–1 denotes the process noise at time tk–1. zk is the 
measurement at time tk, hk denotes the measurement equation, 
νk denotes the measurement noise. 

The prior probability density function (PDF) at time tk can 
be calculated by the prediction step: 

 ( ) ( ) ( )0: 1: 1 : 1 0: 1 1: 1 0: 1dk k k k m k k k kp x z p x x p x z x− − − − − −=   (2) 

where p(xk|xk–m:k–1) is the probabilistic state model defined in 
fk(·), p(x0:k–1|z1:k–1) is the state PDF at time tk–1. With the 
assumption of mth-order Markov property, p(xk|x0:k–1, z1:k–1) = 
p(xk|xk–m:k–1) 

The posterior PDF of state can be obtained by the update 
step when a new measurement zk is available: 
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where p(zk|xk) denotes the likelihood function, p(zk|z1:k–1) 
denotes the normalizing item, which can be calculated as 
follows: 

 ( ) ( ) ( )1: 1 1: 1 dk k k k k k kp z z p z x p x z x− −=   (4) 

HOPF employs a series of particles {
0:

i

kx , i = 1, 2, …, Ns} 

with associated weights { i

kw , i = 1, 2, …, Ns} to approximate 

the posterior PDF, shown as: 

 ( ) ( )0: 1: 0: 0:

1

Ns
i i

k k k k k

i

p x z w x x
=

 −  (5) 

where Ns is the particle number, δ(·) denotes the Dirac delta 
function. 

If 
0:

i

kx  are drawn from an importance distribution 

q(x0:k|z1:k), the normalized weights are updated by the 
following equation: 
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For simplifying the calculation, q(x0:k|z1:k) can be 
factorized as follows: 
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Then, particle weights can be expressed in the recursive 
equation: 
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Here, the importance distribution q(xk|xk–m:k–1,zk) is chosen 
as p(xk|xk–m:k–1), (8) can be simplified as follows: 

 ( )1

1

Ns
i i i i i i

k k k k k k k

i

w w p z x w w w−

=

 = ，  (9) 

III. PROPOSED METHOD 

Fig. 1 plots the framework of the proposed turbine disc 
RUL prediction approach. It consists of two main modules, 
i.e., HI construction for turbine disc, and HOPF-based RUL 
prediction. First, an HI is constructed for turbine disc based on 
the unbalance vibration analysis. Then, an improved double 
exponential model is developed to construct an high-order 
state-space model (HOSSM) for describing the degradation 
process of turbine disc. Next, the parameters and state are 
updated by HOPF. Finally, the RUL are predicted by a multi-
step ahead prediction algorithm. More details are discussed as 
follows. 

 

Fig. 1.  The flowchart of the proposed approach. 

A. HI Construction for Turbine disc 

Fatigue crack is one of the most primary failure modes in 
a turbine disc. The crack in a turbine disc introduces an extra 
mass unbalance which produces unique vibration responses. 
Here, the first shaft order vibration is used for constructing the 
HI for turbine disc since it is often taken as a powerful feature 
of rotating unbalance [10]. Generally, the mass unbalance 
caused by the crack and the initial unbalance make up the 
unbalance of the turbine disc. However, only the unbalance 
caused by a crack is contributed to the degradation modeling 
and RUL prediction. Therefore, in order to extract the crack 
unbalance vibration characteristics, an HI is constructed as 
follows: 

 

( ) ( )
2 2

* *

1
k

k k

HI

R R I I

=

− + −

 (10) 

where Rk and Ik are the real part and the imaginary part of the 
first shaft order component at time tk (cycle k), respectively. 
R* and I* are respectively the real part and the imaginary part 
of the first shaft order component of initial mass unbalance. Rk 
and Ik are treated as the monolithic unbalance characteristic, 
R* and I* are treated as the initial mass unbalance characteristic. 
In the condition monitoring of turbine disc, the HI at a fixed 
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speed is derived by interpolation in each fatigue cycle 
(excursions from low speed to high speed back to low speed). 
The longer crack means the lower HI. Then, the changes of 
the HI can be modeled for health monitoring and RUL 
prediction of turbine disc. 

B. High-order state-space model 

The double exponential model which well balances the 
accuracy and complexity of modeling is widely used in 
degradation modeling [11]. The original model is expressed as 
follows: 

 ( ) ( )exp expk k kx a bt c dt= +  (11) 

where xk denotes the current degradation state. a, b, c, and d 
are four model parameters which need to be evaluated 
according to the degradation data. 

Then, the original double exponential model can be 
rewritten as a state-dependent form with second-order Markov 
property: 

 ( ) ( )1 2exp expk k kx x b t x d t− −=  −   (12) 

where Δt = tk – tk – 1. 

We use turbine disc HI data for fitting analysis of the 
original model, and find that the original double exponential 
model exists a shortcoming about amplitude bias, which 
means the modeling performance of the double exponential 
model is seriously influenced by the absolute amplitude of HI 
data. Therefore, a new model parameter named amplitude bias 
ε is introduced into the original model to overcome above-
mentioned shortcoming. The improved double exponential 
model is denoted as follows: 

 ( ) ( ) ( ) ( )1 2exp expk k kx x b t x d t  − −= −  − −  +  (13) 

With the consideration of the uncertainty of process and 
the measurement, the HOSSM can be expressed as follows: 
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where xk denotes the current degradation state of turbine disc, 
which is hard to be obtained and is represented by HI. sk is the 

measured HI with the measurement noise 2(0, )k N : . The 

process noise ωk can be ignored in most cases since it can be 
represented by the parameter uncertainty. 

C. HOPF-Based parameter Updating and State Evaluation 

The unknown parameters are denoted as a parameter 
vector Θ = (b, d, σ, ε)’. To simultaneously update the 
degradation state of turbine disc and model parameters, both 
degradation state x and model parameter Θ are treated as the 

system state variable of HOPF, i.e., 
0 1: 0 0 1:{ } { ; }i i i

i Ns i Nsz x= == Θ . 

The particle weights are assigned as 
0 1iw Ns= . Then, new 

particles 
1:{ }i

k i Nsz =
 can be obtained by: 
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According to (6) - (9), the new measured HI sk at time tk 
can be used to update and normalize particle weights as 
follows: 
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A resampling step is implement here to avoid particle 
degeneracy, and all particle weights are reset to 1/Ns. 

Then, the updated PDFs of degradation state and model 
parameters at time tk can be obtained by: 

 ( ) ( )0:

1
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i i

k k k k k

i

p z w z z
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D. RUL Prediction 

The l-step prediction for turbine disc degradation state is 
obtained by: 
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Then, the RUL predicted by the ith particle are expressed 
by: 

  0:inf : ,i i

k k l k kRUL l x +=  x Θ  (20) 

where τ is the failure threshold. 

Finally, the RUL PDF is approximately obtained by the 
following equation: 

 ( ) ( )0:

1

Ns
i i

k k k k k

i

p RUL w RUL RUL
=

 −s  (21) 

E. Implementation Steps 

The detailed implementation process for the proposed 
approach are presented as follows. 

Step 1: Acquire the turbine disc baseline vibration signal 
at a fixed speed in the un-cracked operation state. 

Step 2: Acquire the real-time vibration signal at the same 
speed in each subsequent cycle and construct HI according to 
(10). 

Step 3: Establish high-order state-space model by (14), and 
update model parameters and degradation state using (15) – 
(17) when a new measured HI of the turbine disc is available. 

Step 4: Extrapolate the degradation trajectory of the 
turbine disc by (18) and (19), and predict the RUL PDF using 
(20) and (21). 

Step 5: Repeat step 4 and step 5 when another new 
measured HI of the turbine disc is available. 

IV. EXPERIMENTAL DEMONSTRATION 

A. Experimental Setup 

The low cycle fatigue test of the turbine disc is carried out 
on the Test Devices Inc. (TDI) spin test rig shown in Fig. 2. 
The maximum and minimum speeds are 15000rpm and 
2000rpm, respectively. Each cycle takes 60 seconds. After 
13927 cycles, the turbine disc is broken. Fig. 3 plots the 
overview of data acquisition. During the speed-up phase of 
each cycle, vibration displacement signals are collected at
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 different speeds, and the real and imaginary parts of the first 
shaft order vibration component are outputted by the TDI 
system. Fig. 4 plots the real part R and the imaginary part I of 
the first shaft order vibration component at 98% of the 
maximum speed after 13800 cycles. 

 

Fig. 2.  TDI spin test rig. 

 

Fig. 3.  Overview of data acquisition. 

 

Fig. 4.  Real part R and imaginary part I of the first shaft order vibration. 

B. Results and Discussion 

The data collected by the TDI system is utilized to 
construct the HI by using (1). Here, R* and I* are obtained by 
averaging the data gathered at first 100 cycles. To show the 
robustness of the proposed turbine disc HI, 6 HIs established 
at different speeds are plotted in Fig. 5. It can be seen that the 
proposed HI with a monotony evolution trajectory is good at 
representing the degradation process of turbine disc. In this 
section, data gathered at 98% of the maximum speed, i.e., 
14700rpm is used to validate the proposed prediction 
approach. Here, the detection threshold is adaptively 
constructed by the 3σ interval. First, the historical HIs of 
turbine disc in the normal stage can be used to establish the 
bound [μ–3σ, μ+3σ]. To avoid the false alert caused by random 
noises, the degradation starting time is determined when 5 
consecutive HIs passed through the 3σ interval. Fig. 6 plots 
the degradation detection for the turbine disc. It is seen that 
the turbine disc runs stably before 13880 cycles, and then the 
HI curve shows a decreasing trend, which means the turbine 
disc is degrading. 

 

Fig. 5.  Proposed HI for turbine disc condition monitoring at different 

speed. (a) 14700rpm, (b)14250rpm, (c) 13500rpm, (d) 12000rpm, (e) 

10500rpm, and (f) 9000rpm. 

 

Fig. 6.  Performance degradation of turbine disc. 

In the high-order state-space model, initialization plays a 
pivotal role to obtain suitable model parameters. A good 
initialization can give accurate prediction results from an early
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 point because it can reduce the convergence time. In this case 
study, the first 25 HIs are used to initialize the high-order 
state-space model by the Metropolis-Hastings algorithm [12]. 
Then, the model parameter updating and RUL prediction are 
carried out according to the HIs from 13880 to 13927 cycles 
by the HOPF algorithm. The model parameter updating results 
including median and 95% confidence interval (95% CI) are 
shown in Fig. 7. It can be observed that the model parameters 
are dynamically updated in real time when a new HI is 
available. Moreover, the 95% CI of parameter evaluation 
converges to a narrow range as time goes on, which reflects 
that the uncertainty of model parameter is decreased. 

Then, the degradation state of the turbine disc is evaluated 
by HOPF algorithm as shown in Fig. 8 (blue line marked by 
small circle). In order to show the advantage of the HOPF-
approach (Approach C) comparing with standard PF, two 
classical approaches, i.e. the Paris model with standard PF [13] 
(Approach A), and the exponential model with standard PF 
[14] (Approach B), are also employed to evaluate the 
degradation state of the turbine disc. It is observed that the 
HOPF based approach catches measurements better and 
evolves smoother than the others. 

 

Fig. 7.  Model parameter updating. 

 

Fig. 8.  Degradation tracking result comparison. (Approach A denotes 

the Paris model with standard PF, approach B denotes the exponential 

model with standard PF, and approach C denotes the proposed approach, 

i.e., improved double exponential model with HOPF) 

Fig. 9 shows the absolute error of degradation tracking by 
different approaches. The average absolute errors of approach 
A, approach B, and the proposed approach are 0.0087, 0.0068, 

and 0.0028, respectively. The HOPF-based approach gains a 
smaller tracking error than the standard PF. Those imply that 
the improved double exponential model can pick up the latent 
degradation trajectory better than the Paris model and the 
exponential model, and the HOPF can effectively filter the 
uncertainty of the measured HI. 

 

Fig. 9.  Tracking error comparison. 

The failure threshold is an essential part in RUL prediction 
of turbine disc. In this paper, the failure threshold is defined 
as the HI at the last cycle when the turbine disc is broken. The 
RUL prediction curve can be obtained by carrying out the 
RUL prediction task at each inspection time. Fig. 10 shows 
the RUL prediction curve. Here, the median is supposed as the 
RUL prediction value, and the 95% CI is chosen to evaluate 
the prediction uncertainty. We can see from Fig. 10 that the 
prediction value is close to the actual value and the 95% CI 
nearly falls into the 20% error interval of the actual RUL 
(range from 80% actual RUL to 120% actual RUL). The 
satisfied predictions demonstrate that the proposed HOPF-
based approach performs well in RUL prediction for turbine 
disc. 

 

Fig. 10.  RUL prediction at each inspection time. 

Finally, another two PF-based approaches are also 
employed for comparison. As shown in Fig. 11, the PF-base 
approaches deviate from the actual RUL and has some 
volatility. The results imply that the improved double 
exponential model is more suitable than Paris model and 
exponential model for turbine disc degradation modeling. 
Two widely used assessment indexes, i.e., mean absolute error 
(MAE) and convergence (Con) [15], are employed here to 
quantitatively compare the prediction performance of 
different approaches. As shown in TABLE I, the proposed
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 approach gains the smallest MAE and Con values. That 
means the proposed perform the highest prediction accuracy 
and best prediction convergence among these approaches. The 
improvements of the proposed approach are mainly attributed 
to the high-order Markov assumption. The approach A and 
approach B consider that the degradation depends only on the 
previous state under the first-order Markov property. By 
contrast, the proposed approach develops an improved dual 
exponential model with the high-order Markov assumption, 
which consider the current degradation state depends not only 
on the previous state but also on multiple m-step-before states. 
Satisfied results demonstrate that high-order Markov 
assumption is more approximate for degradation modeling of 
turbine disc than the first-order assumption. 

 

Fig. 11.  RUL prediction comparison 

TABLE I.  QUANTITATIVE COMPARISON OF PREDICTION 

PERFORMANCE 

Index Approach A [13] Approach B [14] Proposed 

MAE 5.7292 12.5417 0.8511 

Con 24.1945 26.7489 21.9203 

V. CONCLUSIONS 

In order to overcome the two problems in RUL prediction 
of turbine disc, i.e., HI construction, and first order Markov 
limitation, this paper presents a HOPF-based RUL prediction 
approach for turbine disc. First, an HI is constructed for 
turbine disc based on the first shaft order vibration, which is a 
powerful feature of mass unbalance. Then, an improved 
double exponential model is developed to construct the 
HOSSM for describing the degradation process of turbine disc. 
Next, the parameters and state are updated with the help of 
HOPF. Finally, the RUL are predicted by a multi-step ahead 
prediction algorithm. 

A low cycle fatigue test of turbine disc is provided to 
validate the proposed approach. The result shows that the 
established HI is capable to monitor the performance 
degradation process of turbine disc. Moreover, two PF-based 
approaches are employed to compare with the HOPF-based 
approach. The comparison results demonstrate that the HOPF-
based approach performs better than PF-based approaches. 

The subjective failure threshold seriously influences the 
RUL prediction accuracy. Few studies have been focused on 
adaptively setting failure threshold in RUL prediction. 
Therefore, adaptive threshold setting approach will be studied 
in our future research. 
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Abstract—One challenge of near field millimeter wave 

imaging technology is to solve the conflict between high image 

resolution and high computational cost with raw data. This 

paper investigates the use of MIMO FMCW radar in two- 

dimensional synthetic aperture radar imaging process under 

sparsely sampling conditions at space axes. Exploiting the 

thought that considering the imaging process as a  filter,  

multiple virtual channels’ information is taken advantaged with 

complex gains so that even sub-sampled data blocks can 

successfully rebuild the target image with little aliasing 

components. Simulation validations are provided to show the 

effectiveness of this method. 
 

Keywords—FMCW, MIMO radar, subsampling, SAR 

imaging 

I. INTRODUCTION 

Microwave radars are commonly used for target detection 
and motion measurement [1]-[2]. And the imaging 
technology with millimeter wave (mm Wave) radar has 
played an important role in many applications including like, 
structure inspection [3], weapon detection [4], medical 
monitoring [5]. As one of these imaging methods, raw data of 
synthetic aperture radar (SAR) sampled both in space and 
time axes must be properly processed before the final image 
turns out. 

Conducting sub-sample on a time series signal, i.e., the 
sampling frequency is lower than two times of the maximum 
frequency components of the original signal, will lead to 
aliasing phenomenon in frequency domain. Similarly, 
synthetizing the aperture is also a kind of sampling process, 
not only at time axis but also at space axes. It also follows the 
Nyquist sampling theorem that spatial sampling rate must be 
two times bigger than the band limits of target. In previous 
two-dimensional SAR imaging methods, signal aliasing in 
space domain because of the sub-sampling will lead to extra 
image components called ghost image [6]. The ghost images 
caused by aliasing components will duplicate around the real 
target image after nonlinear operation on power strength and 
shift distance. 

On the other hand, sampling rate that satisfies the Nyquist 
theorem in two-dimensional SAR imaging method will result 
in big data blocks, two dimensions in space domain and one 
dimension in time domain, which means large amounts of 
computation. In order to solve the conflict between need of 
high-resolution SAR images and data process complexity, we 
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propose a different SAR imaging method based on MIMO 
FMCW radar. In this method, we take advantage of 
information from different virtual channels of MIMO radar to 
reinforce the image result so that even under a sparsely    
sampling rate in space domain, ghost images by aliasing 
components can be successfully eliminated. 

To use the information from different virtual channels, we 
assume the imaging process as a linear filter , 3D data blocks 
from virtual channels as input and the target image required 
as output. We add proper complex gain to signal blocks from 
virtual channels before going through the filter above so that 
the output will not contain duplication of real target image. 
Simulation results also show that this sparsely sampled 
MIMO SAR imaging method do works well on erasing the 
ghost images. 

The rest of this paper is organized as follows. In section Ⅱ, 
a brief introduction of the subsampled MIMO SAR imaging 
principle is given. Section Ⅲ presents the simulation and 
analysis results. A summary of the contribution of this paper 
is provided in Section Ⅳ. 

II. SUBSAMPLED MIMO SAR IMAGING METHOD 

For a typical kind of FMCW radar transmitting signal, 
single transmit antenna signal can be express in complex form 
as: 

 

𝑚(𝑡) =  𝑒𝑗2𝜋(𝑓0𝑡+0.5𝐾𝑟𝑡2) (1) 

Where 𝑓0 is the carrier frequency, 𝐾𝑟 is the frequency 
module rate. The baseband signal of a single scatter at 
distance  𝑅  from antenna can be written as: 

 

𝑠(𝑡) =  𝜎𝑒𝑗2𝜋(𝑓0𝜏+𝐾𝑟𝜏𝑡−0.5𝐾𝜏2) (2) 

Where 𝜏 is the time delay, sigma express the microwave 
power strength received by the radar: 

 

𝜎  = 𝑝⁄𝑅2 (3) 

𝑝 is the target reflectivity, timed by 1⁄𝑅2 representing the 
distance decay [7]. The last phase term in (2) is known as the 
residual video phase (RVP) and can be neglected in the 
imaging process. Rewrite formula (2) into wave number form, 

i.e., let  𝑘 = 2𝜋𝑓⁄𝑐, we can derive the beat frequency form: 
 

𝑒𝑗2𝑘𝑅 2𝜋𝑓0 2𝜋𝑓𝑇 
𝑠(𝑘) = 𝑝 , ≤ 𝑘 ≤ 

𝑅2 𝑐 𝑐 
(4) 
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Where 𝑓𝑇 is the end frequency. In this formula, distance 
R between radar channels and target is a function of space 
coordinates 𝑥 and 𝑦 at the plane radar’s synthetic aperture, 
which means the beat signal received in 2D SAR imaging 
process is a function of 𝑥  and 𝑦, and wave number 𝑘. Apply 
(4) on every target point at target plane (parallel with the 
synthetic aperture) or their rejections on the plane, according 
to the linear system assumption, we can get the final beat 
signal block form as below: 

 

𝑒𝑗2𝑘𝑅 
𝑠(𝑥, 𝑦, 𝑘) = ∬ 𝑝(𝑥′, 𝑦′) 𝑑𝑥′𝑑𝑦′ 

𝑅2 
(5) 

𝑥′ and 𝑦′ are spatial coordinates at target plane and 
reflectivity 𝑝 is a 2D function defined on it. Then the total 
beat signal from the target plane is expressed as a combination 
of reflectivity 𝑝, phase factor 𝑒𝑗2𝑘𝑅 and distance R from 
transceiver element to the target. Obviously, the image of the 
target plane we want to obtain is indeed the 2D reflectivity 

function on target plane, 𝑝(𝑥, 𝑦). And the purpose of our 

SAR imaging method is to rebuild 𝑝(𝑥, 𝑦)  from the beat  
signal data block according to the equation (5). 

All the process above is used in SISO radar system. When 
it comes to MIMO radar situation, we treat  the imaging  
method in SISO as a signal filtering process. The input of the 
filter is the 3D data block of beat signal and the output of the 
filter is the target image we required. This imaging process 
can be written as a simple multiplication form in frequency 
domain as: 

 
𝑃(𝑘𝑥, 𝑘𝑦) = ∫ 𝑆(𝑘𝑥, 𝑘𝑦, 𝑘) ∙ 𝐻𝑑𝑘 (6) 

 

Where H is the filter we built from SISO radar SAR 
imaging method. Just as mentioned at the beginning, usually 
enough spatial sample rate need to be guaranteed to avoid 
aliasing components and the ghost image that follows. To 
erase the ghost image, the beat signal blocks from MIMO 
radar’s different virtual elements will be taken advantage and 
the rewritten imaging form in equation (5) makes it easy to 
derive the new form of imaging when using multiple virtual 
channels as: 

 

P(𝑘𝑥, 𝑘𝑦) = ∫ ∑[𝑤𝑖  𝑆𝑖(𝑘𝑥, 𝑘𝑦, 𝑘)]𝐻𝑑𝑘 (7) 

 

Where 𝑤𝑖 is the complex gain added to the 𝑖th virtual 
channel’s data block before go through the filter. By choosing 
proper complex gain and enough virtual channels, relative 
simulation results show that it successfully reduces the ghost 
images effect in final target image 𝑝(𝑥, 𝑦). 

A reasonable thought about this imaging method is that 
the more virtual channels are involved in the imaging process, 
the better the results of final target image will be. However, 
simulation results show that if too much virtual channels is 
involved, the image result can be as worse as traditional  
imaging method under sub-sampling condition in space. 

III. VALIDATION AND EVALUATION 

The sub-sampled 2D SAR imaging method with MIMO 
radar in this paper have been simulated with MATLAB 
R2019a software. As a prove of the imaging method, we use 
four scatters as target and apply traditional 2D SAR-imaging 
method with proper spatial sampling rate that satisfies 
Nyquist theorem firstly. Then we simulated the sparsely 
sampling  situation  using  traditional  method  and  our new 

method with MIMO radar respectively. Simulation results  
turn out that this sub-sampled MIMO SAR method 
successfully reduce the ghost image components from real 
target image result. 

All the simulation results in this paper shares the same 
radar physical parameters and FMCW parameters. 

We choose carrier frequency at 77.38GHz with 
modulating slope at 6.337× 1013Hz/s for FMCW waves in 
our simulation. The synthetic aperture size is 200mm at both 
𝑥 and 𝑦 axes. And the target plane is settled at 300mm away 
from the aperture plane. 

A. Proper Spatial Sampled Data with Traditional 2D 

SAR Simulation 

We set the radar moving step at 0.8mm on both axes in 
space so that satisfies Nyquist theorem. Fig.1 presents the 
simulation result that shows four target scatters clearly in the 
final image and scatters’ position is clearly demonstrated 

 

 
Fig. 1.  Proper sampled scatters’ image on targe plane 

 

B. Sparsely Spatial Sampled Data with Traditional 2D SAR 

Simulation 

The radar moving step is set at 8mm on both axes in space 
so that far away from required Nyquist sampling rate. And the 
simulation result shows that the target scatters’ image totally 
submerged into the ghost images by aliasing components. The 
results can hardly tell the target points’ original position. 

Fig.2 shows that the whole image is covered by 
meaningless ghost images induced by aliaing componnets   
that totally cover up the real target. 

C. Sparsely Spatial Sampled Data with MIMO SAR Simulation 

Similar to the scenario in B, moving step is set at 8mm on 
both axes in space but three virtual channels are used in the 
imaging process with proper complex gains. Simulation 
shows that the target scatters’ image again clearly appears and 
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the ghost image has been greatly reduced so that scatters can 
be located precisely. A difference from the proper sampled 
result is that both the main and minor lobe become little wider 
and shifted slightly thus spatial resolution and accuracy is 
influenced accordingly. 

 

 

Fig. 2.   Subsampled scatters’ image on target plane 
 

Fig. 3.  Subsampled scatters’ image by MIMO SAR method 

 

Fig.3 shows that the subsampled scatters’ image by 
MIMO SAR method which real target appears again with 
much more inconspicuous ghost image compared with the 
situation in Fig.2. Besides, relevant simulation results show 
that imaging results also depend on the positions of virtual 
channels involved in the process and the number of the virtual 
channels can neither too less nor too much, otherwise there 
still can be ghost images left or even a loss of real target. 

IV. CONCLUSION 

In this paper the capability of sub-sampled MIMO-SAR 
imaging method is demonstrated that it can effectively reduce 
the ghost images caused by aliasing components. Based on 
the multiple information from different virtual channels with 
proper complex gains and the input-filter-output thought 
about the imaging process, our approach method performs 
well under sparsely sampling conditions in space with little 
compromise of lobe width and resolution. Simulation result 
of scatter target points validate the effectiveness on cancelling 
duplicating components from final image. 
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Abstract—Die cracks are a vital issue that directly influences 

the quality of chip assemblies. In this paper, we focus on 

detecting die cracks using principal component analysis (PCA) 

and Kullback-Leibler (K-L) divergence. Our method involves 

data fusion, including three steps: 1) apply PCA to convert high-

dimensional data to low-dimensional data; 2) obtain the 

frequency distribution histograms of the transformed data and 

fit them; 3) use K-L Divergence based state index to 

quantitatively evaluate die cracks. Our method works very well 

with real-life data. Die cracks are identified according to die 

cracks data showing skewed distribution, while normal data 

have Gaussian distribution. Moreover, the proposed state index 

could successfully detect die cracks. 

Keywords—PCA, data fusion, Gaussian distribution, die 

cracks, K-L divergence, state index 

I. INTRODUCTION 

Semiconductor chips are widely used in various fields and 
have occupied a critical position of economic development. In 
recent years, the rapid growth in portable electronic products 
has challenged the chips with high reliability [1,2]. The quality 
of chips largely depends on the quality of die. Die processing 
procedure involves many processes, which include surface 
mount technology, die prepare, die attach, wire bond, etc. 
Herein, we concentrate on die prepare process. The purpose of 
the die prepare process is to convert wafer level to die level. 
This process primarily consists of back grinding and wafer 
saw. The former aims to reduce the die thickness using a 
grinding wheel and the latter transforms wafers into hundreds 
or thousands of single dies. Die cracks are sometimes caused 
by these mechanical procedures [3]. The cracks may extend to 
the metal layer and affect the quality of the die, which greatly 
reduces the output of products, resulting in economic losses. 

There are many technologies for die cracks detection 
which mainly include contact and non-contact. Liu et al. 
proposed the impact test technology as a representative of the 
contact method [4]. This method could detect die cracks 
through the impact test, which requires simple test equipment 
and have short time consuming. However, this method need 
contact semiconductor chips that may cause potential damage. 
Thus, many non-contact detection methods are widely used, 
which mainly contain eddy current sensor technology, 
terahertz imaging technology, scanning acoustic microscopy 
technology, light scattering technology, line-laser phase-
locked thermal imaging technology. Eddy current sensor 
technology [5] uses the principle of electromagnetic induction 
between the electromagnetic field and the metal to detect, 
which means this method is only used for conductive 
materials. Besides, strong eddy current will have adverse 
effects on chip performance. Terahertz imaging technology 

utilizes terahertz wave of special band to detect die cracks [6]. 
This method has a relatively high temporal and spatial 
resolution, which could detect the microcrack. However, this 
method has a shallow penetration depth and cannot penetrate 
the metal layer. Scanning acoustic microscopy technology 
detects die cracks based on the principle of different degrees 
of acoustic absorption and reflection at die cracks [7,8]. This 
method penetrates deeper than terahertz imaging technology, 
but the detection time is longer, which makes it unsuitable for 
online detection. The principle of light scattering technology 
is based on the annular illumination and the Fourier transform 
optical system [9]. It shows that micro-scratches with the 
depth of only 10nm could be detected independent of their 
directions. However, this method is subject to the die surface 
and light conditions. Line-laser phase-locked thermal imaging 
technology does not rely on historical data and is used to 
instantaneously detect die cracks, but is affected by the 
direction of line scanning [10]. 

It is expensive to detect die cracks from hardware. Thus, 
the purpose of this study is to find an effective method to 
detect die cracks from analyzing signals collected during chip 
production. Firstly, we present an overview of methodology 
proposed. Then, a practical example is shown to prove the 
effectiveness of the proposed method. Finally, we conclude 
some criteria to detect die cracks. 

II. THEORETICAL BASIS 

To reduce economic losses, we analyze the collected 
signals. Generally, these types of signals range widely and the 
degree of crack is weak, which makes defects hard to detect. 
Taking data fusion into account, we employ principal 
component analysis (PCA) to deal with these multichannel 
signals. Then, the histograms of frequency distribution of 
principal components are drawn and fitted. At last, we 
introduce Kullback-Leibler divergence and state index to 
detect die cracks quantificationally. 

A. Theory of PCA 

The PCA is a statistical procedure that uses an orthogonal 
transformation to convert a set of strong correlated variables 
into a set of uncorrelated or weak correlated variables which 
contain as much information about the original variables as 
possible [11,12]. The variable after transformation is called 
principal components. Therefore, PCA, a simple and 
convenient method, has the following features: i) simplify the 
data by dimensionality reduction; ii) save as much as possible 
of the original signal information [13]. By dimension 
reduction, the number of variables to be analyzed could be 
reduced and the coupling between variables could be 
eliminated or weakened. The PCA specific algorithm steps are 
as follows

*Zhike Peng is the corresponding author. (e-mail: z.peng@sjtu.edu.cn). 
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Algorithm 1 

1. Standardized the data; 

2. Calculate the covariance matrix of the standardized 
data; 

3. Calculate the singular values and eigenvectors of the 

covariance matrix; 
4. Keep the most important k features; 

5. Operate inverse transform to obtain dimensionality 

reduction variables; 
6. Obtain the frequency distribution histogram and fit 

probability density function of dimensionality 

reduction variables; 
7. Calculate K-L Divergence based state index. 

 

 

Fig. 1. The schematic diagram of the experiment. 

 

An input signal of n components is observed, as expressed 
in (1). 

  ( )
T

1 2= , ,..., nX x x x  (1) 

Firstly, estimate the mean value of 
ix , denoted as 

ix . 

Then calculate the standard deviation  . Thus, the 

standardization matrix can be written as 

  

T

1 1 2 2= , ,..., n n

  

−− − 
 
 

x xx x x x
X  (2) 

PCA optimization problems are usually measured by the 
sum of squared deviations or variances. The solution methods 
include singular value decomposition (SVD) and non-linear 
iterative partial least squares (NAIPALS) [14]. Herein, we 
have chosen SVD. For SVD, we calculate the covariance 

matrix S of X . Then, take the SVD for the covariance matrix 
S. It can be expressed as 

  Σ 
S = U V  (3) 

where U is a n n  unitary matrix, Σ  is a n k  diagonal 

matrix, which consists of singular values, V is a n k  unitary 

matrix, superscript * stands for conjugate transpose. Extract 
the first m singular values, and the first m columns of U can 
be spanned into an Eigen-subspace. Lastly, take the inverse 
operation to reconstruct the 1-D signal Z with the same size 
of the original signal. The dimensionality reduction matrix can 
be obtained by 

  ( )
T

1 2, ,..., d=Z z z z  (4) 

where 1z is the first principal component, 2z is the second 

principal component.  

B. Theory of Gaussian Distribution 

If the random variable X obeys a Gaussian distribution 

with a mathematical expectation of  and a variance of 2 ,  

 

Fig. 2. The first three principal components of normal data (the blue *, 

orange +, and green . stand for the first principal component, the second 

principal component and the third principal component, respectively). 

 

Fig. 3. The first two principal components of normal data (the blue * and 

orange + represent the first principal component and the second principal 

component, respectively). 

it is denoted as ( )2,N   . The probability density function is 

defined as [15] 

  ( )
( )

2

2

1
exp

22

x
x






 −
 = −
 
 

 (5) 

Standard Gaussian distribution is a special case when 
0 = and 1 = , as expressed in (6) 

  ( )
21

exp
22

x
x



 
= − 

 
 (6) 

Actually,  is the position parameter, which describes the 

central tendency position of Gaussian distribution. The 
Gaussian distribution takes x = as its axis of symmetry. 

is the shape parameter, which describes the degree of 
dispersion of Gaussian distribution [16]. The larger the  , the 

more dispersed the data and the flatter the curve, vice versa. 

C. Theory of Kullback-Leibler Divergence 

Kullback-Leibler divergence is a measure of the 
asymmetry of the difference between two probability 

distributions [17]. Let ( )P x and ( )Q x be two probability 

distributions on the random variable X, then in the case of 
discrete random variables, the K-L divergence definitions is

Taping Grinding 
 

Saw 

Sensors 



226 

 

Fig. 4. The frequency distribution histogram and fitted probability density 

fuction of the first principal component of normal data. 

 

Fig. 5. The frequency distribution histogram and fitted probability density 

fuction of the second principal component of normal data. 

 ( ) ( )
( )

( )
KL log

P x
P Q P x

Q x
=  (7) 

K-L divergence could measure the distance between two 
random distributions. When two random distributions are the 
same, their K-L divergence is almost zero . Otherwise, the 
greater the difference between two random distributions, the 
greater their K-L divergence. 

In order to quantitatively evaluate K-L divergence, a state 
index (SI) is proposed. The definition of this SI is as follows. 

  
( )

( ) ( )

KL
SI =

KL KL

C A

C A C B+
 (8) 

where A, B and C represent Gaussian distribution of normal 
data, abnormal data and test data, respectively. 

The complete algorithm is outline in Algorithm 1. 

III. DEMONSTRATION 

In the process of back grinding and wafer saw, a variety of 
sensors are mounted on shafts to collect signals. The  

 

Fig. 6. The first two principal components of crack data (the blue * and 

orange + represent the first principal component and the second principal 

component, respectively). 

schematic diagram of the experiment is shown in Fig. 1. This 
section is includes two parts: one is separated data, the other 
is mixed data. 

A. Separated Data 

In this case, normal data and crack data are separated. We 
select 16 channels of data related to rpm, torque, and wear as 
the input of the PCA. PCA is performed on the normal data 
first, and the crack data are processed using the obtained 
coefficients. We notice that the first three principal 
components are quite similar, as illustrated in Fig. 2. To 
reduce redundancy and without lose generality, we finally 
choose two principal components to express the results after 
dimensionality reduction. The first and second principal 
components of normal data are illustrated in Fig. 3. The 
principal components of normal data are fluctuant, as shown 
in Fig. 3. Then, we obtain the frequency distribution 
histograms of the first and second principal components and 
fit their probability density function, as illustrated in Fig. 4 and 
Fig. 5, respectively.  Fig. 4 and Fig. 5 show that the principal 
components of normal data belong to Gaussian distributions, 
because the values of log likelihood are -24384.3 and -23974.5, 
respectively. 

TABLE I.  THE VALUES OF LOG LIKELIHOOD 

The Values of Log 

Likelihood 

Fitted Probability Distribution 

Gaussian 

distribution 

t Location-Scale 

distribution 

The first principal 

component 

-2340.09 -2245.15 

The second principal 
component 

-2382.05 -2287.61 

 

TABLE II.  K-L DIVERGENCE AND THE STATE INDEX OF TEST DATA 

FROM NORMAL DATA 

Test Data from 

Normal Data 

K-L Divergence and the State Index 

KL(test||normal) KL(test||crack) 
The state 

index 

The first group 2.668017682 25.81028560 0.09368598 

The second group 9.159709586 20.67863216 0.30697784 

The third group 5.612490280 17.70611863 0.24068718 

The fourth group 1.724643101 24.06646447 0.06686968 
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Fig. 7. The frequency distribution histogram and fitted probability density 

fuction of the first principal component of crack data. 

 

Fig. 8. The frequency distribution histogram and fitted probability density 

fuction of the second principal component of crack data. 

The first and second principal components of crack data 
are illustrated in Fig. 6. As shown in Fig. 6, the principal 
components of crack data are almost constant. Then, we obtain 
the frequency distribution histograms and fitted curves of the 
first principal component and the second principal component, 
as illustrated in Fig. 7 and Fig. 8, respectively. We use t 
Location-Scale distribution and Gaussian distribution to fit the 
principal components, as shown in the Fig. 7 and Fig. 8. The 
values of log likelihood are listed in Table I. The Gaussian 
distribution is close to the t Location-Scale distribution for the 
values of log likelihood. Thus, we select the Gaussian 
distribution to fit the histogram. The fitted curve of the first 
principal component is longer to the left and shorter to the 
right, which is called left skewed distribution. The fitted curve 
of the second principal component is longer to the right and 
shorter to the left, which is called right skewed distribution. 

TABLE III.  K-L DIVERGENCE AND THE STATE INDEX OF TEST DATA 

FROM CRACK DATA 

Test Data from 

Crack Data 

K-L Divergence and the State Index 

KL(test||normal) KL(test||crack) 
The state 

index 

The first group 40.56476913 7.082519966 0.85135524 

The second group 63.22512898 4.127164163 0.93872274 

 

Fig. 9. The first two principal components of mixed data (the blue * and 
orange + represent the first principal component and the second principal 

component, respectively). 

 On the basis of establishing the distribution models of 
normal data and crack data, test data are introduced to identify 
die cracks or not by calculating the state index. For simplicity, 
only the first principal component of normal data and crack 
data are analyzed. Considering the difference in the number of 
samples, the test data from the first principal component of 
normal data are a group of every 500 sampling points, and 
there is a total of 4 groups of test data, as illustrated in Table 
II. The test data from the first principal component of crack 
data are a set of every 150 sampling points, with the overlap 
rate of 0.5, and there are two groups in total, as illustrated in 
Table III. According to Table II and Table III, we could draw 
the conclusion that when the test data are similar to normal 
data, the state index is small, vice versa. After actual testing, 
we choose 0.5 as the threshold of state index to detect die 
cracks. 

B. Mixed Data 

In this case, normal data and crack data are mixed. We also 
select the same 16 relatively critical channel signals as the 
input to PCA. PCA is performed on mixed data. As mentioned 
above, we finally choose two principal components to express 
the results. The first principal component and the second 
principal component of mixed data are illustrated in Fig 9. We 
could still clearly detect die cracks from Fig 9. It is noted that 
the crack condition cannot be recognized from the fitted curve 
of mixed data due to normal data and crack data mixed 
together. 

IV. CONCLUSIONS 

In this paper, an algorithm based on PCA and Kullback-
Leibler divergence is presented to successfully detect die 
cracks. The principal components of dimensionality reduction 
normal data are fluctuant while almost constant of 
dimensionality reduction crack data. Simultaneously, the 
distribution of dimensionality reduction normal data is 
Gaussian distribution while the distribution of dimensionality 
reduction crack data is skewed distribution. We could 
determine the type of test data by comparing the value of K-L 
Divergence based state index with 0.5, which means that when 
the value of state index is less than 0.5, the test data are normal 
data, and vice versa. In practical industrial applications, we 
can detect crack data according to these three criteria. It is also 
possible to design statistical process control based on these 
results to detect heterogeneous states more scientifically. 
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Abstract—In some occasions, Inductively Coupled Power 

Transfer (ICPT) systems are required to transmit bidirectional 

data. In order to realize this purpose, a full duplex data 

transmission method is proposed in this paper. The power 

transmission system adopts the inductor/capacitor/capacitor-

series (LCC-S) compensation structure to realize the constant 

voltage output of secondary coil. In the signal transmission 

system, the forward and reverse signal transmission systems 

adopt Amplitude Modulation (AM) technology and Amplitude 

Shift Keying (ASK) technology, respectively. And a frequency 

selective network is added to avoid interference between 

forward and reverse signal transmission. Then the feasibility of 

the scheme is verified theoretically by circuit simulation 

software Multisim, and the optimal element parameters are 

selected according to the calculation and simulation results. 

Finally, a hardware circuit is built to thoroughly verify the 

feasibility of the scheme.  

Keywords—inductively coupled power transfer (ICPT), 

amplitude modulation of electric energy, high frequency injection 

signal transmission, full duplex communication 

I. INTRODUCTION  

Inductive coupling power transmission has advantages of  
simple and flexible design, stable and reliable power 
transmission, and excellent anti-interference ability. It has a 
great application prospect in implantable medical equipment, 
wireless charging vehicles, aerospace, sliding rail equipment 
and etc [1-3]. In many applications, bidirectional data 
transmission is necessary in addition to the power transfer. For 
example, in the condition monitoring of a rotating machinery, 
the rotating sensor node needs to be powered by the stationary 
power source. Moreover, the high speed sensing signal and the 
low speed command signal have to be transmitted between the 
sensor node and the power controller.  

Based on the existing ICPT systems, a low power 
communication system for embedded devices is designed. The 
system realizes the efficient and stable wireless power supply. 
On this basis, a signal transmission system is added, realizing 
the full duplex real time communication through the mutual 
coupling coil [4,5]. A frequency selection network is designed 
to solve the crosstalk problem between power and signal 
transmission loops. 

The design strategy of the inductively coupled power and 
signal communication system is presented and the optimal 
element parameters are obtained. Then the feasibility of the 
scheme is verified using the circuit simulation software. 
Finally, a hardware experiment platform is built to 
comprehensively verify the characteristics of power and 
signal transmission. 

II. FULL DUPLEX POWER AND COMMUNICATION 

SYSTEM 

Fig. 1 shows the circuit topology of the system. In power 
transmission system, after power tube Q1 to Q4 of full bridge 
inverter circuit, the direct current (DC) E1 or E2 is converted 
into alternating current (AC). By the compensation topology 
composed of L1, C1 and C2 and coupled coil T0, the AC is 
transferred to secondary coil. Through compensation 
capacitor C3, the load gets power. In the forward signal 
transmission system, the ICPT system is powered by two DC 
power sources E1 and E2 with different amplitudes. The 
switch S is used to control the switching of power supply, so 
as to realize the modulation of power amplitude. The forward 
transmitted signal is extracted by a series coupling inductor Ta 
in the secondary circuit. In the reverse signal transmission 
system, signal injection and extraction are realized by 
coupling inductors T1 and T2 in parallel with T0.  

 

Fig. 1  Circuit topology of the full duplex power and communication system. 

In power transmission circuit, L1, C1 and C2 compose a 
LCC high order compensation topology in primary side. 
Compared to the low order compensation topology composed 
of a single capacitor, the high order compensation topology 
system has a lower sensitivity. The T shape network could 
achieve an impedance transform and an adjustable output gain. 
This can realize a constant voltage or current output, which is 
of great significance in the inductive power and signal 
transmission system. To realize the full duplex 
communication, the forward signal transmission system 
adopts the amplitude modulation (AM) based on electric 
energy and the reverse transmission employs the high 
frequency injection technology. In the forward signal 
transmission system, the carrier signal has a relative low 
frequency less than 100 kHz. In the reverse signal 
transmission system, the carrier signal has a frequency higher 
than 1 MHz. Due to the bandpass and bandstop characteristics 
of the parallel and serial LC circuits, they are respectively 
included in the power and signal transmission circuits to 
realize the isolation between the low frequency and high 
frequency carrier signals. The crosstalk between the power 
and signal transmission can be greatly suppressed by using 
this approach.

*Wenbin Huang is the corresponding author. (e-mail: whuang@cqu.edu.cn). 
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III. CIRCUIT CHARACTERISTIC ANALYSIS 

A. Power Transmission Circuit Analysis 

Through the existing inverter circuit and compensation 
topology [6-9], a square wave signal is obtained. The electric 
energy transferred to secondary coil becomes sine form due to 
the frequency selection property of the resonance circuit. For 
the convenience of circuit analysis, front DC power and the 
inverter circuit part can be equivalent to a AC voltage source. 
Ui is the output peak voltage of AC voltage source , and the 
equivalent circuit of power transmission system is shown in 
Fig. 2. 

 

Fig. 2 Power transfer equivalent circuit. 

 In the power transmission system,  0 is the angular 

frequency of power transmission, M is the mutual inductance 
between coils, RL is the equivalent load, and LS and RS are the 
self-inductance and equivalent internal resistance of the 
secondary coil, respectively. 

High order compensation topology LCC can be equivalent 
to a symmetric T circuit model. According to the 
characteristics of the symmetric T circuit, it can be obtained 
as:  
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According to the mutual inductance model, the voltage 
and current equations of the primary and secondary circuit can 
be obtained as: 
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where ZP is the impedance of the primary circuit, and ZS is the 
impedance of the secondary circuit. According to equations (1) 
and (2), the voltage of the load can be obtained as follows: 
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The output power is: 
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The efficiency of power transmission is: 
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By ignoring the coil resistance, the LCC-S power 
transmission system can realize a constant voltage output 
without changing with the load. Similarly, the LCC high order 
compensation topology, when equivalent to T-symmetric 
network, has the characteristics of impedance transformation. 
The output gain can be flexibly adjusted according to the 
characteristics of the T circuit, so as to achieve the desired 
output voltage without introducing additional reactive power.  

B. Signal Transmission Circuit Analysis 

According to the characteristics of parallel and serial LC 
circuits, the electrical energy has a large impedance in the 
signal transmission channel. Hence, the signal transmission 
circuit can be analyzed independently from the power 
transmission system when analyzing the reverse signal 
transmission system.  Its equivalent circuit is shown in Fig. 3. 

 

Fig. 3 Reverse signal transmission circuit. 

In the parallel resonant circuit composed of LT4, CT3 and 
RT3, the resonant frequency of the circuit is the signal carrier 
frequency. The equivalent impedance of inductor LT4 and 
capacitor CT3 in parallel is very large, which is much larger 
than the load resistance RT3. The total impedance is 
determined by the load resistance, so the equivalent 
impedance of the parallel network is RT3. 

The voltage equation is also obtained for the primary and 
secondary side circuit of the signal transmission loop:  
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where ZT1 is the impedance of the signal sending circuit, and 
ZT2 is the impedance of the signal receiving circuit.  

Signal transmission is different from electric energy 
transmission. In order to ensure the transmission efficiency of 
electric energy, the compensation network should be added to 
nullify the consumption of electric energy by the coil self-
inductance. However, for the signal transmission, if the 
electric energy transmission coil resonates with the signal 
injection and extraction circuit, the impedance of the whole 
circuit is small and the current passing through is relatively 
large. Meanwhile, the output voltage of the signal needs a 
certain time to reach the steady state due to resonance, which 
seriously affects the demodulation of the signal in high speed 
signal transmission. Therefore, the self-inductance of the 
coupling coil is not involved in the calculation of resonance in 
the design of the signal transmission loop. As a whole, the 
signal transmission loop presents inductive characteristic. 

The equivalent inductance of the secondary signal 
transmission loop is defined as LS ,́ and the equivalent electric 
induction meets the following requirement: 
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Then the signal receiving circuit impedance is: 
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Defining the equivalent inductance of the signal receiving 
circuit to be LP ,́ the equivalent electric induction meets the 
following requirement: 
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The impedance of the signal transmission circuit is: 

 2 3+ +T 1 P P TZ = j L R R   (10) 

According to (6) ~ (10), the extracted signal voltage can 
be: 
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The coupling inductors T1 and T2 have the same structure 
and the coupling coefficients are close to 1. When the signal 
is transmitted, there is no power loss within the inductors. The 
transmitting power of the signal can be expressed as  
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Higher frequency of the transmitted signal corresponds to 
the greater impedance in coil self-induction. As can be seen 
from the impedance expression of ZT2 in the signal 
transmitting loop, the high frequency of the carrier signal 
leads to a large impedance of the signal transmitting circuit 
thus small signal transmitting power. During the signal 
transmission, partial electric elements of the primary and 
secondary circuits do not participate in the resonance, 
resulting into an inductive total impedance and moderate 
signal transmission power. 

IV. SIGNAL MODULATION AND DEMODULATION CIRCUIT 

DESIGN 

A. Forward Signal Modulation Circuit 

The key to realize amplitude modulation is how to control 
the switching of two different amplitude voltages through 
baseband signal. As the conduction resistance of the switching 
device needs to be small and the allowable current needs to be 
relatively large for energy transmission, the traditional 
integrated signal switch cannot meet the requirements. A 
switching circuit is designed with the schematic diagram 
shown in Fig. 4. The power switching circuit of this system is 
realized by the power MOS tube. 

 

Fig. 4 Amplitude modulation circuit. 

In Fig 4, the power MOS tube on two sides control the on 
and off of E1 and E2 powers, respectively.  The working 
principle of the circuit is as follows. Transistor Q3 is on when 
input signal is high. Then P-MOS tube grid voltage is low and 
the P-MOS tube Q1 is on. The electric level changes from high 
to low when the input signal of right side circuit passes the 
inverter. Transistor Q4 is off. Q2 grid voltage is high, so Q2 is 
off, too. At this time the system is powered by E1. Similarly, 
when the signal input is low, Q1 is off and Q2 is on, and the 
system is powered by E2. Diode D1 and D2 can isolate the 
circuit on both sides to prevent current backflow which affects 
the normal operation of components. The power MOS tube 
has a small conduction resistance and a high withstand voltage. 

Depending on the type, the allowable current of it can reach 
dozens of ampere. This meets the design requirements. 

B. Reverse Signal Modulation Circuit 

According to different modulation modes, three digital 
modulation strategies are most widely used including the  
Amplitude Shift Keying (ASK), Frequency Shift Keying 
(FSK) and Phase Shift Keying (PSK). They transmit signals 
by changing the amplitude, frequency and phase of the carrier 
signal, respectively. 

The realization of FSK modulation requires two high 
frequency signal sources. The existence of two signal sources 
increases the complexity of system design, and it is also 
difficult to realize the continuity of phase during signal 
switching. PSK modulation need to change the phase with 
signal phase shifter. It has the strongest anti-interference 
ability in three kinds of modulation mode, but the coherent 
demodulation method is needed for the signal demodulation, 
which demands strict synchronization between output signal 
and local carrier. Signal transmission exists a time delay in 
ICPT system, therefore it is difficult to achieve the 
synchronization between the output signal and the local carrier. 
In three demodulation methods, it is the most difficult one to 
achieve. Compared with the previous two methods, the 
modulation method of ASK is the easiest to realize. Not only 
the synchronization is not needed and the accuracy 
requirement of the signal frequency is low, but also the 
demodulation method is flexible [10]. Therefore, the 
modulation method of ASK is adopted in the reverse signal 
transmission system. 

 

Fig. 5 ASK modulation circuit. 

Fig. 5 shows the scheme of the reverse signal modulation 
circuit based on ASK. Firstly, the high frequency sinusoidal 
carrier signal is generated through the integrated IC chip. The 
sinusoidal and ground signal are used as inputs of the dual-
channel analog switch. The switch of two signals is controlled 
by baseband signal. Basing on that the modulation of ASK 
signal is realized. ASK signal is finally amplified by voltage 
and power amplifiers to improve the amplitude and load 
carrying capacity. 

C. Demodulation Circuit 

The energy amplitude information of the forward signal 
demodulation can be extracted through the envelope detection. 
The reverse signal transmission is realized based on the ASK 
modulation and the demodulation also relies on the envelope 
detection method.  

 

Fig. 6 Signal demodulation circuit.



232 

Fig. 6 is the flow chart of the signal demodulation circuit.  
High frequency carrier signal is extracted by the coupling 
inductance. The coupling inductance also plays a role of 
electrical isolation between the signal extraction circuit and 
the demodulation circuit. The voltage amplitude extracted by 
the coupling inductance is small, while the envelope detection 
circuit is only suitable for demodulation of large signals due 
to the presence of diode voltage drop. The envelope detection 
effect is not ideal for signals with amplitude less than 0.5V, so 
voltage amplification should be carried out after the carrier 
signal is extracted. Then the voltage follower is used to 
improve the load carrying capacity, and the diode envelope 
detection circuit is used to demodulate. Finally the hysteretic 
comparison circuit is used to achieve the output of the signal. 

V. BUILD HARDWARE PLATFORM AND EXPERIMENT 

ANALYSIS 

The experimental platform of the power and signal 
composite transmission system is shown in Fig. 7. According 
to calculation and simulation results of the simulation 
software Multisim, the parameters are shown in TABLE I. 
The system consists of an inductive power transmission 
system, a forward signal transmission system and a reverse 
signal transmission system. The power transmission system 
mainly consists of a DC voltage regulator circuit, an inverter 
circuit, a LCC-S compensation circuit, a planar coil coupling 
mechanism, a rectifier and an energy storage circuit. The 
wireless transmission distance of the power transmission 
system is 5 cm. The forward signal transmission system 
mainly consists of power switching circuit and forward signal 
demodulation circuit. The reverse signal transmission system 
consists of ASK modulation circuit and incoherent 
demodulation circuit. 

 

Fig. 7 Experimental platform of power and signal transmission system. 

TABLE I.  REVERSE SIGNAL TRANSMISSION SIMULATION 

PARAMETERS 

Parameters Value 

Ln 10uH 

Cn 6.33nF 
CT1 1.408nF 

LT1、LT2 
4.5uH 

LT3、LT4 4.5uH 

vi 5V 

f1 2MHz 
M1 4.2uH 

M2 4.2uH 
CT3 1.408nF 

Ln, Cn, CT1 are inductor and capacitors of the frequency 
selective network. LT1, LT2 are signal injection coil self-
inductance. LT3, LT4 are signal extraction coil self-inductance. 
vi, f1 are voltage and frequency of high frequency carrier 
signal. M1 is signal injection coil mutual inductance. M2 is 

signal extraction coil mutual inductance and CT3 is signal 
extraction compensation capacitor. 

In power transmission experiment, DC input voltage is 7V, 
inverter frequency is 50kHz, and equivalent load impedance 
is 20Ω. Fig. 8 shows the experimental waveform of power 
transmission. It can be seen from the experiment that the 
inverter bridge outputs the square wave signal after DC passes 
through the inverter circuit. The peak interference in the 
square wave is small, indicating that the impact received by 
the inverter circuit is very small when switch works. It can be 
seen from the voltage waveform of primary side coil that the 
high harmonic component of the square wave is well 
suppressed in the primary side LCC resonant network, and 
only the sinusoidal power waveform exists. The peak voltage 
of the primary side coil reaches 38 V, and the peak voltage 
transferred to secondary coil reaches 32 V. Compared with the 
input 7 V DC voltage, the resonant network gives a certain 
gain in voltage amplitude, which is of great significance in the 
power transmission system with a low coupling coefficient. 
The AC power waveform transferred to the secondary is stable 
at 3.3 V after the full-bridge rectifier and the voltage regulator 
circuit, which can directly supply power to embedded devices. 
It can be seen from the voltage waveform after voltage 
regulator, the ripple of the output voltage is very small, and 
the voltage amplitude is stable, realizing the function of 
rectification and voltage regulation. 

 

Fig. 8 Experimental waveform of power transmission. 

In the forward signal transmission system, input DC power 
amplitude are 7 V and 10 V. The transmitting baseband signal 
is generated by a single-chip microcomputer, and the power 
amplitude modulation is realized by controlling the power 
switching circuit. In the experiment, the baseband signal is 
simulated by the square wave signal produced by the single 
chip microcomputer. High level output signal is ‘1’, and low 
level is ‘0’. Fig. 9 shows the experimental waveform of 
forward signal modulation and demodulation. In Fig. 9, the 
modulated waveform is the energy waveform extracted from 
the coupling inductance in series on the secondary loop. The 
amplitude extracted by the signal is smaller than the voltage 
of the secondary coupling coil because the self-inductance of 
the coupling inductance is far less than that of the power 
transmission coil. From the modulation results, it can be seen 
that the amplitude of the electric energy becomes stable in a 
very short time, which realizes a fast amplitude modulation. 
In the switching circuit that the electric energy amplitude 
changes, there is no energy storage element such as inductor 
or capacitor, and no charging and discharging process of 
energy storage elements when the electric energy amplitude is 
switched, so the response time is very short. The high and low 
amplitude of power amplitude modulation is obvious, and it 
can be precisely realized in the subsequent envelope detection 
and hysteresis comparison circuit. Finally, the primary 
baseband signal is restored completely. 
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Fig. 9 Forward signal transmission waveform. 

Fig. 10 shows the waveform in reverse signal transmission 
experiment. The carrier signal is loaded into the power 
transmission circuit after ASK modulation. It can be seen from 
the waveform of two ends of secondary coil. As the signal 
amplitude is far less than the amplitude of electric energy, the 
signal noise ratio (SNR) of signal carrier in electric 
transmission circuit is low and the reverse signal transmission 
will not affect the power transmission. In the signal receiving 
circuit, due to the presence of frequency selecting network, the 
low-frequency power wave has a great impedance in the 
signal transmission circuit, resulting into almost no 
interference of the electric energy in the signal extraction 
waveform. The modulation of the reverse signal is consistent 
with the simulation results. High frequency signal has a great 
impedance in the power transmission circuit, so the extracted 
signal amplitude is only about 0.8V,  which need be amplified 
by signal amplification circuit. The magnification is 4 times in 
signal amplifier circuit of demodulation. The amplified signal 
provides the input for the envelope detection and hysteresis 
comparator modules. Signal demodulation can be accurately 
realized due to the high SNR. 

 

Fig. 10 Reverse signal transmission waveform. 

The parallel LC circuit have a great impedance to the high 
frequency carrier signal. Fig. 11 shows  the voltage of two 
ends of secondary coil and power waveform after parallel LC 
circuit. It can be seen that the frequency selective network can 
clearly select between different frequency waveforms. The 
subsequent channel of power transmission system is not 
interfered by the high frequency carrier signal. The existence 
of the frequency selective network effectively ensure the 
normal operation of the signal and power transmission. 

 

Fig. 11 Filtering characteristics of frequency selective network. 

Fig. 12 shows the experimental waveform of full duplex 
communication of the system. The forward signal 
transmission rate is 2 kbps and the reverse signal transmission 
rate is 150 kbps. When the high frequency carrier signal is 

loaded into the secondary coil, the forward power modulation 
waveform is not very clear due to the influence of high 
frequency carrier signal. However, the forward modulation 
waveform is clear due to the forward signal extraction circuit 
after the frequency selective network. The normal 
demodulation can be realized. Similarly, the reverse signal 
transmission channel has a impedance on the low frequency 
electric energy, and the change of the electric energy 
amplitude will not affect the modulation and demodulation of 
the reverse signal. To sum up, due to the different modulation 
principle and the existence of frequency selective network, 
there is no interference between forward signal transmission 
and reverse signal transmission. The full duplex 
communication of the system can be realized. 

 

Fig. 12 Full duplex signal transmission waveform. 

VI. CONCLUSION 

In this paper, a LCC-S type power transmission system is 
designed, and the theoretical model and power transmission 
characteristics of the system are analyzed in detail. In addition, 
aiming at overcoming the deficiency of the existing power 
transmission system, an energy storage and power supply 
circuit is designed at the power receiving end to realize the 
self-power supply function of the system. The power of 
energy transmission in the system can reach up to 5 W, and 
the transmission efficiency can reach 75% under optimal load. 
Based on the power transmission system, a full duplex 
communication system is designed with the power wave as the 
transmission medium. In the forward signal transmission 
system, the maximum signal transmission rate is 10 kbps. And 
in the reverse communication system, the maximum signal 
transmission rate is 200 kbps. In the communication system, 
the anti-interference performance between signals and the 
influence on power transmission are analyzed.  
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Abstract—As a non-contact vibration measurement 
technology, microwave radar is widely used in vital sign 
monitoring, structure health monitoring and precision 
instrument measurement. Although significant progress has 
been made, the continuous wave (CW) Doppler radar has 
inherent defects in ultra-micro vibration measurement due to 
the DC offset problem, which is challenging to be solved by the 
common circle fitting method with orthogonal baseband signals. 
In this paper, based on the Doppler phase demodulation 
algorithms, a pre-calculation method, creating a long arc of 
circle fitting by sliding the radar front-end in advanced, is 
proposed to accurately estimate the DC offset. Theoretical 
analysis and experimental results were provided for 
demonstrating our proposed method, which show that the ultra-
micro vibration measurement of 5μm can be realized. 

Keywords—CW Doppler radar, pre-calculation, DC offset, 
ultra-micro vibration, vibration measurement 

Ⅰ.  INTRODUCTION 

The vibration measurement based on microwave 
sensing has obvious advantages compared with the 
traditional contact sensors, which has been extensively 
studied in vital sign monitoring [1], large-scale structure state 
monitoring [2] and precision mechanical measurement. And 
the displacement can be obtained by phase demodulation 
from the baseband signal which is obtained by mixing the 
received signal and the transmitted signal of continuous wave 
(CW) Doppler radar. In order to avoid the null point detection 
problem happened when the phase related to the distance 
between the radar and the target is a multiple of π, the 
quadrature receiver architecture of CW Doppler radar has 
been widely investigated. 

Various methods have been proposed for nonlinear phase 
demodulation of quadrature CW radar, such as the 
Arctangent demodulation (AT) [3], complex signal 
demodulation (CSD) [4]and the parameterized demodulation 
(PD) [5]. However due to the defects of the radar system and 
static targets in the measurement environment, the I/Q 
imbalance correction and DC offset compensation must be 
implemented before calculating the displacement. Singh et al. 
presented a data-based quadrature imbalance compensation 
method, which is demonstrated as an efficient and accurate 
imbalance correction method [6]. Park et al. presented a 
center estimation method for DC offset compensation. 
However, it requires a long enough arc to fit the exact center 
of the circle, and it is not suitable for the measurement of 

ultra-micro motions. 

For the purpose of solving the problem of ultra-micro 
amplitude vibration measurement, RF phase shifter can make 
the arc long enough to fit into a circle, but the high-frequency 
phase shifter is too expensive to apply on the radar [7]. Kim 
et al. estimated the center of small vibration displacement 
through the Quadrature Frequency-Group (QFG) radar [8], 
while the center of the circle changes with the change of the 
center frequency of the microwave signal. Huang et al. 
proposed a semi-definite programming algorithm which 
requires complex calculation [9]. 

In the view of the challenge of ultra-micro amplitude 
vibration measurement, a method of moving the front end of 
the radar to obtain long enough arc is proposed in this paper. 
In section Ⅱ, a brief introduction of the ultra-micro amplitude 
vibration measurement theory is given. Section Ⅲ presents 
the experiments and the analysis results. A summary of the 
contribution of this paper is provided in Section Ⅳ. 

Ⅱ.  THEORY 

 
Fig. 1. The block diagram of the quadrature CW Doppler radar system. 

Fig. 1 shows the block diagram of the quadrature CW 
Doppler radar system. The microwave signal source 
transmitted by the power divider is sent out through the 
power amplifier (PA) and the transmitting antenna, and the 
local oscillator (LO) signals of I and Q channels are 
generated by the orthogonal phaser. The receiving signal is 
connected with the low noise amplifier (LNA), and then the 
amplified signal is mixed with the orthogonal signals through 
the mixer. Finally, the I/Q baseband signal is obtained from 
the mixing signal by lowpass filtering. And the I/Q baseband 
signal can be expressed as  

 
4 ( )

( ) cos( )I I I

x t
I t DC A





= + +    (1)
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4 ( )
( ) sin( )Q Q Q

x t
Q t DC A





= + +   (2) 

where IDC   and
QDC   represent DC offset, the 

amplitude imbalance is ( )e Q IA A A=  ,the phase imbalance 

is e Q I  = −   ,    is the wavelength of the microwave 

signal, and ( )x t  is the vibration displacement of the target. 

Firstly, the amplitude imbalance and the phase imbalance 
should be estimated and compensated before the phase 
demodulation, which caused by the imperfections of the 
radar system. Thus the Gram-Schmidt orthonormalization is 
applied to estimate the amplitude imbalance and the phase 
imbalance.  

 
Fig. 2. Demonstration diagram of pre-calibration method. 

( )  
0

( ) ( ) ( )
sin( ) cos( )

e
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=     − 
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And then the compensated baseband signals can be 
represented by 

4 ( )
( ) cos( )c I

x t
I t DC





= + +   (4) 

4 ( )
( ) sin( )c Q

x t
Q t DC





= + +   (5) 

 
Fig. 3. DC offset estimation by fitting the center of the circle with the 

least square method. 

It can be seen that the DC offset is unavoidable because 
of the leakage of microwave signals, the self-mixing of the  

 

Fig. 4. (A) 100μm amplitude measurement: the left picture shows the center fitting for DC offset estimation, the middle picture shows the result of traditional 
method with DC offset compensation, and the right picture shows the result obtained by pre-calibration method. (B) 5μm amplitude measurement: the left 
picture shows the center fitting for DC offset estimation, the middle picture shows the result of traditional method with DC offset compensation, and the right 
picture shows the result obtained by pre-calibration method. 

receiving signals and the static targets in the measurement 
environment. Here we utilize the least square method for 

circle fitting to estimate the DC offset IDC   and 
QDC  . 

After eliminating the DC offset, inverse tangent 

demodulation method is used to obtain the phase of the 
baseband. And we can easily get the vibration displacement 

which is positively related to the phase ( )t  .
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However, the phase change of the baseband signal is 
insufficient to fit a complete arc when the displacement 
variation is very small which reaches to dozens of microns, 
resulting in a large deviation in the center estimation. Here 
an ultra-micro vibration measurement method is proposed by 
moving the radar front-end to increase the arc. As shown in 
Fig. 2, the radar is fixed on a sliding table, and the target is 
in front of the radar at the distance of R. In order to get a 

sufficient arc, we make the front end of the radar move 2

back and forth by controlling the sliding table. And the phase 
of the baseband signal changes from 0 to 2  , which will 

provide a better circle fitting result for DC offset. After that, 
we fix the radar at a distance of R from the target to be 
measured, and collect the microwave radar baseband signals 
synchronously. After the amplitude compensation and phase 
compensation of the baseband signal, we can directly 
calibrate the DC offset which has been estimated during the 
sliding process. Finally, we can obtain the accurate ultra-
micro amplitude vibration measurement results after phase 
demodulation.  

Ⅲ. EXPERIMENTAL RESULTS 

In order to verify the feasibility and effectiveness of our 
proposed method, we have built a vibration monitoring 
system based on CW Doppler radar and carried out a series 
of experiments. The carrier frequency of the microwave 
signals is 24.26GHz, and the radar transmission power is 
20dBm. The beamwidth of the antenna is 11° in both 
horizontal and vertical directions. 

For the purpose of fitting a long enough arc, we control 
the radar front-end sliding 6 mm (approximately the length 

of 2  ) back and forth. After eliminating the amplitude 

imbalance and phase imbalance, the arc is gained by least 
square fitting, as shown in Fig. 3. And we can record the 
value of DC offset for subsequent analysis. The following is 
the measurement of ultra-micro motions. 

Primarily, we set the amplitude of the target to about 
100μm, and measure the movement of the target with laser 
displacement sensor and microwave radar. As shown in Fig. 
4A, the left picture is the result calculated by traditional DC 
offset compensation algorithm. And it is obviously that the 
small motion can only fit a short arc, which leads to a large 
deviation in the center estimation. The final vibration 
displacement measurement result in the middle represents 
that it can only reflect the general movement trend, but a 
large displacement error. The same is compensated by the 
pre-calibrated DC offset, and the measurement result 
matches well with the reference signal. 

To demonstrate the superiority of the pre-calibration 
method in ultra-micro amplitude measurement, we set the 
target motion amplitude to 5μm. It can be seen that the 
baseband signal can only fit a point cloud in Fig. 4B, but not 
an effective circle. And the displacement is far beyond from 
the reference. Apparently, the method proposed in this paper 
can satisfy the motion monitoring as small as 5μm from the 
right picture of Fig. 4B. 

 
Fig. 5. The RMSE results of the 100μm and 5μm amplitude vibration. 

Ⅳ. CONCLUSIONS 

It is difficult to estimate the accurate center of the circle 
using the least square method when the vibration amplitude 
is small. Therefore, a pre-calibration method is proposed in 
this paper, in which the DC offset is obtained by fitting a long 
arc of the sliding radar front-end. And then the calculated DC 
offset is used to compensate the baseband signal of ultra-
micro motions. The root mean square error (RMSE) of the 
measurements as shown in Fig. 5, the proposed method can 
obviously improve the measurement accuracy and will paly 
an important role in vital sign monitoring and ultra-micro 
vibration measurement of other precision instruments. 
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Abstract—Device free localization (DFL) has become one of the 
promising techniques for object detection, positioning and 
tracking. The DFL system does not require any electronic device 
to be attached on the target. It relies the variance of the received 
signal strength (RSS) of the communication link between every 
two sensor nodes to locate the target in the monitoring area. 
Thus, the localization of each sensor node has tight relationship 
with the accuracy of the DFL. However, the state of the art 
always assume that the localization of all sensor node has been 
known beforehand and rely on measuring the coordinate of the 
sensor nodes manually one by one, which is a very time-
consuming and manpower intensive job. In this paper, we 
propose a self-localization method for sensor nodes in the 
scenario of three-dimensional DFL. Specifically, we utilize the 
tetrahedral volume method to select the optimal anchor nodes, 
and then applying the maximum likelihood estimation algorithm 
to locate the sensor node. Field experiments shows that the 
three-dimensional DFL node self-localization technique can 
locate the sensor node precisely. 

Keywords—self-localization, device free localization, three-

dimensional, RSS,wireless sensor networks 

I. INTRODUCTION  

DFL [1], performed on the WSN platform,is a system that 
used to detect, track and identify the object without any device 
attached as well as not actively participate in the localization 
process. By extracting the various of the RSSI introduced by 
the object, DFL can not only estimate the location, but also 
calculate the approximate scale of the object. Compared with 
other active location methods (e.g. visual positioning, ultra-
wideband, infrared imaging technology), DFL can work in the 
scenarios of darkness, dense fog, obstacle. In addition, DFL 
system is a cost-sensitive positioning technology relying on 
simple wireless sensor nodes and has wide range of 
applications, such as fall detection, roadside surveillance, 
ambient assisted living and the illegal abroad crossing 
surveillance in a low-coat way [2-5]. 

However, the existing research of DFL mostly assume that 
the sensor node coordinates are known beforehand, which 
directly leads to a lot of time and manpower to measure the 
sensor node coordinates before DFL positioning. As a result, 

the practical applications of DFL that require emergency 
deployment and rapid positioning, such as battlefield vehicle 
perception and anti-terrorism rescue will be limited. To this 
end, we propose a selective anchor node method based on 
tetrahedral volume, which can automatically achieve the 
coordinate acquisition of DFL wireless sensor nodes with high 
precision, so that the application of DFL for emergency 
monitoring and disaster relief has been further expanded. 

The most popular node positioning algorithms is Global 
Positioning System (GPS) which is expensive, and it is not 
suitable for the case where the node volume is too small to 
carry a GPS equipment. It becomes an important content that 
how to deploy all the sensor nodes low-cost, quickly and 
accurately. Therefore, the research on node self-localization 
possess important research value and practical significance. 

The rest of the paper is organized as follows. Section II 
introduces the related works. Section III proposes the node 
self-localization algorithm based on the tetrahedral volume. 
Section IV validates the proposed model and system with 
extensive experiments. Finally, we make a conclusion in 
Section V. 

II. RELATED WORKS 

There are many investigation papers in the node 
positioning field. Nowadays, node positioning algorithms can 
be mainly divided into ranging-based and non-ranging-based 
positioning algorithms. Common measurement methods 
based on non-ranging positioning contains: distance vector-
Hop (DV-Hop) [6], centroid, approximate point-in-
triangulation test (APIT), multi-dimensional scaling (MDS), 
which have few requirements on hardware while the accuracy 
is bad. On the contrary, methods based on ranging like time of 
arrival (TOA) [7], time difference of arrival (TDOA), angle of 
arrival (AOA), and received signal strength indicator (RSSI), 
have relatively high accuracy and high requirements on 
hardware. Among them, the RSSI-based method has the 
characteristics of low cost, low power consumption, and 
strong practicability compared with the other methods [8][9]

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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Therefore, according to the characteristics of the DFL system, 
a positioning method based on RSSI is used in this work.  

There are lots of researches about the node self-
localization for WSNs. Kumar et al. [10] proposed a self-
localization method which is based on RSSI with perturbed 
anchor positions. Abouzar et al. [11] proposed a RSSI-based 
distributed Bayesian localization algorithm based on message 
passing to solve the approximate inference problem. Those 
methods are all focus on two-dimensional nodes self-
localization. To solve three-dimensional problems, Rui et al. 
[12] used weight matrix to improve the maximum likelihood 
estimation positioning algorithm. In addition, Kirichek [13] 
developed a method of rotating coordinate axis in order to 
avoid solving quadratic equation. However, those approaches 
do not take into account the topology of the nodes which is a 
significant issue to impact the positioning effect. 

By analyzing the previous work, we propose a novel node 
self-localization for three-dimensional DFL system by 
selecting anchor node based on tetrahedral volume, which can 
locate the nodes automatically, cheaply and precisely. 

III. THEORETICAL ANALYSIS OF THIS WORK 

In this section, we present the node self-positioning 
method and give a theoretical analysis. The process of the 
method is as follows: 

First of all, we choose a measurement model to determine 
the distance between the sending and the receiving node with 
the least error. Then, we utilize the maximum likelihood 
estimation to calculate the three-dimensional coordinate. 
Finally, we propose the selective anchor node method based 

on tetrahedral volume to choose the most proper anchor nodes. 
The node positioning flowchart is shown in Figure 1. 

A. Distance Measurement Model Based on RSSI 

RSSI is an estimated measure of power level that sensor 
nodes received from others. Specifically, it means that when a 
certain frequency signal propagates in space, the wireless 
signal attenuation increases gradually with the distance 
increasing, leading to the received radio signal power 
decreases. Using a fixed transmit frequency, a corresponding 
relationship is existed between RSSI and distance. According 
to this relationship, the distance between nodes can be 
determined once the RSSI between nodes is obtained. 

According to related works, commonly used ranging 
models include log-normal distribution empirical models and 
polynomial models. 

The log-normal distribution empirical model is based on 
the free space propagation model, taking the logarithms on 
both sides, andthe model can be expressed as: 

  ( ) ( )0

0

d
RSSI d = RSSI d +10nlog + A+e

d

 
 
 

 (1) 

where d denotes the distance between the sending and the 
receiving nodes, RSSI(d) denotes the received power, d0 and 
RSSI(d0) denotes the coefficients of the reference point, n 
denotes the path loss which is affected by the environmental 
factors, A denotes the attenuation correction term which is 
equal to 0 when attenuation effects are ignored, ε denotes the 
error correction term which follows a normal distribution with 
0 as the mean. 
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Select the anchor node with the 
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Figure. 1 . Node positioning flowchart
 

A polynomial model can be directly used to fit the 
relationship between the distance and the RSSI. There are 
third-order or higher-order polynomial models we can choose. 
No matter which model is used, the parameters need to be 
calibrated before the experiment using the least square method. 

Since there are many models used to fit the relationship 
between RSSI and distance, under-fitting and over-fitting may 
occur. In order to selected the most suitable model among 
these as the subsequent measurement of the distance between 
nodes, the standard need to be set.  

The root mean square error (RMSE) can well represent the 
precision of the model. The model with the smallest RMSE is 
the best. The root mean square error expression is as follows: 

  
( )

1

n 2

real cali
d - d

RMSE =
n

=
 
    (2) 

where dreal denote the real distance between nodes, dcal 
denotes the calculated distance between nodes according to 
the model, and n is the number of observations. 

B. Maximum Likelihood Stimation 

In the WSNs nodes self-localization system, the number of 
anchor nodes is n, the coordinates are (x1, y1, z1), (x2, y2, z2) ⋯ 
(xn, yn, zn). Assuming that the coordinate of them is (xu, yu, zu), 
and the distance between nodes i and j is dij. We can describe 
the relationship between the nodes by establishing a series of 
equations using the distance equations in 3D space:
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The formula (3) is a system of quadratic equations. It is not 
computable directly using a computer. So we start from the 
first formula successively subtracting the last equation, then 
obtain the position of the node as the linear equation (4) 
express. 

  ( )
-1

T TX = A A A b  (4) 

Where X, A, b can be represented by the matrix: 
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C. Selecting the Anchor Nodes Baseon the Tetrahedral 

Volume  

In the three-dimensional node self-positioning, at least 
four anchor nodes are required to colete the positioning of the 
target node. These four anchor nodes are form a positioning 
unit in space. The topological quality of the positioning unit 
greatly affects the positioning accuracy. 

When the volume of the positioning unit is very small, the 
error will be very large, which is called the occurrence of 
multicollinearity. In [14][15], the tetrahedron composed by 
anchor nodes has nine types and the topological quality is poor. 
Among all these nine kinds of poor-quality tetrahedron 
composed by anchor nodes, the volume is small. Therefore, in 
order to improve the positioning accuracy, it is necessary to 
calculate the volume of tetrahedron and find out the anchor 
node combined with the largest volume. 

Assuming that the four anchor nodes are Pa, Pb, Pc and Pd 
respectively, according to the vector mixed product formula, 
calculate the volume of the tetrahedron. Choosing Pa as the 
vertex of the tetrahedron, the three vectors passing through the 
vertex are: v1=Pb-Pa, v2= Pc-Pa, v3=Pd-Pa. Then the volume of 
the tetrahedron is: 

 ( )1 2 3V = v v gv / 6  (8) 

Calculated with the determinant: 

  
1 2 3 4

1 2 3 4

1 2 3 4

1 1 1 1

x x x x1
V =

y y y y6

z z z z

  (9) 

Among this anchor nodes, find the tetrahedron with the 
largest volume and return the corresponding anchor node 
numbers.  

IV. EXPERIMENTS 

In order to verify the improvement of the aforementioned 
algorithm for the positioning accuracy, the following 
experiments are implemented: The ZigBee/CC2530 
programmable hardware wireless modules are adopted as 
wireless nodes to build the three-dimensional WSN system as 
shown in Fig. 2. Before the experiments, the parameters in 
distance and RSSI expressions are calibrated by using 
different models to fit the distance between nodes and RSSI, 
and the results obtained are shown in Table I. 

 

g. 2. Sensor node layout 

As shown in Table I, among the four models, the fourth-
order polynomial model has the smallest RMSE being 1.6m, 
which is 49.8% more accurate than the log-normal 
empirical model. 

TABLE I   MODELS AND RMSE 

Model Mathematical expression RMSE 

Log-normal 

empirical model ( )

RSSI 34.95

8.31log d

= − −
 3.1m 

Third-order 

polynomial 

model 

 
3 2RSSI 0.14d 2.24d

12.50d 23.75

= − +

− −
 

2.9m 

Fourth-order 

polynomial 

model 

 
4 3

2

RSSI 0.05d 0.91d

6.44d 20.87d 19.30

= −

+ − −
 

1.6m 

Fifth-order 

polynomial 

model 

5

4 3 2

RSSI 0.00005d

0.01d 0.81d 32.34d

638.87d 4976

= −

− −

− −

 35.2m 

The log-normal model and the third-order polynomial 
model have insufficient fitting problems, while the fifth-order 
polynomial model has over-fitting problems. Therefore, the 
fourth-order polynomial model is selected for calculating the 
distance between nodes in subsequent node self-localization. 
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When the topology of the node is shown in Fig. 1, we use 
the selective anchor node method based on tetrahedral volume 
to obtain the relationship between the volume of the 
tetrahedron composed of the anchor node and the positioning 
error.As shown in Fig. 3, the volume of the tetrahedron 
composed of anchor nodes and the maximum value of the 
calculation error exist a significant negative correlation. Using 
the volume-based selective method can effectively reduce the 
positioning error. When the volume reach to 2.8m3, the 
positioning error decrease to 2.3m. 

 

Fig. 3. The relationship between tetrahedral volume and positioning error 

Finally, we compared the influence of whether to select 
anchor nodes on the node positioning algorithm in three-
dimensional space. We selected 16 different nodes to be 
located and performed the different algorithms in turn, and 
the results obtained are shown in Figure 4. It can be seen 
from the figure that compared with randomly selecting 
anchor nodes, the method proposed in this paper improves 
the positioning accuracy by about 60%. 

 

Figure. 4. Compare two different positioning method 

So it can be obtained that the method proposed in this paper 
proved to be an effective DFL method which greatly improves 
the positioning accuracy of nodes in three-dimensional space. 

V. CONCLUSION 

This paper proposed a self-localization method that can 
select proper anchor nodes using the tetrahedron volume. 
Theoretical analysis and experiment verification have proved 

a clear correlation between the volume of the tetrahedron and 
the positioning accuracy. Specifically, the larger the volume 
of the anchor node positioning unit, the higher the positioning 
accuracy. On the basis of this correlation, we propose a 
method of anchor nodes selection. The method of selecting 
anchor nodes based on the volume of tetrahedrons can realize 
the high-precision self-positioning of the nodes, which 
improves the efficiency of three-dimensional DFL system 
deployment. 
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Abstract—The quadrotor has been widely equipped in 

military and civilian areas. Due to small size and high 

integration, the system stability is easily affected by the 

environment. It is important to improve the reliability of the 

low-cost quadrotor control system and reduce the experimental 

risk. This paper proposes a method for formulating a simulation 

model of the flight control system and establishes a physical 

platform for verification. In this method, the Newton-Euler 

formula is involved to set up the kinematic equation. The 

Mahony filter is used for sensor data fusion and attitude solution. 

A cascade proportion integration differentiation controller with 

integral separation is designed to control the attitude. Finally, 

the experimental data are compared to the simulated data to 

verify the usability of this simulation model and the reliability 

of the flight control system. 

Keywords—reliability, quadrotor, simulation model, flight 

control system 

I. INTRODUCTION  

With the development of control theory, aero-dynamics 
theory, and sensor technology, the advantages of quadrotor 
have become prominent, such as simple structure, high 
flexibility, and low cost. It has been widely equipped for 
national defense and civil areas. In a quadrotor, data 
processing, command execution, and other tasks are all 
completed by the flight controller. The reliability of the flight 
controller determines the safety of the quadrotor to a great 
extent [1]. However, small sensors and large-scale integrated 
circuits would bring greater challenges because they are more 
sensitive to noise than their counterparts in larger vehicle. The 
reliability of the flight control system is gradually gaining 
attention [2-3]. 

It requires much cost and time to develop a flight control 
system for the quadrotor. Lots of experiments must be 
implemented to ensure robustness in unknown environments. 
The situation is compared to be more complex on a smaller 
scale, since it is more susceptible to temperature, wind speed, 
and magnetic strength. Besides, the vibration caused by 
motors can affect the data of micro electromechanical system 
(MEMS) sensors [4]. Therefore, formulating a simulation 
model to verify the reliability of the flight control system is 
helpful.  

At present, most simulation models of the quadrotor flight 
control system are dedicated models, with strong pertinence, 
high complexity, and low degree of open source [5]. For 
example, semi-physical simulation is the most popular for its 
feasibility and practicality. However, it has less flexibility in 
the design of the control law and the adjustment of system 
parameters [6]. K. Derya et al. [7] use the wind tunnel to             
estimate the condition of hover, vertical climb, and forward 
flight modes. The simulation model is comprehensive. But, 
the cost is too high for general study. In summary, there is few 

research about the modeling method which is generally 
applicable to the low-cost quadrotor. 

Regarding the problems aforementioned, this paper 
designs a simulation model of the flight control system and 
sets up a physical platform for experiments. The model 
includes three sub-models, the attitude control model, the 
motor dynamics model, and the rigid body dynamics model. 
The Newton-Euler formula is involved to set up the kinematic 
equation. The Mahony filter [7] is used for sensor data fusion 
and attitude solution. A cascade Proportion Integration 
Differentiation (PID) controller [8-9] with integral separation 
is designed to control the attitude. Finally, the reliability of the 
flight control system is proved by multi-mode control 
experiments on the quadrotor. The usability of this simulation 
model is verified through the comparison between the 
experimental data and simulation data. 

This article is organized as follows. Section II introduces 
the methodology used in the design. Section III illustrates the 
components of the experimental setup. Section IV shows the 
experiments result under multi-control mode and compares 
the experimental data with simulation data. Section V draws 
the conclusion. 

II. METHODOLOGY 

This section introduces the methodology used in the 
design. The establishment of coordinate system and dynamic 
analysis is the basis to describe the motion of the quadrotor. 
The Mahony filter and the first-order complementary filter 
are used for attitude solution. The cascade PID controller is 
designed to control the attitude. 

A. Coordinate System Definition and Conversion 

Two coordinate systems are utilized to describe the motion 
of the quadrotor. The first is named as the space coordinate 
system, and the other is named as the body coordinate system. 
In the body coordinate system, the angle of rotation around the 
X axis is named as the PIT angle, the angle of rotation around 
the Y axis is named as the ROL angle, and the angle of rotation 
around the Z axis is called the YAW angle [10-11]. The 
pulling force generated by rotors can be directly described in 
the body coordinate system. However, gravity needs to be 
calculated in the space coordinate system. They can transfer 
to each other by the rotation matrix. The three-axis rotation 
matrix can be obtained by 

 ( )
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where   denotes the PIT angle,   denotes the ROL angle, 

and   denotes the YAW angle. 

If a vector P   rotates around the X, Y, and Z axes in space, 
the relationship between the rotated vector 'P  and the 
previous vector is given in (4). 

 'P Rx Ry Rz P=     (4) 

The total rotation matrix characterized by the quaternion 
is shown in (5). 

 

1-2(q2q2+q3q3) 2(q1q2+q0q3) 2(q1q3-q0q2)

2(q1q2-q0q3) 1-2(q1q1+q3q3) 2(q2q3+q0q1)

2(q1q3+q0q2) 2(q2q3+q0q1) 1-2(q1q1+q2q2)

 
 
 
  

 (5) 

The q0, q1, q2 and q3 are used to form a quaternion. The 
quaternion method is used to calculate the process of vector 
rotation, it can also avoid the problem of universal lock. 

B. Establishment of the Kinematic Equation 

The external forces and moments experienced by the 
quadrotor include three items. 

• Gravity mg . 

• Lift iF (i=1, 2, 3, 4) generated by the rotation of rotors. 

• Rotor rotation produces torsional iM (i=1, 2, 3, 4), and 

it is perpendicular to the rotor plane of blades which is 
opposed to rotation vector. 

The linear motion is caused by all the external forces, 
which accord with Newton’s second law [12]. The linear 
motion equation is formulated in the space coordinate system, 
which is shown by 

 

0 0

0 0 ,t

i

mr R

mg F

  
  

= +   
  −   

 (6) 

where r  is the position vector of the quadrotor, iF  is the lift 

generated by the rotation of rotors, mg  is the gravity, tR  is 

the rotation matrix. And the angular motion equation is shown 
by 
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where L  is the distance from the center of the rotor to the 
center of mass of the quadrotor, I  is the inertia matrix, p  , 

q  and r  are components of triaxial angular velocity in the 

body coordinate system. 

C. Attitude and Height Algorithm 

The Mahony filter is utilized as the attitude algorithm. The 
core idea is based on predictive-correction. The main steps are 
as follows [13]. 

1) The standard gravity vector in the space coordinate 

system is converted into the body coordinate system by the 

rotation matrix. The process is shown as 
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where [ xv  yv  zv ] is the gravity vector after the standard 

gravity vector is converted to the body coordinate system. [0 

0 1] is the coefficient of the standard gravity vector. 

2) The error between the standard gravity vector 

converted in the previous step and the gravity vector 

measured in the body coordinate system is obtained by cross 

multiplication. The result is the error of the two coordinate 

systems. The specific step is shown by 

 ,

x x x y z z y

y y y z x x z

z z z x y z x

e a v a v a v

e a v a v a v

e a v a v a v

 −        
       

=  =  − 
       
        −       
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where [ xa  ya  za ] is the gravity vector measured by sensors, 

and [ xe  ye  ze ] is the error vector of two coordinate systems. 

3) The error vector obtained in the previous step is used 

to compensate for the gyroscope. A proportion integration 

controller is designed for this step. 

The first-order complementary filter is used to calculate 
the speed, acceleration, and other parameters on the Z axis of 
the quadrotor. The detailed steps are explained as follows. 

1) The acceleration ja  measured in the body coordinate 

system is converted to the space coordinate system to obtain 

the ground acceleration ga . 

2) The ground speed v  is estimated by performing a 

first-order complementary fusion on the differential value of 

the barometer and ga . 

3) The height h  is estimated by performing a first-order 

complementary fusion on the original data of the barometer 

and v . 

The formula of the first-order complementary filtering is 
shown by 

 ( ) ( ( 1) ) (1 ) ( ),c ct t dt t
dt dt

 
   

 
= − + + −

+ +
 (10) 
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where ( )c t  is the current fusion result, ( 1)c t −  is the 

fusion result at the last moment, ( )t  is the data input at the 

current moment,   is the change amount, and  is the weight 

[14]. 

D. Attitude Control Method 

The final actuators of the control system are four motors. 
The control of the attitude is achieved by adjusting the speed 
of motors. The PID controller is a kind of closed-loop 
controller based on the feedback deviation of output. This 
paper designs a double-loop cascade PID controller with 
integral separation. Take the ROL angle as an example, the 
block diagram is shown in Fig. 1. 
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Fig. 1. Block diagram of cascade PID control for ROL angle 

When the deviation is large, the integral term is cleared, as 
well it is turned on when the deviation is small, which can 
achieve rapid dynamic response and stable static control. 

III. EXPERIMENT SETUP 

The experimental setup includes the simulation model and 
the quadrotor. The main components of these setups are 
introduced in this section. 

A. Components of the Simulation Model 

The simulation model includes three sub-models, the 
attitude (including height and attitude) control model, the 
motor dynamics model, and the rigid body dynamics model. 
The structure diagram of the model is shown in Fig. 2. 
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Fig. 2. Structure diagram of the simulation model 

The input of the attitude & height control model is the 
desired attitude angle from the remote and the actual attitude 
angle, and the output is the desired speed of rotors. The input 
of the motor dynamics model is the desired speed of the rotor, 
and the output is the force and moment acting on the body. 
The input of the rigid body dynamics model is the pulling 
force and moment provided by rotors, and the output is the 
attitude angle of the quadrotor. 

B. Components of the Quadrotor 

The flight controller is designed according to the algorithm 
used in the simulation model and carried by a frame for 
experiments. The parameters of the frame are shown in 
TABLE Ⅰ. The selection of the frame and power pack is based 
on the dynamic calculation in the simulation model. 

TABLE I.  PARAMETERS OF THE FRAME 

No. Index Value 

1 Wheelbase 330mm 

2 Motor model X2212-1400KV 

3 Propeller diameter 20.3cm 

4 Total weight 606g 

The hardware design and the software design of the flight 
controller are shown in Fig. 3 and Fig. 4. 
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Fig. 3. Block diagram of hardware design 

The model of the Microcontroller Unit (MCU) in this 
system is STM32F103RCT6. The used sensors are MPU9250 
(with built-in gyroscope, accelerometer, and magnetometer), 
and SPL06 barometer.  
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Fig. 4. Flow chart of system software 

Due to limited chip resources, this design uses the idea of 
multi-thread. All software functions are divided into several 
tasks according to the frequency, such as upper computer 
communication, sensor data reading, processing, attitude 
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solution, attitude control, and external input capture. They are 
triggered by timers. 

IV. EXPERIMENT AND COMPARATIVE ANALYSIS 

The simulation model of the flight control system is 
verified in two aspects. The first is the height control and 
another is the altitude control. The attitude control includes the 
static and the dynamic attitude control. The same commands 
are input to the simulation model and the physical platform to 
get two groups of output data. Pearson correlation coefficient 
is calculated to analyze the correlation between two groups of 
data. 

Assuming X  and Y  are two independent variables, the 
formula of the Pearson correlation coefficient is shown by 

 
,

2 2

( )( )

( ) ( )

i i

X Y

i i

X X Y Y

X X Y Y


− −
=

− −


， (11) 

where X , Y  are the mean of two groups of data, iX  , iY  are 

the data elements in two groups of data, 
,X Y  is the 

correlation coefficient, which is between -1 and 1. The value 
of 1 indicates that the variables are completely positively 
correlated, 0 represents irrelevant, and -1 shows completely 
negatively correlated. A correlation coefficient greater than 
0.8 indicates a strong positive correlation between two groups 
of data. 

A. The Height Control Experiment 

The main test objects of this experiment are the effect of 
the fixed height control and the variable height control. The 
height control instructions are as shown in TABLE Ⅱ. The 
height data measured in the simulation model and the physical 
platform are shown in Fig. 5 and Fig. 6, respectively. 

TABLE II.  HEIGHT CONTROL INSTRUCTIONS 

No. Time Desired Height 

1 3.0s 60cm 

2 12.5s 35cm 

3 18.0s 0cm 

 

Fig. 5. Height data measured in the simulation model 

The curve of height data measured in the physical platform 
has the same trend as the curve of height data measured in the 
simulation model. The correlation between the two sets of data 
is 0.9794 calculated by the Pearson correlation coefficient. It 
can be regarded that the output of the simulation model and 
physical platform in the height control experiment is 
consistent. 

 

Fig. 6. Height data measured in the physical platform 

B. The Static Attitude Control Experiment 

The main test objects of the static attitude control 
experiment are static error and floating range of the attitude 
angle when the quadrotor is hovering. The angle data 
measured in the simulation model and the physical platform 
are shown in Fig. 7 and Fig. 8, respectively. 

 

Fig. 7. Angle data measured in the simulation model 

 

Fig. 8. Angle data measured in the physical platform 

The duration of the hovering experiment is 10s. The 
attitude angle output of the simulation model is all 0. Due to 
mechanical vibration, internal noise, and other factors in the 
physical platform, the attitude angle fluctuates slightly. But 
the range does not exceed 1 degree. Because of the incomplete 
level of the take-off plane, the attitude angle output of the 
physical platform has a certain static error, and it remains 
stable. The variance of three sets of data of the physical 
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platform are 0.0124, 0.0135, and 0.0058, respectively. To sum 
up, the output of the simulation model and physical platform 
in the static attitude control experiment is consistent. 

C. The Dynamic Attitude Control Experiment 

The main test objects of the dynamic attitude control 
experiment are the overshoot, the response speed, and the 
regression error. During the test, the desired angle input is set 
randomly. The angle data measured in the simulation model 
and the physical platform are shown in Fig. 9 and Fig. 10, 
respectively. 

 

Fig. 9. Angle data measured in the simulation model 

 

Fig. 10. Angle data measured in the physical platform 

The experimental waveforms can well follow the 
simulated waveforms, and no runaway or oscillation occurs. 
Due to sensor noise and unavoidable environmental factors, 
there are small glitches in the measured data. The control 
system is accompanied with overshoot, which does not exceed 
2 degrees. The regression error does not exceed 1 degree after 
the end of each instruction cycle. And the delay of controller 
response is less than 10ms. The correlation of three sets of 
comparative data are 0.9098, 0.9192, and 0.9688, respectively. 
Therefore, it can be considered that the output of the 
simulation model and physical platform in the dynamic 
response attitude control experiment is consistent. 

V. CONCLUSION 

This paper proposes a method for formulating a simulation 
model for the low-cost quadrotor flight control system. A 
physical platform is set up for experiments. The experimental 
results show that the method can accurately describe the actual 

motion state of the quadrotor and verify that the flight control 
system has strong stability. Hence, this method can be applied 
to the research and development of the quadrotor flight control 
system, which can effectively improve the reliability of the 
flight control system design. 
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Abstract—Unmanned aerial vehicles (UAVs) are widely used 

in industry and military scenarios due to the advantages of low-

cost. For drones using lithium-ion batteries as the energy 

storage component, accurate state estimation plays an 

important role in the properly decision making and safely 

control and maintenance. However, under dynamic operating 

conditions, only one state is often estimated, in fact there is often 

a certain correlation between each state, ignoring this will lead 

to inaccurate estimation results. To address these challenging 

issues, this paper proposes a joint estimation method for 

lithium-ion battery’s state-of-charge (SOC) and state-of-power 

(SOP). Firstly, a method based on Long Short-Term Memory 

(LSTM) is used to predict the SOC of lithium batteries. There is 

no need to build a complex battery model. Based on the 

prediction results, according to the coupling relationship 

between SOC and SOP, the multi-parameter constraint method 

is used to obtain the estimated SOP value in a period of time. 

The experiment was conducted based on the battery simulation 

data. The results based on the lithium-ion battery simulation 

data show that the method used in this paper can accurately 

predict the battery SOC and SOP state parameters.  

Keywords—Unmanned aerial vehicles (UAVs), Lithium-ion 

battery, Long-short term memory (LSTM), State of Charge (SOC), 

State of Power (SOP), Joint state estimation 

I. INTRODUCTION 

As an efficient and convenient auxiliary method, UAV has 
been widely used in the fields of electric power inspection, 
emergency rescue, aerial photography, pesticide spraying, etc. 
It has advantages in low cost, good cost-effective ratio, good 
mobility, etc. which reduces the risk of manual operations and 
improves the maneuverability of task execution [1]. At the 
same time, taking the advantages of high power density, 
lithium-ion batteries are also widely used to supply stable 
electric power. Especially for those electric UAVs (i.e. 
quadcopter, hexacopter, etc.), lithium-ion batteries are the 
only power source. Therefore, the states of them directly 
influence the reliability and operation strategy of the UAVs.  

Aiming at different flying missions of UAVs, it is 
meaningful to accurately evaluate the ability of completing a 
specific task and design the flight strategy [2]. For lithium-ion 
batteries, two of the most important state parameters are SOC 
and SOP [3]. Accurate estimation of these two parameters can 
ensure safe flight of the UAV and helps users to make proper 
flight decision as well as effective maintenance actions [4]. 

SOC is defined as the ratio of the current capacity and the 
available capacity of the battery [5]. During the working 

process of the UAV, when the battery SOC is insufficient, 
there may be problems such as interruption of communication 
and limited operating capacity [6].The measurement methods 
for SOC mainly include Coulomb counting method, open-
circuit voltage (OCV) method, load voltage method, internal 
resistance method and the Kalman filter method [7,8]. 
Recently, machine learning method can also be applied to 
battery SOC estimation. This method does not require the 
establishment of complex lithium-ion battery models. Based 
on the historical samples of external parameters and 
corresponding SOC, the estimator is trained and applied to 
estimate the current state [8]. Methods such as support vector 
machines(SVM) and neural networks all belong to this 
category. Its advantage is that it does not rely too much on 
battery’s model, only a certain amount of training data is 
needed, and it can approximate any non-linear model. And the 
parameters in the data-driven model are automatically 
identified in practical operating conditions. The extra testing 
procedures are no longer needed for data-driven SOC 
estimation methods [5]. 

SOP represents the ratio of peak power to nominal power. 
Under the voltage, current, SOC, and power limitations, the 
maximum power that a battery can persistently provide for a 
specific time duration is defined as the peak power [3]. 
Sufficient power should be provided in the stage of climb 
acceleration [5]. At present, the estimation method for SOP is 
mainly divided into battery experiment method and parameter 
constraint method [5]. The experimental method is HPPC 
method. It calculates the peak power based on the open circuit 
voltage and the internal resistance [9]. The testing process of 
it is simple to implement. But the battery is not discharged to 
the cut-off voltage, so the power obtained is less than the 
actual value. Parameter constraint method mainly includes 
voltage constraint method and SOC constraint method. United 
States Partnership for a New Generation of Vehicle (PNGV) 
composite pulse method is a method based on voltage 
constraints. When estimating the SOP, the peak current of 
charge and discharge is calculated with the charge and 
discharge cut-off voltage in the battery as the limiting 
condition. The designed or rated battery current and SOC is 
not considered [7]. The SOC-limited estimation method 
mainly considers the influence of battery SOC limitation in 
power calculation. Therefore, the influence is greater only 
when the battery reaches the cut-off SOC. Therefore, this 
method is often combined with other methods. The main 
method of calculation is to obtain the battery peak current 
based on the battery discharge current, voltage, SOC and other 
limitations, thereby obtaining the battery peak power [10]. * Jun Liang is the corresponding author. (e-mail: hitliangjun2012@126.com). 
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For the estimation of SOC, some references proposed 
machine learning and Kalman filter (KF) methods to estimate 
SOC of the lithium-ion battery under dynamic conditions 
[9,11]. but only the SOC can be estimated in these 
frameworks.. In practical applications, it cannot  provide 
comprehensive basis for decision-making. References [5] 
realize the joint estimation of battery SOC and SOP, but the 
research object is electric vehicles, and its working conditions 
are not applicable to drones. The difference is that the UAV’s 
power system does not contain a power feedback system. 
Therefore, the battery will never be charged during the whole 
flight process. References [2, 9, 12] focused on the estimation 
of battery SOP, but in SOP estimation, the peak power under 
SOC limit requires accurate SOC estimation value, and the 
accuracy of SOC affects the SOP estimation result.  

Regarding the issues above, how to realize the joint 
estimation of the SOC and SOP of the UAV’s lithium-ion 
battery under its unique operating conditions is still a 
challenging issue. This paper implements a joint estimation of 
battery state based on long short-term memory (LSTM) 
method and multi-parameter constraint method. The LSTM 
algorithm does not require the establishment of a complicated 
battery model to make the result more accurate. At the same 
time, the multi-parameter constraint method is used to 
estimate the battery SOP, which can obtain more accurate 
results than one-parameter constraint. Both SOC and SOP 
estimation results can provide a reference for the UAV 
trajectory planning and can further enhance the operating 
safety and reliability of UAVs. The main contribution of this 
work is listed as follows: 

• First, a machine learning method called LSTM 
network is proposed to estimate battery SOC, which 
solves the problem of building complex battery models.  

• Second, a multiple-constraints method is used to 
estimate battery SOP, which can provide an effective 
reference for drone flight strategy 

• Third, in this paper, joint state estimation of SOC and 
SOP is realized. According to the coupling relationship 
between two parameters, the result of  SOC estimation 
can be used as a parameter of SOP estimation. 

The rest of this paper is organized as follows. The battery 
simulation model and the flight simulation is given in Sect. II. 
And the joint state estimation of SOC and SOP is given in Sect. 

Ⅲ. Moreover, experiment and verification are showed in Sect. 

Ⅳ. In the end, conclusions are given in Sect. Ⅴ.  

II. DATA SET AND SIMULATION ENVIRONMENT 

A high precision lithium-ion battery electrochemical 
model is used to simulate the battery discharge behavior 
during the UAV flying. The initial SOC of the battery is set to 
nearly the highest value, 85.51%. Subsequent test data are all 
obtained using this method.  

The working conditions selected in the experiment 
consists of the typical UAV flying process such as taking-off, 
cruise, hover, and landing. According to the operating 
characteristics of the UAV lithium-ion battery, the discharge 
method of segmented constant current discharge is set. First, 
targeting the drone climbing phase the current is discharged at 
50A for 300s, and then during level flight, it discharges at 30A 
to 50% SOC. Stop discharging for 180s to simulate task 
execution, and then discharge at 50A to 30% SOC, finally 
apply 20A to discharge to 10% which reaches the cut-off 
condition during landing stage [13]. The changes in battery 
current, SOC, and voltage during charging and discharging 
under this condition are shown in Fig. 1 (a)-(c). 

 

Fig. 1. Current simulation results. (a) Current simulation results, (b) SOC simulation results, (c) Voltage simulation results 

III. JOINT STATE ESTIMATION  

This chapter introduces the methods of SOC and SOP joint 
estimation. The SOC estimation model is developed based on 
the LSTM algorithm which uses voltage and current as input 
data. And the SOC is output. Next is SOP estimation, which 
requires calculation of open circuit voltage, internal resistance, 
etc., all obtained through simulation experiments. When 
calculating the peak current with SOC as the limiting 
condition, the estimation result of SOC needs to be used. 

A. State-of-Charge Estimation 

In this part, a data-driven method which consists of LSTM 
and Kalman filter algorithm is proposed to predict SOC. As 
regard to the choice of characteristic parameters, we should 
consider parameters like voltage or current which can be 
acquired more easily than those complex parameters like 

resistance, which needs to be measured with accurate model 
or static measurement [15]. In this work, voltage and current 
are used as input parameters and the output is SOC. The 
framework of the model is shown in Fig. 2.  

 

Fig. 2. The structure of the LSTM network model 
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LSTM network is good at time series prediction, because 
the forget gate in this network provide it with the ability to 
forget some features far away from the current time [16]. So 
we chose it as the network model for SOC prediction [13]. The 
results of prediction can be affected due to measurement noise 
or the sudden change in current value, so we apply Kalman 
filter to optimize the results [17]. The output value is used as 
the observation value of the state-space model, which can 
avoid the establishment of complex observation equations. 
Specific steps are as follows. 

1) The reconstruction of the input data. We normalize the 

input data V, I and output data SOC within the range of [0, 1] 

to avoid the influence of large outliers on the model. The array 

V and I are reconstructed into [ ,..., , ,..., ]− −k k m k k nv v i i  as the 

input vector when training the model. The embedding 

dimension m is selected as 30, and the embedding dimension 

n is selected as 10. This selection can avoid the influence of 

some special points in the input data on the model. 

2) Batch-size and epochs is also set to 100. We choose the 

mean square error (MSE) as loss function, and at the time of 

100 epochs, the loss has converged to a satisfied level. ReLU 

is used as activation function to make the model converge 

quickly. This activation function also solve the problem of 

vanishing gradient. Adam is chosen as the optimizer to 

minimize the total loss of the model. After the training process, 

save parameters of the model for future use. 

3) Predict with the trained model. The input of this model 

is still expressed as [ ,..., , ,..., ]k k m k k nv v i i− − . 
4) Carry out Kalman filtering on the prediction results. 

B. State-of-Power Estimation 

To realize the SOP estimation, first we need to establish 
an electrochemical model and obtain relevant parameters. We 
choose Thevenin model, which considers the influence of 
battery polarization effect and can reflect the dynamic 
characteristics of the battery. The circuit is shown in Fig. 3. 

 

Fig. 3. The structure of the LSTM network model 

The establishment of the model is [16] 

                                                           

1 1
p p L

p p p

U U I
C R C



= − +                                   (1) 

                                                                   
0t oc p LU U U I R= − −                                               (2) 

where 
pU is polarization voltage,

pC and
pR are the 

polarization capacitance and polarization resistance of the 

battery, 
ocU  is open circuit voltage, which is related to SOC, 

LI  is the battery current, 
0R is internal resistance. 

In the model,
ocU , 

LI and
0R are all measured by 

experiment, 
pC  and 

pR  are all unknown parameters. All 

need to be obtained by the method of discrete parameter 
identification. 

Next is an introduction to solving model parameters. 

1) Open Circuit Voltage: It is obtained in advance through 

offline experiments. This work uses the interval standing 

method. First, charge the battery to a fully charged state with 

constant current and constant voltage, and let it stand for a 

period of time. Using a current density of 1C to discharge the 

battery at a constant current. Every time the battery 

discharges 10% SOC with standing for 30 minutes. Then the 

terminal voltage of the battery is the open circuit voltage of 

the battery under this SOC [3]. Assuming that the relationship 

between OCV and SOC is [5, 6]. 

 
0 1 2 3 4/ ln ln(1 )= + + + + −OCVU k k SOC k SOC k SOC k SOC      (3) 

The /OCVU SOC   can be obtained from Eq.3. And the 

identified parameters are brought into the resulting expression, 
and the result is [16] 

      2

1 2 3 4/ / / (1 )OCVU
k k SOC k SOC k SOC

SOC


= − + − −


  (4) 

2) Internal Resistance: The measurement of the internal 

resistance of the battery is designed according to the HPPC 

test method in the American Freedom CAR Battery 

Experiment Manual. 

3) Polarization Parameters: They mainly include battery 

polarization capacitance and polarization resistance. In the 

battery polarization model, with current as input, the battery 

terminal voltage is [7] 

                    
0 (1 exp( / ))t oc p p pU U R I R I t R C= + + − −        (5) 

Choose exponential form for fitting, the terminal voltage 
expression is 

                                  0 1

t

tU k k e −= +                              (6) 

where 
0k ,

1k ,  are parameters to be fitted. We use least 

squares fitting parameters. Then 
pC  and  

pR  are as follows 

                                     1

p

k
R

I
=                                    (7) 

                                    
1

p

p

C
R

=                                 (8) 

After solving the parameters. Then using SOC, voltage 
and current as the limiting conditions to predict the SOP of the 
battery in the next 2min under different SOC. The following 
is the multi-parameter constraint method to estimate SOP. 

1) SOC Constraint: In order to prevent the battery from 

overcharging and discharging, the upper and lower constraints 

of the battery are usually limited to cut off the SOC. During 
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battery operation, we should make the battery work in a safe 

range. According to the Coulomb counting method, the SOC 

of the battery is [9].  

max

( ) ( ) ( )( )i

L

t
s t t s t I t

C

 
+  = −                       (9) 

where s(t) is the battery SOC at time t. I is the battery current, 

i  is the effective coefficient, which is the ratio of the 

discharge capacity to the charge capacity. 
maxC  is the current 

maximum battery capacity. 

Assuming that the minimum SOC of the battery is 
mins and 

the maximum SOC is 
maxs , the current limit of the battery is 

[19] 

                           , max
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max
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                         (10) 

                          , min

max
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/
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I
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                          (11) 

The disadvantage of this method is that when the battery 
SOC range is large, it does not have a reference value. 
Therefore, this method is usually used when the current 
battery SOC value is close to the critical state, and is used 
together with other methods. 

2) HPPC Method: The method was developed by the 
Idaho National Engineering and Environmental Laboratory 
and based on the Rint model [18]. 

                                                         
0( ) ( ( )) ( )t oc LU t U s t R I t= −                                       (12) 

Where ( )tU t  is the battery terminal voltage at time t, 

( ( ))ocU s t  is the open circuit voltage at the current SOC, 
0R  

is the internal resistance of the battery, and ( )LI t  is the battery 

current at t. According to the battery voltage limit 

,min ,max( )t t tU U t U   , the peak current of the battery under 

charging and discharging is 
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0
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U U
I
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−
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So the peak power is 

                             
,

min ,max min

chg chg HPPC

tP U I=                     (15) 

                             
,

max ,min max

dis dis HPPC

tP U I=                      (16) 

This method is suitable for the laboratory, and its model is 
too simple, so the measured value is very different from the 
real value, so it is not suitable for using in actual situations. 

3) Voltage Constraint: When the battery is at a constant 
voltage limit, according to the battery equivalent circuit model, 

it is necessary to predict the peak charge and discharge current 
of the battery under the given limit conditions. According to 
the battery equivalent circuit model, the terminal voltage of 
the battery at time t t+  can be obtained as follows 

    
0t oc p LU U U i R= − −                       (17) 

Discretize the above formula is 

 ( ) exp( / ) ( ) (1 exp( / )) ( ) +  = − + − −p p p LU t t t U t R t i t       (18) 

Then the peak current is [7] 
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,

max

dis volti  and ,

min

chg volti  are the maximum discharge current and 

the minimum charge current of the battery, respectively. The 
charge current is specified as positive, and the discharge 

current is negative.  is the battery time constant, 
chgR and 

disR  are the battery charge and discharge resistance.  

Combining the above constraints, the peak current are [7] 

             
, ,

max max max maxmin( ,min ,min )dis dis SOC dis volti i i i=           

(21) 

            
, ,

min max min minmax( ,max ,max )chg chg SOC chg volti i i i=         (22) 

According to the battery model, the corresponding 
terminal voltage is obtained, and finally the peak power of the 
battery in a period of time is [5] 
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C. Joint State Estimation 

According to the above description, we can conclude the 
method of joint state estimation, which is shown in Fig.4. First 
is the estimation of SOC, which is the yellow part of the figure. 
The input data is the current and voltage data, and the output 
data is SOC. Then the result is subjected to Kalman filtering 
to obtain the final estimated values. The green part is the 
relevant parameter of the battery equivalent circuit model to 
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be solved. Using the obtained parameters and SOC estimation 
results to realize the peak current estimation of battery multi-
parameter constraints with  SOC constraint in (10) and (11), 
and voltage constraint in (19) and (20).And considering about 
the limit of current, SOP estimation can be solved. As a result, 
we can realize the joint estimation of SOC and SOP. 

Current 

data

Voltage 

data

SOCk from

LSTM

SOC  

limition

Current 

limition

Voltage 

limition

NormalizationNormalization

Multiple 

limitions

Multiple 

limitions

Uocv R docv/dsoc

SOP 

prediction

Normalized 

data

LSTM 

Network

LSTM 

Network

SOCk 

Kalman 

Filter

SOCk-1SOCk-1

Thevenin modelThevenin model

 

Fig. 4. The structure of the joint state estimation method 

When estimating the SOP of the battery, the limitation of 
the battery needs to be provided. The following table lists the 
battery voltage, current, and SOC limits. 

TABLE I.  BATTERY’S RESTRICTIONS 

extremum 
Limited conditions 

U/V I/A SOC/% 

maximum 4.17 60.00 88.00 

minimum 2.50 -30.00 10.00 

 

IV. EXPERIMENT AND VERIFICATION 

This chapter realizes the solution of battery parameters, the 
results comparison and error analysis of multi-dimensional 
state joint estimation. 

A. Parameters’ Measurement and Identification 

Open circuit voltage results obtained by establishing 
equations and parameter identification are shown in Fig. 5. 

 

Fig. 5. OCV in function of SoC for the battery module. 

The values of the parameters obtained by curve fitting are 
shown in the TABLE II. 

TABLE II.  VALUE OF PARAMETERS 

extremum parameters 

0k  
1k  

2k  
3k  

4k  

value 3.491 0.002 -0.001 0.090 -0.026 

 

The /OCVU SOC   result is shown in Fig. 6. 

 

Fig. 6. Derivative of OCV as a function of SoC 

The calculation result of resistance is shown in Fig. 7. 

 

Fig. 7. Curve of battery internal resistance with time 

B. Estimated Results 

Use LSTM network training to get the prediction results 
and Error curve are shown in the Fig. 8. 

 

Fig. 8. SOC prediction. (a) Using LSTM model. (b) The error of SOC 

prediction 

For the SOP verification method, a group of batteries of 
the same type and aging degree are used to test the constant 
power discharge capacity of the battery SOC at 10%, 15%, 
20%, ... , 85%. The estimation results of the two methods are 
shown in Fig. 9. 

 

Fig. 9. PeakPower prediction. (a) Multiple limition method. (b) HPPC 

method 
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The evaluation indicators for the estimation results are 
RMSE and MAE. The results are shown in the table below. 
We can conclude that LSTM with KF method and multi-
Restraint method can estimate SOC and SOP more accurately. 

TABLE III.  EVALUATION OF ESTIMATED RESULTS 

Different methods 
Error 

RMSE MAE 

SOC(without KF) 1.272 1.185 

SOC(with KF) 8.055 1.038 

SOP(HPPC method) 1160.503 9.8261  

SOP(Multi-Restraint)  8.056 5.262 

V. CONCLUSIONS 

This paper proposes a joint estimation method of multi-
dimensional state of the UAV energy system under the 
dynamic conditions. SOC estimation is based on the LSTM 
network structure, with the battery voltage and current as input 
feature data, training to obtain SOC output. The data are 
obtained through electrochemical simulation experiments. 
Then using the coupling relationship between SOC and SOP 
to realize SOP estimation under multi-parameter constraints. 
The main constraints are battery SOC, voltage, and current. 
Finally, the estimation results are verified.  

From the results and error analysis, it can be seen that the 
LSTM method with KF can be used to estimate SOC more 
accurately, which provides an important parameter value for 
the battery SOP estimation, making SOP estimation more 
accurate. And for SOP estimation, multi-constraint estimation 
is used. Compared with HPPC method, this method is more 
accurate. However, this method can not consider the 
degradation of battery life. So if we want to predict states in 
many battery circles, it would not be accurate enough. In the 
future, we can take the impact of SOH into account.  
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Abstract—Unmanned aerial vehicles can complete various 

specific tasks and play an increasingly important role in various 

fields. However, UAVs often have anomalies during flight, 

which is likely to cause huge losses. Therefore, the use of data-

driven anomaly detection methods has attracted attention. 

Because UAV sensors have less labeled data and more unlabeled 

data, semi-supervised support vector machine (S3VM) 

classification method is introduced. Considering that unlabeled 

instances may not have the information content and the 

distribution assumptions used may not reflect the real time 

series distribution well, the pure S3VM classification method 

may not necessarily achieve the ideal classification effect. For 

existing time series data, active sampling is used to mine the 

most valuable data of the classifier model through margin 

sampling (MS). In addition, due to the overlapping of different 

types of data, the classification boundary of the S3VM classifier 

cannot be located in a low-density region. By adjusting the 

distance of most samples to the classification boundary, the 

classification boundary is in a low-density region, which meets 

the theoretical design requirements of the classifier. 

Experiments show that combining MS active learning and 

improved S3VM classification method will achieve the ideal 

classification effect. Using the UAV time series data, according 

to the classification prediction results of the classifier model 

during the operation stage of the training data training, an 

estimate of the prediction uncertainty is given. Anomaly 

detection is realized by comparing the predicted value with the 

uncertainty interval for classification. This paper uses three sets 

of UAV channel telemetry data for experimental verification. 

Using MS active learning and the improved S3VM algorithm 

compared with SVM and S3VM algorithms, it verifies the 

effectiveness of the algorithm in different UAV data sets for 

anomaly detection. 

Keywords—UAV, active learning, S3VM, time series, anomaly 

detection  

I. INTRODUCTION  

As the application of UAV is becoming more and more 
extensive, the corresponding functions and technical 
indicators are also continuously improved, and the flight 
safety of UAV is also paid more and more attention. Once the 
sensor of the UAV flight control system fails, the wrong 
information will be fed back to the flight control computer, 
which will cause serious consequences such as abnormal 
flight of the UAV [1]. Therefore, the use of abnormal data 

from UAV sensors for fault detection and diagnosis is the 
research direction of this subject and has very important 
practical significance. 

  In the field of anomaly detection, a series of the most 
advanced anomaly detection methods have been proposed, 
mainly divided into three categories: knowledge-based 
methods, model-based methods and data-driven methods. 
Knowledge-based methods can obtain anomaly patterns by 
summing up the experience of experts in specific fields, and 
establish corresponding anomaly detection systems, and 
eventually achieve the same anomaly detection pattern [2]. 
Model-based methods usually construct an observer system 
model by establishing an accurate physical model, and then 
compare the observer or filter whose estimated value has the 
actual measured value. According to the residuals generated, 
anomalies are detected [3]. The data-driven method 
automatically learns the process data of system behavior 
simulation based on the set system [4]. The sensor data 
generated during the operation of the UAV is a typical time 
series. Combining the characteristics of the actual UAV 
historical data with less labeled data and a large amount of 
unlabeled data, the data-driven method is mainly applied to 
the UAV transmission abnormal situation of sense data. 

Anomaly detection methods based on prediction are one 
of the data-driven anomaly detection methods. In recent years, 
they have become a research hotspot, especially in the 
application of time series anomaly detection. The performance 
of these methods depends on accurate prediction models. 
Common prediction methods include supervised learning 
classification represented by SVM, unsupervised learning 
clustering represented by K-means and LSTM Neural 
Networks [5-7] and so on. 

Active learning (AL) as a new machine learning method, 
its main goal is to effectively find samples with a large amount 
of information in the training data set, reduce the number of 
training data, and efficiently train the classification model [8]. 
In the process of model training, samples that have no obvious 
effect on the classification performance of the classifier are 
ignored, thereby greatly reducing the cost of labeling and 
improving the quality of the labeled sample set. The 
performance of active learning depends on the quality of the 
sampling strategy. Different sampling strategies have 
different effects on improving the performance of the current 
classifier. 

* Dawei Pan is the corresponding author. (email: pandawei@hrbeu.edu.cn). 
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Semi-Supervised Learning (SSL) uses a small number of 
labeled samples and a large number of unlabeled samples to 
update the training classifier. Compared with active learning 
methods, semi-supervised learning further reduces the cost of 
manual labeling and saves time and effort. However, the 
simple semi-supervised classification model is greatly 
affected by the initial training data, and incorrect predictions 
of labeled and unlabeled samples will lead to classification 
model classification accuracy. In this paper, semi-supervised 
learning uses semi-supervised support vector machine 
(S3VM). Considering that samples of different categories in 
time series data may overlap, the classification boundary of 
the classification model is actually not in the low-density area 
required by the theory. Adjust the distance between the 
labeled sample and the classification boundary so that the 
adjusted classification boundary is in a low-density area. The 
adjusted S3VM classification model has better classification 
performance than before adjustment. 

The algorithm of the thesis is divided into two parts. In the 
active learning part, the samples with rich information and 
significant differences are searched from the low-density areas 
of the samples for labeling to improve the quality of the 
labeled data. In the semi-supervised learning part, the active 
learning idea is used to query samples that are between the 
current classifier hyperplane and contain a certain amount of 
information and credibility from unlabeled samples, and use 
the adjusted S3VM to train the classifier. Active learning and 
semi-supervised learning have good complementarity. 
Combining them effectively can not only improve the 
performance of classification models, but also reduce the 
workload in the formation of classification models. In order to 
obtain higher accuracy of anomaly classification of UAV 
sensor data, this paper proposes an anomaly detection 
algorithm based on active learning and improved S3VM, 
including data label processing, anomaly detection network 
model establishment and anomaly detection evaluation 
indicators. Simulation data was verified using UAV sensor 
data and compared with SVM and S3VM algorithms. 

II. INTRODUCTION TO BASIC ALGORITHMS 

A. Active Learning Algorithm 

For supervised learning models, enough labeled samples 
are a prerequisite for obtaining a high-precision classifier. 
With the rapid development of sensor technology, data 
collection is getting easier. At the same time, there is less 
labeled data and more unlabeled data, and manual labeling of 
data is expensive.  

As shown in the Figure 1, in pool-based active learning, 

there is a training set L  composed of labeled samples, and an 

unlabeled data pool U. The classifier uses the samples in the 

training set L  for training. Through a specific point selection 

strategy Q , a part of the valuable sample points is selected 

from U  to form a subset 0U . The expert completes the 

labeling of 0U  and adds the sample points in 0U  together. 

The labels are added to the labeled sample set L  together for 

the next iteration, and the point is removed from U . 

This paper proposes to use active learning and selective 
learning based on data to improve the income of manual 
labeling. The improvement of entity labeling model based on 
semi-supervised learning method aims to use unlabeled data 
to further improve the performance of the model under the 
premise of making full use of labeled data.  

Label 

sample set L

Unlabeled 

sample set U

Expert 

experience

Training and 

learning

Query function

Choose sample

Filtered 

sample set
Label sample

Classifier 

model

 
Fig. 1. The process of implementing active learning. 

Margin sampling (MS) is an active learning algorithm 
mainly used to support vector machine classification models. 
The distance can intuitively reflect the classification 
confidence of the point, and the distance between the 
unlabeled data point and the classification hyperplane is 
calculated, the closer it is, the lower the confidence of the 
classification model on the sample [9]. In edge sampling, the 
algorithm's point selection strategy is to select the sample 
point closest to the classification interface, because for the 
classifier, such a sample has a large amount of classification 
information, and the more likely it is to become the next 
support vector. 

Given an already labeled training set: 

                ( ) 1 1, ,...,( , ) , d

m m iL x y x y x R=                  () 

Corresponding class tag  1,1iy  −    Considering the 

classification problem, the distance from any sample point to 
the SVM classification surface can be expressed as: 

             
1

( ) ( , )
n

i j j j i

j

f x p y G x x q
=

= +                            () 

In this formula,
jp  is a non-zero support vector coefficient, 

jy  is the classification mark  1,1iy  − , ( , )j iG x x  is the 

kernel function, which is used to calculate the similarity 

between the candidate example ix  and the support vector 
jx ,

q  is Real rational number. 

The goal of MS is to find the sample point closest to the 
interface from a large number of unlabeled sample sets U 
(there are n unlabeled samples, and n>>m). The conditions 
satisfied by this sample point can be as follows: 

               arg min{min | ( , ) |}
i

MS

i
zx U

x f x z


=                       () 

B. S3VM Algorithm 

Among the many semi-supervised learning methods, 
S3VM is very popular. It is based on the clustering hypothesis 
and attempts to standardize and adjust decision boundaries by 
exploring unlabeled data. In order to utilize unlabeled data, we 
need to add two restrictions on unlabeled data points based on 
the original SVM. One limitation is to assume that the 
unmarked point belongs to the category, and then calculate its 
misclassification rate; another limitation is to assume that this 
point belongs to the category, and also calculate its 
misclassification rate. 
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The SVM in supervised learning attempts to find a 
partitioned hyperplane that maximizes the interval between 
the support vectors on both sides, which is the idea of 
"maximum partition interval" [10]. For semi-supervised 
learning, S3VM considers that the hyperplane needs to pass 
through areas with low data density. The core idea is to try to 
find a suitable label assignment for unlabeled samples, so as 
to maximize the interval after the hyperplane is divided. 
S3VM adopts a local search strategy for iterative solution, that 
is, an initial SVM is first trained using the labeled sample set, 
and then the classification model is used to mark unlabeled 
samples, so that all samples are labeled and based on these 
labeled samples are retrained SVM, and then look for error-
prone samples and continue to adjust. 

For non-linear data sample classification, the SVM 
hyperplane must meet all sample classification requirements, 
so the following formula is met: 

       ( )y 1 0, 1,2, ,i i iw x b i n + − +  =                   () 

The best classification boundary in the SVM algorithm is 
to take the minimum value of the following formula.  

Where C  is a constant that controls the degree of penalty 

of the sample, which needs to be greater than 0. 

                 
2

1

1

2

n

i

i

w C 
=

 
+  

 
                                () 

In the non-linear sample division, we usually turn it into a 
linear problem in high dimensions for analysis, in order to 
solve the case of non-classifiable samples, and in order to 
avoid the "dimension of dimensionality", we introduced 
kernel functions. The kernel function is used as the inner 
product function. Through functional theory, we can know 
that as long as the function meets the Mercer condition, then 
we can use this function as the inner product function, so in 
the case of processing that cannot be divided, we first map the 
data to the kernel function to high-dimensional space, thus 
solving its classification problem. 

According to the characteristics of the algorithm, the 
Gaussian kernel is selected here: 
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The objective function of S3VM: 
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S3VM looks for a decision boundary in the low-density 
interval of unlabeled data. In fact, it can be seen that the 
objective equation of S3VM is to move the unlabeled data as 
far as possible from the decision boundary (the decision 
boundary passes through the low level of unlabeled data as 
much as possible density area). The assumption of S3VM is 
that the sample classes can be well separated, and the decision 
boundary falls in the low-density area of the sample feature 

space and does not pass through dense unlabeled data. If this 
assumption is not satisfied, S3VM may cause poor 
performance. 

Labeled 1

Labeled 2

Unlabeled 

Unlabeled 

Actual classifier

 

Fig. 2. The semi-supervised classification boundary is in a low-density area. 

C. Improved S3VM Algorithm 

Semi-supervised classification methods may even achieve 
unsatisfactory results. Consider the possible reasons. The first 
is that unlabeled instances may be unreliable, which may 
mislead the classification. The second is that the distribution 
assumptions used may not reflect the real data well 
distribution, which may mislead the classification. 

For unlabeled instances that may be unreliable, an active 
learning algorithm is used to find the mostly worthy samples 
in a large number of unlabeled data pools by using strategies. 
For the distribution hypothesis that may not reflect the true 
data distribution well, we consider further focusing on the 
cluster hypothesis, which specifies that the decision boundary 
falls in the low-density area of the sample and does not pass 
through dense unlabeled data, that is, the classification passes 
through the low-density area. 

When the samples of different categories are severely 
overlapped, the actual boundary is not in the low density area. 
At this time, first calculate the distance between each labeled 
instance and the boundary, and then include the cluster 
boundary in the instance of S3VM. In this way, the 
classification boundary is guided through the cluster boundary, 
which is in the low-density area. At the same time, when the 
classes or clusters do not overlap significantly, the true 
boundary is in a low-density area. In addition, the 
determination of the boundary actually describes the 
confidence of the classification, so the new method takes into 
account the confidence of unlabeled instances in the 
classification. 

Introduce a distance vector describing the distance 
between individual instances and the classification boundary, 

nV Q .Each element of the distance vector is expressed as: 

              1 2( ) ( )i i iV d x v d x v= − − −                       () 

When iV  is larger, the instance is farther away from the 

cluster boundary, otherwise, it is more likely to be within the 
cluster boundary. Assuming that the instances within the 
cluster boundary are also within the class boundary.  

For the assumption-based method, it is assumed that the 
decision boundary is not in the low-density area [11]. By 
adding a cluster structure to the improved S3VM, the decision 
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boundary can be adjusted to the real boundary. At the same 
time, when the classes or clusters do not overlap significantly, 
the true boundary is indeed in a low-density area. In this case, 
the detected classification boundary will be a low-density 
separation. If there is no adjustment, because the boundary is 
in the low density area. This undoubtedly alleviates the effect 
of inaccurate distribution assumptions to a certain extent. 
Therefore, it can also mitigate the effect of inaccurate 
distribution assumptions and improve the reliability of semi-
supervised classification. 

For a fixed jy


, the optimization problem of minimum 

value ( )f x  is expressed as follows, Using an iterative 

strategy to solve: 
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At the same time, with fixed ( )f x , the optimization 

problem jy


 can be written as: 
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III. ANOMALY DETECTION MODEL DESCRIPTION 

A. Model Description 
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Fig. 3. Anomaly detection framework. 

The model is designed from two aspects. First, the selected 
samples for manual labeling must be the most informative for 
the current classification model to maximize the efficiency of 
manual labeling; second, for the information contained in the 
remaining large number of unlabeled samples, the semi-
supervised classification algorithm should be further utilized. 
So we proposed the algorithm in this paper, which mainly 
includes several key steps such as initial sample selection and 
classifier model training, MS active learning, S3VM semi-
supervised learning, and sample boundary update. The 
complete algorithm framework is shown in the Figure 3. 

The anomaly detection model based on MS active 
learning and improved S3VM is described as follows: initially, 
the total sample set is mainly composed of two parts, a small 
number of labeled samples and a large number of unlabeled 
samples. First, the support vector machine is trained through 
the labeled sample set, and an initial classification model can 
be obtained. Using the existing classification model to predict 
the category of the unlabeled sample, the S3VM classification 
model is obtained. The goal of MS active learning is to find 
the sample point with the closest distance to the interface from 
a large number of unlabeled samples, and based on the 
selection index for comprehensive evaluation of sample 
representativeness and information degree, select multiple 
most use valuable samples for labeling, and iteratively add the 
labeled samples to the labeled sample set to form a new and 
expanding training sample set. A new S3VM classification 
model is trained using the expanded labeled sample set. 

For the obtained S3VM classification model, calculate 
the distance between each labeled instance and the boundary, 
and then include the cluster boundary in the instance of S3VM. 
In this way, the classification boundary is guided through the 
cluster boundary, so that the classification boundary is in a 
low-density area, updated more reliable S3VM classification 
model. 

B. Data Preprocessing 

There are isolated sample points and noises in the 
original UAV telemetry data. Therefore, before performing 
UAV flight status recognition, the data needs to be properly 
preprocessed to remove isolated sample points. In this paper, 
the principle 3  is used to process the first-order difference 

of the data, and the isolated sample points are eliminated. 
Suppose that in a certain flight, parameter x  records the value 

 1 2, ,..., nx x x  of n  moments in total, first calculate the first-

order difference y , 1i i iy x x+= − , and 1,2,..., 1i n= − of the 

parameter. Calculate the average y
−

 and standard deviation 

  of the first-order difference y , and delete the original data 

corresponding to the data points other than 3  according to 

the [ 3 , 3 ]y y 
− −

− +  principle. 

UAV telemetry data contains noise introduced in the 
measurement process, this paper uses a moving average 
method to achieve smooth filtering of the data. The core idea 
is to calculate the moving average of multiple sequential 
values of the sequence, thereby forming a new sequence of 
average values, that is, the value of each point in the sequence 
is replaced by the subsequent sequence average [12]. High-
frequency noise is filtered out, and the data changes more 
smoothly. The process is as follows: 
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C. Model Steps  

The specific steps of the anomaly detection algorithm are 
as follows: 

• Input: labeled sample set L , unlabeled sample set U , 

the number of samples actively selected during each 
round of iteration, the number of labeled samples, the 
number of labels for each sample in S3VM, and the 
S3VM related parameters. 

• Output: Classification results for the current improved 
S3VM classification model. 

• Iteration process: 

1) In MS active learning, use formula (1) to calculate the 

distance from the sample point to the classification 

hyperplane. The closer the sample is to the classification 

interface, the lower the confidence of the classification model. 

For the classification interface, the sample has a large amount 

of classification information. Find the most representative 

and informative sample and mark it so that the marked sample 

is formed among the unmarked samples. 

2) Active learning is an iterative method. In this iterative 

process, the training process of active learning only needs to 

make the classifier reach the expected classification accuracy 

rate. It is not necessary to supplement the samples to continue 

training, and iterative stops. 

3) Using formulas (2) - (5), use the labeled samples 

generated by MS active learning and the original unlabeled 

samples to train the S3VM to obtain the initial classification 

model. 

4) Using the formula of the distance between the marked 

instance and the boundary, adjust the clustering center to 

update the classification boundary through formulas (6) - (8), 

and then include the cluster boundary of the sample category 

in the S3VM. The classification boundary is guided through 

the cluster boundary, making the classification boundary in a 

low-density area, the updated S3VM classification model is 

more reliable. 

5) Use the test data set (unlabeled samples) as the input of 

the improved S3VM classifier that has been trained to perform 

classification and recognition, thus completing the abnormal 

classification of different sensor time series. 

IV. EXPERIMENTAL RESULTS  

A. Experimental Data 

In order to fully verify the performance proposed based on 
active learning and improved S3VM. The verification data in 
this paper uses multiple sets of telemetry data from UAV. 
Compared with the abnormal detection methods based on 
SVM and S3VM, the performance of the abnormal detection 
method based on active learning and S3VM method in 
anomaly detection of UAV data points is divided into pre-
processed data set into training set and test set 60% is used as 
the training set, and the remaining 40% is used as the test set . 

In this paper, three sets of telemetry data are randomly 
selected as experimentally verified data sets. In the simulation 

experiment, the accuracy of classification prediction and the 
detection of abnormal points are performed after the training 
is completed [13-14]. 

TABLE I.  EXPERIMENTAL DATA SETTING 

Sample name Shinto 1 Shinto 2 Shinto 3 

Total number of 

samples 
42 45 45 

Number of  

features 
10 10 10 

Point  anomaly 

sequence  number 
15 18 10 

 

Because the total amount of telemetry data of each group 
of sequences ranges from 300 to 8 000 points, the telemetry 
data is divided into two parts, of which 60% is the training set 
and the rest 40% is used for testing. For the three sets of 
selected data sets, each set of data for labeled data and 
unlabeled data, for each set of labeled data, the number of 
labeled samples is quantitatively divided into 5, 10, combined 
with the same number of unlabeled data, the prediction 
accuracy of unlabeled instances is quantitatively obtained 
through experiments, and the anomaly detection algorithm is 
obtained in The effect of abnormal sensor classification. 

 

Fig. 4. Training data and test data 

B. Experimental Performance Index 

The abnormal test results are generally divided into four 
different types: true positive, false positive, false negative and 
true negative, as shown in Table 2. In order to evaluate the 
fault detection performance of the fault detection method, two 
methods of true positive rate (TPR) and false positive rate 
(FPR) were used in the experiment. The larger TPR value and 
the smaller FPR value represent the satisfactory detection 
performance of this detection method [15]. 

TABLE II.  TYPES OF ANOALY DETECTION 

Detection Results Normal Data Faulty Data 

Normal 
True Positive 

 (TP) 
False Positive (FP) 

Faulty 
False Negative 

(FN) 

True Negative 

(TN) 

                   
(Num)

(Num)TP+(Num)FN

TP
TPR =                                     () 

                 

Num FP
 FPR 

Num FP Num FN
=

+

（ ）

（ ） （ ）
                            () 

C. Analysis of Results 

By comparing with the SVM and S3VM-based anomaly 
detection methods, the performance of anomaly detection 
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based on active learning and improved S3VM anomaly 
detection methods in UAV data points can be seen, whether it 
is the TPR indicator or the FPR indicator, they have reached 
the most results. The detection method has better detection 
performance. 

TABLE III.  COMPARISON OF INDICATORS OF DIFFERENT MODELS 

Number of labeled samples 5 

Model TPR FPR 

SVM 76.3% 13.1% 

S3VM 80.5% 12.5% 

Article model 90.8% 9.8% 

Number of labeled samples 10 

Model TPR FPR 

SVM 89.3% 9.2% 

S3VM 81.2% 15.9% 

Article model 92.7% 8.2% 

Each data set is randomly divided into two parts, one for 
training and the other for training and the training set contains 
5 and 10 labeled samples respectively. This process is 
repeated 20 times as the classifier learns, and the average 
accuracy and variance are reported. The Gaussian kernel 
width parameter used in the algorithm model is the average 
value of the distance between the selected instance pairs, and 
the average prediction performance of the unlabeled data can 
be obtained. 

V. CONCLUSION  

This paper proposes an anomaly detection model based on 
active learning and improved S3VM classification. The model 
comprehensively considers the information and 
representativeness of unlabeled samples, and eliminates 
outlier samples. By adding MS active learning, the 
classification accuracy of the classifier can be improved by 
marking a small number of samples. In S3VM, by adjusting 
the distance between the sample instance and the classification 
boundary, the original sample cluster boundary is changed. 
The updated cluster boundary expresses the classification 
boundary, so that the adjusted S3VM classification boundary 
is in the low-density area of unlabeled data. The obtained 
S3VM algorithm will have relatively excellent classification 
performance. Use the drone sensor data set for training and 
testing to obtain a new anomaly detection model, which is 
compared with SVM and S3VM. The performance indicators 
of the experiment are reflected by the true positive rate (TPR) 
and false positive rate (FPR). The TPR value and the smaller 
FPR value reflect that the model has better anomaly 
classification and detection performance. Through 
comparison, it is found that not only the effectiveness of the 
model is verified, but also a larger TPR value and a smaller 
FPR value are obtained. The most satisfactory anomaly 
classification detection performance is obtained among the 

three algorithms. In the future, a variety of abnormal modes 
will be used to verify the proposed method and try to conduct 
more comprehensive comparative experiments with other 
methods. 
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ABSTRACT—The bearing failure diagnosis methods based 

upon variational mode decomposition (VMD) have been 

researched extensively in recent years. However, these methods 

are only capable of dealing with single channel data, in which 

the amount of information is limited and the anti-interference 

ability needs to be further enhanced. Recently, as one of 

extensions of VMD, the multivariate variational mode 

decomposition (MVMD) was put forward to deal with the 

multivariate signal. For the sake of monitoring the operation 

state of equipment more comprehensively and diagnose 

mechanical failure more accurately, we propose a new bearing 

failure diagnosis method based upon MVMD. In particular, to 

select a suitable value of decomposed modes K, a scheme which 

combines correlation coefficient and kurtosis criterion is 

innovatively proposed to enhance the performance of the 

MVMD. The result of experimental verification has 

demonstrated the enhanced performance of this new method in 

transient extraction and faults detection of bearings over the 

original VMD method. 

Keywords—multivariate variational mode decomposition, 

fault diagnosis, correlation coefficient, kurtosis 

I. INTRODUCTION 

Nowadays, rotating machinery has been widely used in 
various applications, especially in the field of aeronautic 
industry. It usually works under non-ideal conditions, such as 
the high-speed, severe pollution and heavy load. Furthermore, 
as a key component of aero-engine, rolling bearing is of 
particular importance to the operation efficiency and 
reliability of the aero-engine. Hence, realizing the bearing 
failure identification of local damage accurately and reliably 
is the key to enhance the mechanical performance and ensure 
the safety operation [1-3]. 

In recent decades, a great variety of techniques have been 
put forward to process the fault signal, such as time-frequency 
analysis [4-6], envelope demodulation [7], deconvolution-
based methods [8], adaptive mode decomposition [9] and so 
on. Compared with other methods, the adaptive mode 
decomposition shows advantages in focusing on mapping 

arbitrary complex multi-component signals to single-
component signals and revealing weak transient 
characteristics without prior transmission. Based on this, a 
wide range of adaptive mode decomposition techniques, 
including local mean decomposition (LMD) [10], empirical 
mode decomposition (EMD) [11,12], empirical wavelet 
transform (EWT) [13,14], variational mode decomposition 
(VMD) [15,16], and their variants have become the hot topic 
for bearing fault diagnosis. 

However, most of the adaptive mode decomposition 
methods are mainly suitable for handling single channel data 
which involves rather limited information. Considering that 
the information contained in the multi-channel data is more 
complete and in line with actual engineering applications, 
multi-channel signal processing technology has become the 
focus of current research. Rehman, et al. first proposed the 
fully multivariate extension of VMD, i.e., multivariate 
variational mode decomposition (MVMD) [17]. Although 
MVMD succeeds all the merit of the original VMD, it is still 
trapped by the problem of initial parameter selection, such as 
the value of decomposed modes K. If the value of K is chosen 
improperly, the final decomposition will be affected, and even 
result in inaccurate analysis. 

In this paper, to address this problem and utilize MVMD 
in bearing fault diagnosis, a reliable and efficient bearing 
failure diagnosis method based on MVMD is presented 
completely and clearly. Particularly, the major devotions and 
advantages of the new method are summarized into three 
aspects. (1) This new method first applies the MVMD 
algorithm to the field of mechanical failure diagnosis. Based 
on the basic principle of MVMD, a fault characteristic 
extraction method for rolling bearing is successfully 
established. (2) By combining correlation coefficient and 
kurtosis criterion, the proposed method provides a scheme for 
selection of parameter K. When the number of 
decompositions is difficult to determine, the kurtosis of the 
maximum correlation component under different values of K 
are compared. Then, the K value that produces the largest 
kurtosis should be determined as the optimal solution. (3) The 

analysis of experiment data for faulty bearing acquired by 
* Xingxing Jiang is the corresponding author. (e-mail: jiangxx@suda.edu.cn). 
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an aero-engine simulator confirmed the unique advantages of 
this new method in the application of bearing failure diagnosis. 
This new method has a good ability to extract the fault 
components in each channel accurately and efficiently, thus 
suitable for fault diagnosis. 

II. MECHANICAL FAULT DIAGNOSIS METHOD BASED 

ON MVMD 

A. Multivarite Variational Mode Decomposition 

1) Establishment of the MVMD Model 
MVMD is appreciated for its novel expansion of the 

traditional VMD algorithm for multichannel data sets, and is 
utilized for the purpose of extracting K meaningful modes 

( )k tu  from an input real-valued signal ( )tx  containing C 

channels, i.e, ( ) ( ) ( ) ( )1 2, , , Ct x t x t x t=   x  

 ( ) ( )
K

kk
t t=x u  (1) 
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u  , ( )ia t and 

( )i t  represent the amplitude and phase function 

corresponding to the ith signal component respectively. 
This MVMD algorithm adaptively decomposes multi-

channel signals into several multivariate modulated 

oscillations ( ),k cu t  with definite physical meaning under 

the condition that each component is tightly supported on its 

own central frequency k . The sum of the bandwidth of all 

modal components ought to be minimized. In the iterative 
process, the center frequency and the component bandwidth 
are updated for the real mode component. The steps of the 
algorithm are described as below. 

a) After the Hilbert transform, the analytic signal of 

( )ku t is obtained: 
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b)  According to the character of frequency shift, the 

spectrum of each analytic signal is converted to 

baseband by setting the initial center frequency 

k : 

( )kj t ke t


+u  

c) The gradient form of the squared L2-norm of this 

shifted signal 
( )k t+u

 is used to assess the 

bandwidth of ( )k tu , and then the obtained cost 

function for MVMD is given: 
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In Eq. (3), ( ),k cu t+  represents the analytical modulation 

signal corresponding to mode k and channel c. 

d) now the constrained optimization problem for 

MVMD is presented: 
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2) Solution of the MVMD Model 
There are two penalty terms used to solve this variational 

constraint object function. On the one hand, a quadratic term 
is used to enhance the reconstruction fidelity, and on the 
other the term with Lagrangian multipliers λ is introduced to 
make sure of the strict satisfaction of constraints. Then an 
resulting unconstrained variational problem is obtained and 
ensures the solution procedure faster. As a result, final 
augmented Lagrangian function is obtained as below. 
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Then, this problem is solved cleverly with the help of the 
alternate direction method of multipliers algorithm 
(ADMM)[18]. This ADMM algorithm transforms a fairly 
complex optimization problem into several relatively simpler 
sub-optimization problems. 

• Update mode 

The problem related to the mode update is given priority 
to emphasize, such as the following sub-optimization 
problems in the nth iteration: 
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1 1
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Eq. (6) is also equivalent to the following formula: 
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According to Parseval Theorem, the algorithm is 
converted to frequency domain: 
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Then the sub-optimization model is obtained by replacing  

The   in the front term with k − , and converting the 

integral to the non-negative frequency domain: 
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Obtain the following frequency domain update: 
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• Update center frequency  

Given that neither of the last two terms of the Lagrangian 

is dependent on k , the related problem can be simplified as 

follows: 
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According to the Plancherel Theorem, Eq. (11) is 
transformed into the problem in Fourier domain as follows: 
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By setting the first derivative of the quadratic function to 
zero and adding some simple algebraic operations, the sum of 
the above quadratic functions is minimized, and the following 
relations are obtained: 
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In the MVMD algorithm, we note that the devotion of 
power spectrum in C channels is all considered during the 

whole update of k  for every mode. 

B. The Proposed Method  

Given that practical applications of the original MVMD 
algorithm need to preset the number of decomposed modes 
K, we propose a complete set of mechanical fault diagnosis 
method based upon MVMD. The detailed steps are presented 
as bellow. 

a) Load multi-channel fault signal data: Acquire the 
multichannel vibration signal from the running rotating 
machines and load them into the MVMD. 

b) Determine the value of parameter K: K is selected 
on the basis of the following scheme as shown in Fig. 1. 
Firstly, for different K, the correlation coefficients of the 
current intrinsic mode function (IMF)[19] components are 
calculated by using VMD decomposition. Secondly, the 
kurtosis of the maximum correlation component under 
different K values is compared. Lastly, the K value that 
produces the largest kurtosis is selected as the parameter value. 

c) MVMD is Performed for Decomposition: Set the 
initial parameters of the MVMD, run the program, and obtain 
the decomposition results of input signals. 

d) Select the Optimal Mode: Compare the kurtosis of 
each mode component of the decomposed multi-channel 
signal, and choose the best component with the largest 
kurtosis in each channel. 

e) Envelope Analysis of the Optimal Mode: The 
optimal mode components selected by each channel are 
analysed by the Hilbert envelope demodulation. If there is an 
obvious harmonic corresponding at the multiple of a certain 
frequency in the envelope spectrum, it indicates that this 
frequency is likely to be the fault characteristic frequency. 

 

Fig. 1. The method of determining K value 

f) Obtain Results: Then, compare the extracted value 
with the theoretical failure frequency calculated according to 
the failure formula. If the difference is within the allowable 
error range, it shows that the mechanical fault diagnosis is 
realized successfully.   

III. EXPERIMENT AND VERIFICATION OF MECHANICAL 

FAULT DIAGNOSIS METHOD BASED ON MVMD 

To examine the performance of this new method in actual 

fault detection, the following faulty bearing data is analyzed 

in detail in this study. We carried out this experiment on a 

failure simulator for aero-engine rotor bearing designed and 

manufactured by Shenyang Aero-engine Design and 

Research Institute[20]. As shown in Fig. 2, on the housing of 

the bearing seat, there are three accelerometers mounted to 

collect the vibration signals with 10 kHz sampling rate. A 

tachometer was installed to take a measurement the rotating 

speed of the shaft. An outer ring failure was seeded in the 

tested bearing with the type of HRB6304, and the outer race 

failure frequency fi of this bearing is 64.15 Hz.  

 
Fig. 2. The test rig of the aero-engine rotor-bearing fault simulator 
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Fig. 3. Three-channel experimental signal 

 

Fig. 4. Spectrum of the three-channel experimental signal 

The waveforms of the experimental signal are drawn in 

Fig. 3 and Fig. 4. As demonstrated in Fig. 5(a), the fault 

frequency are nearly invisible because of noise interference in 

the original input signal. Then, this proposed method and the 

original VMD method are used respectively. 

Subsequently, as illustrated in Fig. 5(b), the typical 

characteristics of outer ring fault are exhibited clearly in the 

envelope analysis of optimal components, containing the 

faulty frequency fi and its harmonics, which conforms with 

the actual situation. This shows that this new method has a 

superior noise reduction function and successfully extracts 

the characteristic frequency of outer ring fault for rolling 

bearing. Instead, as Fig. 5(c) shows, it is obvious that the 

original VMD method can only identify the fault 

characteristic frequency for the channel with less noise. We 

can also see that the proposed method can recognize and 

adjust the oscillation of every channel and mode when 

processing multi-channel signal, so that every channel can 

extract fault characteristic frequency effectively. All this 

shows that this new method has a much better performance 

over the original VMD method in characteristic frequency 

extraction and background noise filtering. 

 
(a) Envelope spectrum of three-channel rolling bearing fault experimental 

signal 

 
(b) Envelope spectrum obtained by the proposed method 

 
(c) Envelope spectrum obtained by original VMD 

Fig. 5. The processing results of three-channel experimental signal at 

different measuring positions. a) Envelope spectrum of three-channel rolling 

bearing fault experimental signal; b) Envelope spectrum obtained by the 

proposed method; c) Envelope spectrum obtained by original VMD 

IV. Conclusion 

Aiming at solving the drawbacks of VMD and applying 

MVMD algorithm to aeronautic industry, a new bearing 

failure diagnosis method based upon MVMD is put forward 

for multi-channel signal analysis in this paper. The method of 

MVMD algorithm is firstly utilized in the field of mechanical 

failure diagnosis. Moreover, a strategy for selection of 

parameter K in MVMD is proposed by combining correlation 

coefficient and kurtosis criterion. Analysis results of this 
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experimental case confirm not only the superiority of this new 

method over the original VMD method, but also its 

availability of improving the performance of fault diagnosis. 
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Abstract—This paper presents the application of several 

anomaly detection algorithms in experiment data from engine 

test bed. Several anomaly detection algorithms are 

programmed in Python language and integrated into an 

algorithm library named PyPEFD (Python Package for Engine 

Fault Detection). The algorithm library includes Gaussian 

Mixture Model, Feature Weighted Fuzzy Compactness and 

Separation (WFCS), Sequential Probability Ratio Test (SPRT), 

Variational Autoencoder, Dynamic Time Warping, 

Mahalanobis Distance, Singular Value Thresholding, Random 

Forest and Multivariate State Estimation Technique. These 

algorithms can analyze the structure and characteristics of the 

engine test data, and mine the hidden fault information in the 

data, so as to detect the fault or fault trend of aero-engine test 

data. This paper also presents a preview of the algorithm 

library. 

Keywords—aero-engine test data, anomaly detection, python 

algorithm package, data analysis 

I. INTRODUCTION  

A. Background 

With the with the modernization and advancement in data 
acquisition techniques, and the adoption of various new 
sensors (such as gas path electrostatic sensor [1], blade tip 
timing and gap sensor [2], oil path abrasive particle sensor 
[3], etc.), the breadth and depth of engine condition 
monitoring has been expanded. The fault detection based on 
condition monitoring techniques and machine learning have 
tremendous potential. It provides a rich structured data 
source for improving and perfecting the engine test 
evaluation system. How to mine and integrate these multi-
source, multi-modal, multi-temporal and spatial scale "big 
data" so as to improve the utilization of test data and the 
engine test evaluation system, is the frontier issue of multi-
modal data analysis and research in the field of engine test 
[4]. 

Throughout the research and development process of 
aeroengine data analysis and condition monitoring, it can be 
divided into three stages [5]: Manual judgments stage, 
Sensors monitoring stage and artificial intelligence stage. 

At present, the research and development of anomaly 

detection algorithms in foreign countries is more advanced. 
William R. Jacobs, Huw L. Edwards and others proposed a 
fault detection method: using Gaussian mixture model to 
analyze target data, and then evaluate the posterior 
probability by Hidden Markov Model to determine the 
system’s status at each data point [6]; Consumi M et al. used 
Bayesian inference method to monitor the state of turbojet 
engines [7]. Dewallef P et al. use an improved Kalman filter 
model to perform online performance detection and fault 
diagnosis for engines [8]; Seo D H et al. proposed a support 
vector machine and neural network fusion method for engine 
state monitoring [9]. Puranik et al. used neighborhood-based 
methods such as K-nearest neighborhood (KNN) and local 
outlier factor (LOF) to perform in-depth quantitative analysis 
of the clustering results of flight data [10]. In terms of 
detecting instantaneous abnormal points, Manukyan A et al. 
also proposed an online data anomaly detection method 
based on KNN [11]. 

However, compared with the advanced technology and 
manufacturing experience of European and American 
countries, many detection technologies in china are still in 
research stage, and the self-developed algorithms need to be 
improved. At present, manual analysis or foreign commercial 
software are still used. This paper presents an algorithm 
library mainly for anomaly detection of aero-engine, which is 
not frequently researched in fault detection area. 

B. Data Introduction 

 
Fig. 1. Aero-engine typical monitoring parameters. 

 

Figure 1 shows the online state monitoring parameters of *Jianzhong Sun is the corresponding author. (e-mail: sunjianzhong@nuaa.edu.cn). 
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a typical modern turbofan engine, covering the main 

components of the engine gas circuit and important 

accessory systems (accessory systems such as lubricating oil 

and fuel control), etc. The frequency of the airborne data 

acquisition system is roughly between 0.25 and 4 Hz. The 

entire experiment has collected a large amount of test data 

for further analysis. The new generation of aero-engines is 

equipped with more advanced and specialized status data 

collection and processing systems (Engine Monitoring Unite, 

EMU) (independent of EEC), which expands the scope and 

depth of status data collection. What’s more, new health 

monitoring sensors are adopted, such as Tip timing sensors, 

gas path static sensors, oil path wear particles sensors, etc., 

which enrich the information source of engine health 

evaluation. 

In this paper, the fault samples are collected from the 

fault data of the engine test bed. The test bed can simulate a 

variety of engine failures and reflect them in the form of 

data sets. The purpose of this paper is to use some anomaly 

detection algorithm programs to identify the faults in the test 

bed data, and to compare the differences of the results. 

II. ANOMALY DETECTION ALGORITHMS 

A. Gaussian Mixture Model, GMM 

The Gaussian Mixture Model is a powerful tool for 
classification problems. It is a clustering algorithm based on 
normal distribution models. The essence of this method is 
Gaussian fitting, combined with Expectation-Maximization 
(EM) algorithm for parameter estimation [11]. Generally, the 
Gaussian mixture model is the expansion of the single 
Gaussian model, using a combination of multiple Gaussian 
distributions to describe the data distribution, so as to reach 
the purpose of clustering [12].  

In the anomaly detection of engine data, Gaussian 
mixture model is suitable for distinguishing the fault data, 
because when the data is abnormal, the parameters’ mean 
and variance will also change. These changes will be 
identified by the algorithm and divided into new cluster 
centers [13]. In some of the cases, GMM are used along with 
other algorithms for an efficient fault detection system.  

B. Mahalanobis Distance, MD 

Mahalanobis Distance is a distance concept proposed by 
Mahalanobis. This distance concept can offset the influence 
of different scales of each dimension parameter, and the 
result will be more reliable [14]. 

The covariance matrix can measure the correlation 
between data in various dimensions [15]. In the actual fault 
detection case, the mahalanobis distance list, which contains 
the mahalanobis distance between each data point and the 
standard point is used to represents the entire state change 
process. The points with larger distance indicate that they 
have a greater deviation from the normal state. These are the 
abnormal points that shall be analysis. 

C. Feature Weighted Fuzzy Compactness and Separation, 

WFCS 

WFCS is an improved clustering method based on fuzzy 

clustering, whose full name is Feature Weighted Fuzzy 

Compactness and Separation (WFCS). This clustering 

algorithm pays more attention to the characteristics of the 

data in each dimension, and iteratively optimizes the 

clustering center through a weighted method, and has a high 

clustering accuracy. 

The application method of WFCS in engine data 

anomaly detection is similar to the Gaussian mixture model, 

which is used to distinguish between normal data and 

abnormal data.  

D. Random Forest, RF 

The random forest is among the most practical learning 

methods used in machine learning. It is composed of several 

randomly generated decision trees, among which the 

decision trees are not related to each other [16]. The essence 

of the method is to classify or regress samples [17]. 

In the actual engine fault detection, the normal labeled 

data (usually refers to the data without fault) can be trained 

to get the model. The predicted value is obtained through 

the model, and then the deviation between the predicted 

value and the real value can reflect the fault signal of the 

sample, so as to achieve the purpose of fault detection. 

E. Multiple State Estimation Technique, MSET 

MSET have become renowned in fault detection system 

due to their reliability, adaptability and robustness. The 

model is trained by memory matrix with normal data, and 

according to the weight parameter, the new observation 

value is estimated, so as to judge the state of the system [19]. 

The model uses the new input vector and all normal 

observation vectors in the memory matrix to obtain the 

predicted value [20].  

III. INTRODUCTION OF ALGORITHM LIBRARY 

Firstly, the algorithm programs are written and made sure 
that they can be successfully called. Then, the algorithm 
programs are packaged as PyPEFD algorithm library 
(including random forest, multivariate state estimation, 
Gaussian mixture, etc.) by using the setup function in the 
setup tools module. 

By downloading and installing the PyPEFD python 
package, algorithms can be directly imported.  

Fig. 2. Installation window of PyPEFD package. 

 
 Figure 3 shows all 10 algorithms in the library (all 
abbreviated). After the installation, the command: “from 
PyPEFD.models Import...” is used to import the algorithms. 
The detailed introduction of the algorithms package is in 
table 1. 

 Table 1 introduces the types of algorithms included in the 
algorithm library and their application in engine abnormality 
detection. Because the actual engine failure situation is very 
complicated, the diversity of algorithms needs to be 
guaranteed in order to improve detection efficiency. These 
algorithms partly come from previous projects, which have 
achieved good application results. 
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Fig. 3. PyPEFD content. 

TABLE I.  TABLE TYPE STYLES 

Algorithm  Description 

dtw2 

 (Dynamic 
Time Warping, 

DTW) 

The DTW algorithm is often used to compare the 

similarity of time series. After inputting the sample, 

the algorithm will calculate and output a series of 

"minimum regularization distance" that 

characterizes the sequence similarity. The higher the 

similarity, the smaller the minimum regularization 

distance. 

GMM 

(Gaussian 
Mixture Model) 

The GMM can represent an arbitrarily complex 

distribution given a sufficient quantity of Gaussian 

components. After the data is input, the algorithm 

can output a list of labels that characterize the 

clustering results (that is, which category each data 

point belongs to) and a visualization graph of the 

clustering results. 

LSTM 

(Long Short-
Term Memory) 

Long-term and short-term memory network is a 

kind of time recurrent neural network, which is 

suitable for dealing with time series problems. Here 

it is used for sequence prediction. By inputting the 

known series of parameters, and then it can predict 

the unknown series through the training model. 

Mahadis 

(Mahalanobis 
Distance) 

Before calculation, a standard point is required 

and should be placed in the first line of the sample. 

Then the algorithm will calculate the mahalanobis 

distance between each data point and the standard 

point, and output a list for users to observe the 

deviation from the standard situation. 

Mset 

(Multiple State 
Estimation 
Technique) 

MSET uses normal data to build training matrix, 

and the input is a new observation matrix. After 

calculation, the MSET outputs the estimation matrix. 

The state of the system can be judged by estimating 

the deviation between the matrix and the observation 

matrix. 

Rf 

(Random 
Forest) 

Random forest is a combination of multiple 

decision trees for the decision making. It has 

multitude of decision trees at a training time. It 

outputs the mode of the class of the individual tree. 

Sprt 

(Sequential 
Probability 
Ratio Test) 

SPRT is an unsupervised inspection method that 

determines whether to continue operation based on 

existing results. It is mainly used to check whether 

the sequence structure changes abnormally, and is 

mostly used for time series sequences.  

Svt 

(Singular Value 
Threshold) 

SVT is used for matrix completion, input sparse 

matrix, and then output reconstruction matrix. 

Tzjq 

(Feature 
Weighted 

Fuzzy 
Compactness 

and 

Separation，
WFCS) 

WFCS clustering is an improved clustering 

method based on traditional fuzzy clustering. After 

the sample is input, the algorithm begins to iterate, 

continuously updating the cluster centers of each 

category, and finally outputs a list of labels that 

characterize the clustering results.  

Vae 

(variational 
autoencoder) 

The learning goal of the network is to make the 

distribution function of variables approximate the 

real distribution function. After training the model, 

the output result is used to judge whether there is a 

fault. 

 

IV. CASE STUDY 

A. Oil System Fault Detection 

This subsection presents a case study of fault detection in 
a sudden drop in oil pressure. According to the influence of 
the fault, some parameters that can reflect the drop in 
lubricating oil pressure in the fault data set are screened out 
as input parameters of the algorithm. 

The parameter “XX” is collected from the engine test bed 
which reflects the actual change of the oil pressure difference 
in the engine, as shown in the figure 4. 

Fig. 4. Change of oil pressure difference. 

 

It should be noted that the last 3000th data point dropped 

sharply afterwards, that is because the engine was shut down 

at that time, not a manifestation of the fault.  

The figure 5 shows a partial display of the fault data set. 

The fault data set contains a large number of parameters, 

such as pressure, air flow and temperature reflecting the 

performance of the gas circuit, or control parameters 

reflecting the pilot's operation process. Each column 

contains a parameter’s sequence in time, and the simulation 

is conducted at a frequency of 50 Hz. 

Fig. 5. Fault data set. 

 

In this case, GMM, WFCS, RF, and MSET are used to 

detect failure trends in lubricating oil fault data. The 

following are the operating results of each algorithm.  

 
Fig. 6. Test result (GMM) 

 
Fig. 7. Test result (WFCS) 
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Fig. 8. Test result (RF) 

 
Fig. 9. Test result (MSET) 

 

1) Experimental Analysis 

The oil pressure drop is a continuous fault, and the 

purpose of this case is to detect the fault area where the oil 

pressure changes. Then there are two ways to accomplish 

this goal: one is to start from the change of the parameters’ 

mean and variance, and the other is using deep learning 

algorithms to calculate deviation values. 

Generally speaking, the cluster type algorithm is very 

sensitive to changes to the parameters’ mean and variance, 

so two clustering algorithms, GMM and WFCS, are chosen 

for detection. The number of categories is set to 3, that is, 

the entire fault data set is divided into three stages, which 

represent the stages before, during and after the drop in the 

oil pressure difference. 

Figure 6 and Figure 7 show the detection results of the 

clustering algorithms. Both algorithms successfully divide 

the data points into three categories. Here we focus on 

category 1 in Figure 6 and category 2 in Figure 7, because 

this is a pressure dropping state between the initial state and 

the end state, which is considered as a fault state. 

The results need to be compared with the parameter XX. 

Figure 4 shows the actual change of the oil pressure 

difference, which roughly started to decrease from the 500th 

data point until the 1900th data point. The whole decline 

process lasted 29 seconds, totally 1400 data points. The test 

result shows that GMM correctly detected 1,115 points, 

while WFCS correctly detected 1,008 points. The result is 

similar to the real situation, and the accuracy of the GMM 

algorithm is higher. 

RF and MSET are two machine learning algorithms. 

They can build connections between parameters of different 

dimensions, and through these connections the algorithms 

can predict a specific parameter based on the remaining 

parameters. Here the data with no change in oil pressure is 

used as the training set. The training set is input into the 

algorithms so as to predict the parameter “XX” in normal 

condition. Then the deviation can be calculated. 

Figure 9 and figure 10 show the deviation between the 

actual value of the parameter XX and the predicted “XX” of 

the algorithms. It can be seen that the deviation values of the 

oil pressure difference show a certain abnormal trend when 

the oil pressure difference decreases, which indicates that 

the data segment between 500 and 2000 has become 

abnormal. 

B. SurgeFault 

1) Wind-Driven Surge Fault Detection 

This subsection presents a case study of fault detection 

in the wind-driven surge, and uses the anomaly detection 

algorithm to detect the abnormality of the data sequence. 

The parameter NN is a signal from engine test bed that 

characterizes whether surge occurs, and the increase in the 

value of NN means that surge happens. The purpose of the 

case in this section is to compare the detection results of 

different algorithms with the actual situation of the NN, so 

as to judge the accuracy of the fault recognition. The results 

are shown below: 

 
(a)  Test result (WFCS) 

 
(b) Test result (engine test bed) 

Fig. 10. WFCS test result (sample 1) 

 
(a) Test result (WFCS) 

 

 

 
 

(b) Test result (engine test bed） 

Fig. 11. WFCS test result (sample 2) 

 

 
(a) Test result (GMM) 

 

 
 

(b) Test result (engine test bed) 

  
Fig. 12. GMM test result (sample 1) 

 
(a) Test result (GMM) 

 

 

 
 

(b) Test result (engine test bed) 

Fig. 13. GMM test result (sample 2) 

 

 
Fig. 14. Deviation value of 

pressure predicted by RF model 

 
Fig. 15. Deviation value of 

temperature predicted by RF model 
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Fig. 16. Deviation value of RF 

model for vibration prediction 

 
Fig. 17. Deviation value of vibration 

predicted by MSET model 

 

 
Fig. 18. Deviation of temperature 

predicted by MSET model 
 

 
Fig. 19. Deviation of pressure 

predicted by MSET model 

  

2) Forced Surge Failure 

Forced surge usually refers to artificially causing the 

engine to surge, which is used to verify the aerodynamic 

stability of the engine. In order not to damage the structure 

of the engine, the surge time shouldn’t be too long. In the 

forced surge fault case, MD, RF and MSET are chosen to 

complete the detection. Before the detection, the proper 

parameters should be chosen so as to make results more 

precise. 

A "Pj1" parameter is provided in the sample to show the 

location of forced surge, which provides a reference for the 

detection results of the algorithms. The comparison of the 

detection results and the parameter "Pj1" is shown below. 

 
Fig. 20. Pj1 parameters 

 
Fig. 21. Prediction of Pj1 results by 

RF model 

 
Fig. 22. Prediction of Pj1 by MSET 

 
Fig. 23. Test result (MD) 

 

3) Experimental Analysis 

Surge fault diagnosis in an aircraft gas turbine engine 

involves identification of the fault type, and location and 

quantification of the fault level. Surge will cause significant 

changes in some parameters before it occurs, such as 

pressure drop and rotating speed fluctuations, etc. The 

algorithm must discover the abnormal trend of these 

parameters in advance. In wind-driven surge detection, the 

goal has been accomplished very well. 

It is observed from figure 10 and 11 that samples of 

surge fault are efficiently classified. In Figure 10(b), the 

surge in sample No. 1 occurred at the 6000th sample point 

and lasted to about 7000th, while the WFCS algorithm 

detected anomalies at the 5000th sample point, and the 

subsequent 2000 sample points are classified as fault types, 

which is earlier than the NN parameter. The second sample 

is even more obvious. The WFCS algorithm detected 

anomalies at the 4000th sample point, which is much earlier 

than the parameter NN.  

Figures 12 and 13 show the detection results of Gaussian 

mixture model clustering, which are very similar to the 

results of the WFCS.  

Next is the detection results of RF and MSET. The 

algorithms use the experimental data to predict and calculate 

the deviation value with the real pressure, temperature and 

vibration parameters (these parameters are influenced by 

surge), then compare it with the surge parameter “NN” 

provided by the engine test bed. 

Figures 14, 15 and 16 show the deviation values of 

pressure, temperature and vibration predicted by RF model. 

It can be seen that the deviation value increases significantly 

when surge occurs, indicating that surge occurs. According 

to the deviation value in the figure, it even changes ahead of 

the surge parameter NN. 

Figure 17,18,19 shows the prediction results of MSET 

(samples are reduced at equal intervals for training 

purposes), which is very similar to the detection results of 

RF. The deviation values of three parameters at the position 

where surge occurs rise sharply, and the abnormal position 

is slightly ahead of the parameter “NN”, which means the 

abnormal situation is successfully detected before the surge 

occurs. 

In forced surge case, the situation is different. Due to 

short duration of the forced surge, the detection effect of the 

clustering algorithms is unsatisfactory, so the goal has 

changed from preventing the occurrence of surge to finding 

the specific location of surge. Mahalanobis Distance (MD) 

is used in this case. It can composite the abnormal trend of 

each dimension parameter to calculate a distance describing 

the deviation degree. Figure 23 is the result of the MD 

algorithm. It can be seen that the value of mahalanobis 

distance rise sharply in the same position where the 

parameter “Pjl” rise, which means the algorithm finds the 

correct position. The RF and MSET algorithms also 

accomplish the task, and the detection method is the same as 

above. 

In summary, unsupervised learning algorithms 

(clustering algorithms, Mahalanobis Distance, etc.) are more 

suitable for real-time monitoring, because they can quickly 

get the test results and reflect the changes of parameters in 

real time, helping pilots or engineers find problems in time.  

However, their disadvantage is lower accuracy. In contrast, 

supervised learning algorithms have higher accuracy, but 

due to their long training time and high requirements for 

training data, they are more suitable for offline detection, 

providing more accurate results. 

V. CONCLUSION 

This paper has presented a detailed review of a python -

based algorithm library for engine fault detection, including 

a variety of anomaly detection algorithms (Mahalanobis 

Distance, Gaussian mixture model, WFCS, SPRT, MSET, 

random forest, VAE, etc.). These methods can identify the 
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health status of the engine data, which is of great 

significance to the line maintenance of aero-engine. 

The innovations of the algorithm library are listed below: 

1) This algorithm library is specifically established for 

engine fault data detection. 

2) There are various of algorithms and comprehensive 

functions in the library, which can make an analysis from 

different angles. 

3) This algorithm library has been integrated into a 

python module, which is convenient for users to install and 

apply. 

In the case study part of the paper, the anomaly detection 

algorithms like GMM, WFCS, RF, MSET and MD have 

been discussed thoroughly, and the detection is performed 

based on the actual test data. The results show that the 

algorithm can effectively detect a variety of faults, including 

oil system faults and surge faults.  

The successful application of these algorithms proves 

the reliability and efficiency of the algorithm library, and 

establishes a foundation for our follow-up research on other 

types of fault detection. Although the method presented in 

the paper can perform in real time, various operating 

conditions still need to be investigated. The future research 

should focus on improving the accuracy of detection and the 

installation of new algorithms. 
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Abstract—The deep learning models have swept the field of 

intelligent fault diagnosis, especially the deep convolutional 

neural network (DCNN) with ability to automatically extract 

features from large-scale data. On one hand, as most of the 

existing DCNN models are specifically designed for image task, 

direct application of these models to machine fault diagnosis will 

cause domain bias. On the other hand, it is time-consuming and 

often dependent on expert knowledge to design a DCNN model 

for a given fault diagnosis task from a specific dataset. In this 

paper, a differentiable architecture search method through 

gradient optimization is proposed to design a new network 

model for aeroengine bevel gear fault diagnosis. This method 

can design efficient network from a complex search space for a 

specific dataset via constructing the hyper-network and 

gradient-based search strategy. The proxy model and 

optimization approximation are used to speed up the searching 

process. Compared with the traditional discrete neural 

architecture search methods, this method has great superiority 

in computational cost. The aeroengine bevel gear dataset is used 

to verify the performance of this method, and only 3 GPU hours 

are required for this dataset to search the optimized network. 

The proposed method achieves the state-of-the-art performance 

under different signal-to-noise ratios via comparisons with other 

mainstream manually designed networks. 

Keywords—fault diagnosis, deep convolutional neural 

network, differentiable architecture search 

I. INTRODUCTION 

The health state of the major equipment is highly 
concerned in modern industry, as its sudden shutdown or 
failure will bring serious economic losses and safety risks. 
Prognostic and Health Management (PHM) provides 
proactive decision making capability for maintenance by 
monitoring the operating condition of the equipment so as to 
reduce the maintenance cost. Fault diagnosis, as one important 
ingredient of PHM, is to identify the fault types and 
qualitatively determine the health states of equipment. It is 
located in the upstream of the whole PHM process to provide 
information for the subsequent prognosis and maintenance 
decision.  

With the development of intelligent sensing and artificial 
intelligence technology, machine learning (ML) algorithms 
have been widely used in fault diagnosis as the baseline, such 
as support vector machine [1] and tree-based methods [2]. 
However, since the feature extraction of the ML-based fault 
diagnosis is separated from the classifier, its performance is 
heavily dependent on the manual features. 

Deep learning (DL), especially deep convolutional neural 
network (DCNN), combines the feature engineering and the 
classification as an end-to-end optimization pipeline, to 
realize the automatic feature extraction from large-scale data. 
Therefore, the overall structure of DCNN can be divided into 
the deep feature extraction module and the shallow classifier 
module. The deep module extracts high-quality features from 
the input data through the convolutional layers, pooling layers, 
batch normalization layers, etc. Contrast with the shallow 
classifier module, the deep module affects the feature quality 
and is more worth studying. There has been several works on 
this perspective. Li et al. [3] proposed an adaptive channel 
weighted convolutional layer to rank the information 
importance of multi-source sensors. Hu et al. [4] proposed an 
improved deep module to extract multiscale features for the 
gearbox fault diagnosis. In fact, the performance of the deep 
module is mainly determined by the parameters in its 
architecture. This means that the feature engineering paradigm 
of ML is shifted to architecture engineering in DL. 

The DCNN firstly made a breakthrough in the field of 
computer vision (CV) and has been extensively used as the 
backbone. For example, the popular high-performance 
network architectures, such as VGG [5], ResNet [6] and 
Inception [7], have been adopted to the image data specifically. 
In fact, the architecture parameters of networks are complex, 
discrete and disordered hyper-parameters, required to be 
adjusted from multiple dimensions, such as depth, width and 
skip connection, etc. Therefore, the trial-and-error 
experiments are required to design corresponding network 
architectures for specific tasks, which is time-consuming and 
relies on expert knowledge. 

Additionally, the task of CV is to process the image with 
rich spatial information, while the task of fault diagnosis is to 
deal with time sequence signal. The direct application of 
networks from CV to fault diagnosis is a model migration 
process, which causes the domain bias. 

Neural architecture search (NAS) is a competitive 
approach for the aforementioned problem. It is an automated 
technique to design neural network for a specific dataset, and 
has achieved the state-of-the-art performance in image 
classification [8], object detection [9] and video understanding 
[10]. In addition to the CV tasks, NAS is also applicable to 
natural language processing [11] and speech recognition [12]. 
As a powerful automation tool for designing networks, NAS 
is bound to attract attention in various fields. 

Scholars engaged in PHM have gradually applied the NAS 
methods to fault diagnosis and prognosis. Wang et al. [13] 
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proposed a reinforcement learning-based NAS method for 
bearing fault diagnosis. Li et al. [14] used weight sharing 
strategy to speed up the searching process involved in NAS 
for gearbox fault diagnosis. Li and He [15] proposed a NAS 
method based on Bayesian optimization for remaining useful 
life prediction.  

According to the optimization methods, inchoate NAS can 
be divided into two groups: reinforcement learning-based [16] 
and evolutionary algorithm-based [17]. Both of them suffer 
from huge amount of computing resource consumption. 
Recent NAS research has focused on speeding up the 
searching and evaluation processes, such as weight sharing 
[18], proxy task [19], performance prediction [20], etc. 
However, all these methods involve an inevitable procedure 
that a large amount of candidate networks need to be trained 
from scratch. 

In this paper, we introduce an one-shot NAS method based 
on gradient optimization, called differentiable architecture 
search (DARTS) [21]. This method relaxes the search space 
by mixing the operators to construct the hyper-network, and 
then the gradient optimization can be used. As the hyper-
network contains all the candidate networks, this method 
avoids the cost of training the large amount of candidate 
networks from scratch. Therefore, DARTS is more efficient 
and resource-friendly than the previously nondifferentiable 
methods. The model proxy strategy and optimization 
approximation are used to speed up the searching process 
simultaneously. 

The rest of this paper is organized as follows. Section 2 
describes the search space, optimization method and speed up 
strategy of DATRS in detail. In section 3, we perform 
experimental verification on the multilevel signal to noise 
ratio (SNR) datasets. Finally, Section 4 summarizes the main 
conclusions of this paper. 

II. METHODOLOGY 

The proposed approach for aeroengine bevel gear fault 
diagnosis is described in Fig. 1. It consists of four steps: data 
acquisition and preprocessing, searching process, training the 
sub-network from scratch, and testing. The aeroengine bevel 
gear fault data in the testing bench are collected, and divided 
into train set, validation set and test set first. Then DARTS is 
used to search a customized network for this dataset. The train 
set is used to optimize the model weights and the validation 
set is used to optimize the architecture weights. After that, the 
customized network is trained from scratch based on the train 
set and validation set. Finally, the aeroengine bevel gear fault 
diagnosis is inferred based on the trained model.  

In this section, we focus on the optimization method of 
DARTS and briefly introduce its search space and speed up 
strategy. 

A. Search Space 

The search space represents the domain priori, which 
requires a manual assignment, and the operators in the search 
space have been designed and validated by the professional 
researchers in time and effort. Besides, the consistent search 
space ensures the comparability of various algorithms, which 
is conducive to the algorithm development. For different tasks, 
it is feasible to design the corresponding search space for NAS, 
and it is worth noting that the size and complexity of the search 
space determine the diversity of sub-networks and the 
computational cost of the searching process. 

Unlike simple parameters such as the number of filters or 
the number of layers, DARTS can design networks from a 
more complex search space, while ensuring sufficient 
candidates. The operators in the search space of DARTS are 
described in Table I. 
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Fig. 1. Proposed NAS-based intelligent fault diagnosis framework for aeroengine bevel gear 
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TABLE I.  THE OPERATORS IN THE SEARCH SPACE OF DARTS 

Operator Name Description 

None Zero 

Max_pool Max pooling 

Avg_pool Average pooling 

Skip_connect Identity mapping 

Sep_conv_3 Kernel size =3 separable convolutions 

Sep_conv_5 Kernel size =5 separable convolutions 

Dil_conv_3 Kernel size =3 dilated separable convolutions 

Dil_conv_5 Kernel size =5 dilated separable convolutions 

B. Gradient-based Optimization Method 

Instead of searching the global network directly, DARTS 
adopts the proxy model strategy searching only two types of 
periodic units, that is, normal cell and reduce cell. For instance, 
the normal cell and reduce cell are shown in the Step 2 of Fig. 
1, and their structures are both directed acyclic graph (DAG), 
which are composed of several nodes and edges. The 
difference is that the output dimension of normal cell is 
consistent with the input, while the number of channels in the 
output dimension of reduce cell is doubled and the length is 
halved. Therefore, there is no essential difference between 
normal cell and reduce cell in design. By changing the number 
of stacks, DARTS can obtain global networks of varying 
complexity. 

The first procedure is to construct a hyper-DAG, which 
contains all the candidate sub-DAGs. The principle of the 
hyper-DAG construction is that the input to the intermediate 
node is the output of all the previous nodes. For instance, as 
shown in the Step 2 of Fig. 1, the cell has 5 nodes and 9 edges, 
where {N0, N4} are the input and output nodes of the current 
cell, {N1, N2, N3} are the intermediate nodes, {E0, E2, E3, 
E4, E5} are the mixed operators edges, and {C1, C2, C3} are 
the connecting edges. The nodes represent different feature 
maps and the edges represent corresponding operations. The 
input node is a copy of the output node of the previous cell. 
The intermediate nodes represent the feature maps after 
complex operations in the search space. The connecting edges 
splice the feature maps of all the intermediate nodes into the 
output node of the current cell. The key point of the hyper-
DAG is the construction of the mixed operators edges, each of 
which is superimposed by all the operators in the search space 
multiplied by a coefficient vector called architecture weight, 
denoted as  . 

The forward calculation of each intermediate node in the 
cell can be formulated as: 

( 1) ( 1)
1

2 2

0 0

( ) ( ( )),   {1,2,3}
n n n n

n M i i

n m m i
i m

f x OP f x n
− −

− + +

= =

=     (1) 

where n denotes the order of the intermediate node, M is the 
size of the search space, and OP represents the corresponding 
operator.  

According to the design criteria of the hyper-DAG, the 
intermediate nodes of the cell are not independent, as the later 

nodes are affected by the previous nodes. Therefore, the 
forward calculation formula of the hyper-DAG is relatively 
complex. For convenience, the forward computation of each 
cell is simplified as: 
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where N is the number of intermediate nodes. All the   

vectors are spliced into a coefficient matrix, denoted as A, and 
each row of this matrix represents a mixed operators edge. The 
symbol   is defined as the interaction of the coefficient 

matrix and the search space.  

The secondary step is to optimize the coefficient matrix 
and select the operator with the maximum coefficient value 
from each mixed edge. As shown in the Step 2 of Fig. 1, there 
are three operators between N1 and N3 nodes, and the 

4

2 =0.6  operator is finally retained. Then, the final sub-DAG 

is obtained by selecting the maximum coefficient from each 
mixed edge. 

The searching process can be regarded as a bilevel 
optimization problem, as shown in the following equation: 

arg min ( ( ), )

      s.t.  ( ) arg min ( , )

A valid

w train

A L w A A

w A L w A

 



=

=
               (3) 

where w  is the weights of filters under fixed A, and A

denotes the optimized coefficient matrix. As a result, the 
searching process is reduced to the optimization of A. 

C. Speed Up Strategy 

To reduce computing costs, DARTS uses two speed up 
strategies: proxy model and bilevel optimization 
approximation. For the former, DARTS searches for a 
repeatable cell structure as mentioned above, and this strategy 
is also used in manually designed networks, such as ResNet 
and Inception. For the latter, DARTS alternates optimization 
by coupling the different optimization objectives of training 
and searching, which greatly speeds up the searching process 
at the expense of partial performance. 

Additionally, to accommodate large datasets, DARTS 
uses a dataset proxy (i.e. a small dataset) to search the 
optimized cell, and then stacks the deeper network to apply in 
the large scale dataset. It is worth noting that this strategy has 
implication for transfer learning based diagnosis, and Li and 
Peng [22] proposed a domain adaptation method based on 
DARTS. 

III. EXPERIMENTAL STUDY 

In this section, the aeroengine bevel gear dataset is 
collected and used to verify the performance of DARTS. The 
comparison experiments are also carried out on the four 
commonly used models, namely the standard DCNN, VGG11, 
ResNet18 and Inception. The standard DCNN has a series 
stack of 5 convolutional layers. The VGG11, ResNet18 and 
Inception are directly copied from a benchmark study [23]. All 
the experiments are running on the Ubuntu 18.04 GNU/Linux 
and GeForce RTX 2080Ti. 
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A. Data Description 

As shown in Fig. 2(a), the bevel gear is an important part 
of the aeroengine transmission system, so it is necessary to 
monitor its state. In the testing bench, as shown in Fig. 2(b), 
we set up four groups of bevel gear experiments in different 
states, each of which was operated at five rotational speeds 
respectively. The vibration signals were acquired by 
acceleration sensor, and the detection points are shown in Fig. 
2(c). The states and speed information are described in Table 
II. 

Fig. 2. The testing bench for aeroengine bevel gear. (a) Aeroengine bevel 

gear. (b) The testing bench. (c) Sensor position layout 

For each rotational speed, the ratio of train set and test set 
is 2:1, and one sample has 1024 points without data 
preprocessing or augmentation. Samples of different speeds in 
the same mode share the same label. Details are shown in 
Table II. Therefore, it can be seen as a multi-condition 
classification problem. 

B. Noise Addition 

To verify the performance of DARTS, different levels of 
Gaussian noise are added to the original signal according to 
the SNR equation described in Eq.(4), and the added SNR in 
this study are {-10dB, -5dB, 0dB, 5dB, 10dB} respectively. 

10( ) 10log ( )
signal

noise

P
SNR dB

P
=                           (4) 

where Psignal is the signal power, Pnoise is the noise power. 

C. Results 

During the searching process of DARTS, the cell is 
defined with two input nodes and four intermediate nodes. The 
search space, as shown in Table I, has seven operators and a 
special zero operator. Additionally, the same hyper-parameter 
strategy is applied to the training process of all the models, 
including SGD optimizer, cosine annealing learning rate and 
gradient clipping. In order to eliminate the randomness of the 
results, the final accuracy is the average of the last 10 epochs. 

Multiple optimized sub-networks for different SNR 
datasets are searched based on DARTS. The sub-network 
corresponding to the -10dB SNR is shown in Fig. 3. It is worth 
noting that DARTS will search a customized network for each 
SNR dataset. According to the experiments, generally, only 3 
GPU hours are required for DARTS to design high-
performance network for this dataset. 

The experimental results of DARTS and the commonly 
used models are shown in Table III. As can be observed from 
these results that with the increase of noise, the accuracy of all 
models decreases. The accuracy of the standard DCNN 
decreases the most, while that of DARTS decreases the least. 
However, we can see that DARTS outperforms other popular 
manually designed networks at the same noise level. Besides, 
DARTS is very competitive in model size compared with 
other networks, and the lightweight model has superiority 
when applied to the resource-constrained scenarios. 

It is also interestingly found that ResNet18 and Inception 
perform less well than the standard DCNN under certain SNR. 
As mentioned above, the architectures of these two networks 
are tailored to datasets in the CV domain, which are suitable 
for processing images with rich spatial information. The 
particular tricks are used to fit the open source image datasets. 
For instance, ResNet and Inception both use specific 
parameter initialization methods that are statistically 
significant for image. More directly, ResNet will initialize 
some special layers with special parameters to improve 
accuracy by 0.2% on the open source image dataset. 
Obviously, these tricks are not suitable for the vibration signal, 
and the result shows that the performance of these two 
network architectures is also unsatisfactory. In fact, it is more 
appropriate to learn the core concepts of these network 
architectures, such as the identity mapping of ResNet and the 
multi-solution channel of Inception. Then, NAS provides an 
efficient way to design task-specific network from these 
concepts. 

TABLE II.  THE AEROENGINE BEVEL GEAR DATASET 

Data Type 
Health 

state 

Broke 

Teeth 

Tooth 

surface 

wear 

Overhaul 

Rotational 

speed 
500/1000/1500/2000/3900rpm 

Samples 

for training 
600*5 600*5 600*5 600*5 

Samples 

for testing 
300*5 300*5 300*5 300*5 

Label 0 1 2 3 

 
Fig. 3. The normal cell (left) and reduce cell (right) for the dataset with -10dB SNR. For each cell, {input0, input1} are the input nodes, {0, 1, 2, 3} are 

the intermediate nodes and {output} is the output node. It is worth noting that there are 2, 3, 4 and 5 edges for intermediate nodes respectively. After 

further filtering, each intermediate node retains only two selected edges with the maximum coefficient from the mixed edges. 

 
(a)                               (b)                                 (c) 
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IV. CONCLUSION 

This paper proposes a differentiable NAS method for 
aeroengine bevel gear fault diagnosis, which is very efficient 
and resource-friendly to design a customized network for a 
specific dataset. This NAS method is applicable not only to 
the trunk model for fault diagnosis, but also to other sub-tasks 
of PHM. In addition, the experimental results show that our 
method is more effective than other manually designed 
models in fault diagnosis under low SNR. 
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TABLE III.  THE EXPERIMENTAL RESULTS 

Model Name Model Size 
SNR Level 

Noise free 
-10 -5 0 5 10 

DCNN 6.4M 36.20(0.15) 62.79(0.07) 87.02(0.01) 96.16(0.01) 99.09(0) 99.67(0) 

VGG11 31.3M 44.49(0.09) 65.74(0.06) 88.02(0.02) 96.53(0.1) 99(0.01) 99.59(0.01) 

ResNet18 15.4M 44.37(0.13) 65.28(0.04) 86.08(0.05) 94.99(0.02) 98.11(0.01) 99.37(0.01) 

Inception 3.3M 48.35(0.12) 64.72(0.08) 82.21(0.03) 92.76(003) 96.58(0.02) 99.22(0) 

DARTS 6.3M 50.85(0.65) 69.69(0.15) 90.32(0.27) 97.19(0.04) 99.49(0) 99.71(0.03) 
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Abstract—The automatic extraction and learning features 

relying on artificial intelligence algorithms replace traditional 

manual features. More effective feature expression improves the 

performance of machine fault diagnosis with fewer 

requirements for labor and expertise. However, the present 

models only can process the data in Euclidean space. The 

relations between data points are ignored for a long time, which 

can play a significant role in distinguishing diverse faults 

patterns. To combat this issue, a novel model for bearing faults 

diagnosis is proposed by incorporating the horizontal visibility 

graph (HVG) and graph neural networks (GNN). In the 

proposed model, time series is converted to graph retaining 

invariant dynamic characteristics through the HVG algorithm, 

and the generated graphs are fed into a designed GNN model 

for feature learning and faults classification further. Finally, the 

proposed model is tested on two actual bearing datasets, and it 

shows state-of-the-art performance in the bearing faults 

diagnosis. The experimental results demonstrate that extracting 

relation information using HVG benefits bearing faults 

diagnosis. 

Keywords— rolling bearing, fault diagnosis, horizontal 

visibility graph (HVG), graph neural networks (GNN) 

I. INTRODUCTION 

With mechanical equipment becoming larger, high-speed, 
more precise, and high automation, the impact and harm 
caused by equipment failure is getting more and more serious, 
such as equipment damage, system collapse, and production 
stagnation. Therefore, the health management of mechanical 
equipment in intelligent manufacturing has become one of the 
key problems to be solved urgently in the system intelligence. 

Traditional mechanical fault signal processing methods 
mainly focus on the time domain, frequency domain, and 
time-frequency domain, which can combine with machine 
learning methods such as multi-layer perceptron (MLP), 
support vector machine (SVM), and Bayesian estimation to 
diagnose the data with obvious features and simple patterns. 
With the rapid development of artificial intelligence, 
intelligent algorithms represented by deep learning have 
gradually emerged in the area of fault diagnosis [1], for 
instance, convolutional neural networks (CNN) [2], [3], 
automatic encoders (AE) [4], generative adversarial networks 
(GAN) [5], etc. Current feature extraction algorithms are 

aimed at the data value itself, but the ability to extract relations 
and structure between the data is limited. 

In recent years, there is a growing interest in analyzing 
time series using complex networks in some specific domains. 
The common methods for transforming time series into graph 
representation are recurrence networks, transition networks, 
and visibility graphs [6] in terms of different principles. The 
application of the graph model in fault diagnosis has just 
getting started. Gao et al. divided the non-stationary periodic 
signal into a single period and utilized the graph structure to 
detect the change of mechanical equipment’s working states 
[7]. Gao et al. transformed the original vibration signal to 
graph domain, and used graph Fourier transform to extract the 
graph spectrum coefficients for fault diagnosis [8]. 
Furthermore, the total variation which reflects the smoothness 
of graph signals served as the indicator to distinguish different 
rolling bearing faults signals [9]. 

Unlike the data in Euclidean space, the data in non- 
Euclidean space contain the complex structure and abundant 
relation information, such as the physical system, molecular 
fingerprint, social networks, recommendation systems, etc. 
The relational data pose a great challenge for previous 
machine learning and deep learning algorithms. Graph neural 
networks (GNN) emerging as a specialized graph signal 
processing algorithm have gained extensive attention from 
researchers [10]. GNN can achieve more effective data 
relationship extraction and inference by aggregating the 
information of the node’s neighbors at any depth. At present, 
the main GNN models can be classified into four categories: 
recurrent GNN, convolutional GNN, graph auto-encoders, 
and spatial-temporal GNN [11]. GNN has been successfully 
applied in the field of physical models [12], chemical structure 
[13], social networks [14], natural language processing [15], 
image classification [16]. 

As a deep learning method based on graph domain, GNN 
has convincing performance and high interpretability in graph 
data learning, but there is barely any research about the 
application of GNN in intelligent diagnosis of mechanical 
equipment. In this paper, we devote to explore the feasibility 
of GNN in rolling bearing fault diagnosis. By the HVG 
algorithm, the original vibration data are converted to a whole 
graph composed of the numerical value and connections 
between the data. A GNN model is designed for the graph 
classification referring to the state-of-the-art model GIN. 
Experiments on two bearing datasets are conducted to verify 
the effectiveness of GNN in fault diagnosis. Besides, the 
comparison with MLP, recurrent neural networks (RNN), and 

*Ruqiang Yan is the corresponding author. (e-mail: ruqiang@seu.edu.cn) 
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its variants are given to demonstrate the improvement causing 
by the introduction of data relations. 

II. THEORETICAL BACKGROUND 

The HVG algorithm proposed by Luque et al. is based on 
the visibility graph [17], [18]. The HVG algorithm maps the 
time series into graph in non-Euclidean space based on the 
horizontal relationship between data points. A graph G can be 
denoted as G = (V, E), where V={v1, v2, …, vN} is the set of N 
nodes, E={eij| vi and vj are linked} is the edge set. Suppose a 
time series has N data points with values X={x1, x2, …, xN}, 
and the nodes are the discrete data points with the feature of 
corresponding data value. According to the horizontal 
visibility criterion, two nodes are considered linked only if a 
horizontal line connects xi and xj without intersecting by any 
intermediate data height, i.e., the following geometrical 
relationship is satisfied  

 , ,   all ( , ).i j nx x x n i j   () 

An illustration of the algorithm is given in Fig. 1. The top 
shows the histogram of a sampled time series {0.8, 0.3, 0.7, 
0.6, 0.5, 0.9}. The edge exists when the bar heights of the two 
nodes are higher than any other data heights between them. By 
connecting the bars and the horizontal lines as the nodes and 
edges, the HVG can be generated as shown in Fig. 1(b). 
Naturally, the HVG possesses connectivity, invariance under 
affine transformations, and other characteristics. Graph neural 
networks is a feasible approach to deal with the HVG. 

GNN, as a rising neural network inspired by Graph 
Embedding and CNN, shows a powerful ability to learn graph 
in the non-Euclidean space. Passing messages along edges can 
obtain representation and extract features of the nodes and 
graph [19]. A graph G = (V, E) with N nodes has a node feature 

matrix N FX  , where F is the dimension of the node 
feature vector. GNNs embed the node feature representing as 
a hidden state hv along the graph topology. The forward pass 
of current GNNs models follows the aggregation and readout 
strategy. In the first phase, the node features are updated by 

aggregating the information of its neighbors, the k-th 
propagation is formulated as [19], [20]: 

  ( )( ) ( ) ( 1)AGGREGATE : ( )k k k

v um h u v−=    () 

 ( )( ) ( ) ( 1) ( )COMBINE ,  k k k k

v v vh h m−=  () 

where ( )k

vm  is the passing message generated by adjacent 

nodes, ( )v  is the neighbor set of node v, ( )k

vh  is the output 

feature of node v in the k-th layer, and (0)

vh  is initialized with 

xv. Through the k iterations of aggregation, the node feature 
can fuse the information within its k-hop neighbors, i.e., the 
receptive filed reaches to k-hop neighbors. For node-level 
tasks, the node label yv can be inferred by the final node 
representation: yv = f(hv). For the graph-level tasks, a graph 
representation hG is further required, which will be computed 
in the second phase through a READOUT function: 

  ( )( )READOUT | .k

G vh h v G=   () 

The choices of the AGGREGATE function, COMBINE 
function, and READOUT function have a great effect on the 
learning ability of GNNs. Apart from differentiable 
characteristic, the READOUT function also needs to be 
invariant to node permutations. Most representative GNNs 
models can be reformulated to the aggregation framework. 
The propagation rule of Graph Convolutional Networks 
(GCN) [21] utilizes the first-order approximation of spectral 
graph convolution: 

  ( )( ) ( 1)ReLU MEAN , ( ) { }k k

v uh W h u N v v−=      () 

where W is a learnable matrix, MEAN denotes the mean 
aggregator. GraphSAGE, an inductive framework, analyzed 
the Mean aggregator, LSTM aggregator, and Pooling 
aggregator [14]. The Pooling aggregator had the best 
performance in experiments, where a max-pooling operator 
served as the aggregator: 

 ( ) ( )( ) ( 1)MAX ReLU , ( ) .k k

v um W h u v−=     () 

Motivated by the Weisfeiler-Lehman (WL) graph 
isomorphism test, Xu et al. point out that the upper bound of 
the GNNs based on nodes aggregation is the WL test if the 
aggregator and graph-level readout functions are injective [20]. 
Based on this theorem, a simple but effective architecture, 
Graph Isomorphism Network (GIN) is developed to capture 
dependencies of isomorphic graphs. Considering the universal 
approximation of MLP, MLP is used to model the aggregation 
and combine functions: 

 ( )( ) ( ) ( ) ( 1) ( 1)

( )

MLP +k k k k k

v v u

u N v

h h h − −



 
=  + 

 
1  () 

where  is a learnable or fixed parameter. Because the sum 
operator is injective, it is selected for aggregator instead of 
max or mean. GIN achieves state-of-the-art performance on 
several graph classification benchmarks.  

III. MODEL ARCHITECTURE 

Normally, the working condition is monitored by sensors, 
thus, the potential fault information lies in the sampled time 
series. Through the HVG algorithm, we can transform a time 
series sample into a graph with condition-specific topology, 
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and the sampling point value is treated as the corresponding 
node’s feature. In this way, the fault diagnosis is converted to 
a graph-level classification task. To obtain the graph feature, 
we design a deep GNNs architecture based on the GIN model, 
which consists of three main parts: GNN layers, a global 
pooling layer, and two fully connected (FC) layers. The 
illustration of the GNNs architecture is shown in Fig. 2.  

The GIN aggregator has been adjusted to better adapt to 
bearing faults data, but still employs injective functions. The 
MLP is replaced by 1-layer perceptron, i.e., a linear mapping 
function. While the representation ability of the 1-layer 
perceptrons is considered insufficient, it brings the equivalent 
performance as well as a stable training process on our bearing 
datasets. The sum aggregator is chosen the same as GIN and 

 is fixed to 0. Thus, the aggregation of the GNN layer is 
defined as follows: 

 ( ) ( ) ( 1) ( 1)

( )
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After passing the nonlinear activation function ReLU and a 
batch normalization layer, the aggregated graph is input into 
the next aggregation layer. By stacking multiple aggregation 
layers, the node feature can merge with the graph structure. 
Then, to get the entire graph representation rG, the node 
features go to a global sum pooling layer: 
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After adding node features across the node dimension, one can 
get the entire graph feature to infer the fault type. The graph 
label is finally inferred by two FC layers with softmax 
function.  

The negative log-likelihood (NLL) loss function 
calculates the negative log value of probability predicted by 
the softmax layer: 

 ( ) log( )G GL y y= −  () 

where yG is the predicted label. 

IV. EXPERIMENTS 

To validate the effectiveness of the proposed method, we 
perform the experiments on two actual bearing datasets: Case 
Western Reserve University (CWRU) bearing dataset and 
Southeast University (SEU) bearing dataset. The comparative 
experiment with MLP is performed to highlight the influence 
of the latent structure of the time series. Moreover, we also 
analyze the feature extraction ability of different numbers of 
aggregation layers. 

A. Datasets 

1) CWRU bearing dataset 
CWRU bearing dataset is a public dataset for bearing 

faults diagnosis, which has been tested a lot in previous 
research [22]. The bearing experiments were carried out on a 
2 hp electric motor, and the vibration data were collected using 
accelerometers deployed on both the drive end and fan end of 
the motor housing as shown in Fig. 3. The faults were set 
manually by electro-discharge machining with different 
damage intensity. In our experiments, data in load 2 hp with 
three fault diameters: 0.1778 mm (0.007 inches), 0.3556 mm 
(0.014 inches), 0.5334 mm (0.021inches) are selected, and 
each fault diameter corresponds to three fault types. Thus, it 
becomes a ten-class classification task, and each class contains 
100 samples. 1024 data points are partitioned to one sample 
with the sampling rate of 12000 Hz. The data adopted in the 
following experiments are listed in TABLE I.  

2) SEU bearing dataset 
The SEU bearing fault simulation data are collected on 

Drivetrain Dynamics Simulator (DDS). As depicted in Fig. 4, 
DDS consists of a motor, a planetary gearbox, a parallel 
gearbox, a brake, and controller modules, which can simulate 
different kinds of faults of gearboxes and bearings. The 
acceleration sensors are mounted on the drive motor, planetary 
gearbox, and parallel gearbox, respectively. Setting the 
rotating speed and load to 30 Hz and 2 V, the data of each 
bearing fault type are acquired at a sampling rate of 5120 Hz. 
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Fig. 2. The proposed GNNs architecture for fault diagnosis 

 

Fig. 3. CWRU bearing test rig [22] 

TABLE I.  CRWU BEARING FAULT TYPES DESCRIPTION 

Types Description Sample size 

Normal Healthy bearing 100 

BE 
Ball element faults with 3 

fault diameters 
100*3 

IR 
Inner race faults with 3 fault 

diameters 
100*3 

OR 
Outer race faults with 3 fault 

diameters 
100*3 
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The same as CRWU datasets, a sample contains 1024 
sampling points, and four types of failures and one health 
condition constitute the five-class classification task. The 
detailed information of the fault types is listed in TABLE II. 

B. Experiment Configuration 

In the experiments, at most 4 aggregation layers are 
stacked, followed by one global sum pooling layer and 2 FC 
layers for feature mapping and probability calculation. To 
analyze the improvement brought by the graph structure, we 
use MLP with equal layers as the baseline. The layer type and 
numbers are used to identify the neural networks architecture, 
such as 3GNN-2FC denoting 3 GNN layers and 2 FC layers. 

Batch normalization is incorporated after every hidden 
layer. The hyperparameters are tuned through repeated 
experiments. The hidden unit size in the GNN model is 
determined to be 16, while MLP is 128. Adam optimizer with 
learning rate 0.005 and batch size 32 remain unchanged in 
both two datasets. The data are split for training, validation, 
and test with the percentages of 0.8, 0.1, 0.1. The training 
process stops when the validation accuracy does not improve 
for 10 epochs. For an accurate comparison, the final results 
average the accuracies of 10 repeated experiments with 
random data splitting. The model is implemented using 
Pytorch Geometric libraries [23]. 

C. Results 

Through transforming time series to graph using the HVG 
algorithm, the topology relation among the data can be 
introduced into the data. To investigated whether the HVG has 
extracted extra useful information, the proposed GNN 
designed for learning graph data is compared with the MLP 
model where only the samples’ numerical values are input. 
The classification accuracies of the designed model and MLP 
are shown in Fig. 5 and Fig. 6 (CRWU and SEU bearing 
dataset). Intuitively, the proposed GNN model outperforms 
the MLP with equal layers. Stacking more MLP layers, there 
is no obvious increase in classification accuracy. However, the 

aggregator can capture longer dependency of nodes and obtain 
more helpful features using deeper GNN layers. The GNN 
model has a satisfying performance even only containing a 
single aggregation layer. The fault diagnosis ability is 
improved greatly because of the introduction of geometry 
between data. 

RNN has been studied extensively as an effective solution 
to time series analysis [24]. Several variants are proposed 
based on RNN, such as gated recurrent units (GRU) networks, 
bidirectional gated recurrent units (BiGRU) networks, and 
local feature-based gated recurrent units (LFGRU) networks 
[25]. These models can capture the temporal dependency 

Motor
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Gearbox

Parallel 

Gearbox

Brake

Brake 

Controller

Motor 

Controller

 

Fig. 4. SEU gearbox test rig 

TABLE II.  SEU BEARING FAULT TYPES DESCRIPTION 

Types Description Sample size 

Normal Healthy bearing 800 

Ball Ball element fault 800 

Inner Inner ring fault 800 

Outer Outer ring fault 800 

Combination Inner and outer ring faults 800 

 

 

Fig. 5. Average accuracy and standard deviation of 10 repeated 

experiments on CWRU bearing dataset 

 

Fig. 6. Average accuracy and standard deviation of 10 repeated 

experiments on SEU bearing dataset 

TABLE III.  CLASSIFICATION ACCURACY COMPARISON ON SEU 

BEARING DATASET 

Models Accuracy 

RNN [25] 0.920 

GRU [25] 0.924 

BiGRU [25] 0.936 

LFGRU [25] 0.940 

3GNN-2FC (Ours)a 0.950 

4GNN-2FC (Ours) 0.974 

a. 3GNN-2FC denotes 3 GNN layers and 2 FC layers 
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between input data. Further, we compare the presented model 
with RNN and its variants, as exhibited in TABLE III. The 
proposed model performs better than RNN baselines when 
stacking 3 GNN layers and 4 GNN layers. The improvement 
attributes to the strong data representation ability of HVG and 
GNN. 

V. CONCLUSION 

A new model for bearing faults diagnosis based on HVG 
and GNN is presented in this paper. The original data series 
are first transformed to graphs in non-Euclidean space 
according to the visibility between data points. To extract the 
underlying features of the graph, GIN is modified to learn the 
graph feature generated from the vibration signal. Two 
bearing datasets are involved to validate the performance of 
the proposed method. The experimental results show that the 
transformation of HVG provides extra useful information for 
the classification comparing to pure numerical information. 
The GNN model also has superiority over RNN, and its 
variants. In future works, the weighted HVG and limited 
penetrable HVG will be investigated, and a more efficient 
GNN architecture will be explored to fit the characteristics of 
HVG. 
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Abstract—Machine learning, especially deep learning, have 

been extensively applied and studied in the area of machine 

health monitoring in the recent “big data” era. For machine 

health monitoring systems (MHMS), the major efforts have 

been put in designing and deploying more and more complex 

machine learning models which are also called as black-box 

models considering they are non-transparent towards their 

working mechanism. However, this research trend brings huge 

potential risk in real life. Since machine health monitoring itself 

is a high-stake decision scenario, the decision of the autonomous 

monitoring system should be trustworthy and reliable, which 

refers to obtain explainability. Then, it comes to the following 

key question: Why the deployed MHMS predict what they 

predict. In this paper, we shed some lights on this meaningful 

research direction: explainable machine health monitoring 

systems (EMHMS). In EMHMS, the machine doctor could act 

like a real doctor who can only make diagnosis but also describe 

the patient’s symptoms. First, we propose a specific 

convolutional neural network (CNN) structure, named as 

DecouplEd Feature-Temporal CNN (DEFT- CNN), balances 

precision-explainability trade-off. Specifically, features and 

temporal information will be encoded in different stages of our 

model. Second, to explain the decision of the model, we adopt 

the gradient-based methods to generate features and temporal 

saliency maps highlighting which kind of features and time steps 

are key for the model’s predictions. At last, we conduct the 

experimental studies in the CWRU bearing fault diagnosis 

dataset to verify the effectiveness of our proposed framework. 

Keywords—machine health monitoring, deep learning, 

convolutional neural network, explainable machine learning 

I. INTRODUCTION  

In the field of machine health monitoring, deep learning 
systems built upon industrial big data have been pervasive 
across various applications [1]–[4]. For example, Georg et al. 
adopted deep neural network for condition monitoring in wind 
turbine [5]. Xiao et al. combined recurrence quantification 
analysis and long short-term memory (LSTM) for fault 
diagnosis of induction motors [6]. To classify online tool wear 
during dry machining, Terrazas et al. utilized convolutional 
neural network (CNN) based real-time cutting force 
measurements [7]. In addition to diagnosis, Chen et al. 
proposed a novel attention-based deep learning model for 
machine remaining life prediction [8]. Li et al. [9] proposed a 
CNN with time-frequency domain features for rolling 
bearing’s RUL prediction. All these previous studies validate 
the effectiveness of deep learning systems in the application 
of machine health monitoring. Although the reported 

performance metrics such as training and testing accuracies in 
diagnosis tasks are very high and convincing, the deployment 
of these powerful deep learning algorithms in real industrial 
environments have been lagging compared to other 
applications such as recommendation in E-commerce 
platforms and machine translations. It is because that machine 
health monitoring is one of high-stake decision scenarios 
where any potential mistakes may lead to catastrophic 
outcomes. Since these complex models cannot provide any 
explanations for users to understand models’ predictions (e.g., 
why the model predicts a inner race fault for a gearbox), users 
cannot rely on and trust these machine health monitoring 
systems. In contrast to these deep learning based MHMS, 
traditional machine health monitoring and fault diagnosis 
techniques can provide intuitive explanations and justify the 
models’ predictions [10], [11]. For example, signal processing 
techniques can be adopted to extract some metrics and the 
abnormal working condition may be inferred based on the 
value range of pre-defined working circumferences. However, 
these previous approaches have limited precision and 
scalability due to the requirement of intensive expert efforts. 

In this paper, we propose a novel approach named 
DecouplEd Feature-Temporal CNN (DEFT-CNN) to solve 
the above trade-off problem between precision and 
explainability in the application of machine health monitoring. 
The proposed framework is applicable for all machine health 
monitoring tasks where the input data are vibration sensory 
data. For each data sample, local features extraction is 
conducted firstly to obtain a sequence of feature vectors which 
contain two directions: features and temporal ones, as shown 
in Figure1. The details will be presented in the following 
sections. In computer vision, the conventional CNN has 
shown powerful capability to learn meaningful 
representations from images by capturing spatial relationships 
of pixels across rows and columns of an image. In our 
proposed DEFT-CNN structure, there are two kinds of 
convolutional layers: one is to focus on feature direction while 
the other one is to focus on time axis, which is also called 1D 
convolutional layer. The decoupled domain-temporal 
modelling design is able to provide separate explanation 
focusing on features and temporal information. In our 
framework, one of the gradient-based methods named 
Gradient-weighted Class Activation Mapping (Grad-CAM) is 
adopted to explain the model decisions [12]. In our proposed 
CNN structure with Grad-CAM, features and temporal 
saliency maps can be visualized and pointed out which 

*Zhenghua Chen is the corresponding author. (chen0832@e.ntu.edu.sg). 
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features and time segments are discriminative over model 
predictions. What is more, users are able to gain insights into 
the inner information flow in the deep learning model and find 
directions for model optimization, bias removal and model 
debugging. At last, the trust of the users could be built by 
providing explanations of the model decisions, which is vital 
for the application of deep learning systems in the field of 
machine health monitoring. The contributions of our work 
could be summarized as the following aspects: 

• Introduce one gradient-based deep learning explanation 

method, i.e., Grad-CAM, to understand the 

contributions from features and temporal directions in 

machine health monitoring tasks. 

• Design the specific network structure of CNN, i.e., 

DEFT-CNN, so that the attributions from domain 

features and time dynamics could be analyzed and 

understood separately. 

• The proposed framework achieves a good balance be- 

tween precision and explainability and is applicable to 

all machine health monitoring tasks that the input data 

are sensory time-series data. 

II. RELATED WORKS 

In this section, a brief review of deep learning explanation 

techniques and the relevant applications on machine health 

monitoring systems is presented. 

A.  Explainable Machine Learning 

The raid growth applications of machine learning, 

especially deep learning models in high-stake decision areas 

such as healthcare, finance and machinery health monitoring, 

raises  the requirements of understanding complex models. 

For deep learning, there are two main categories of 

interpretable deep learning techniques: perturbation-based 

methods and gradient- based methods [13], [14]. Our adopted 

technique Grad-CAM belongs to the latter one: gradient-based 

methods. 

Perturbation-based Methods: To capture the attributions of 

input features towards model predictions, the input data are 

perturbed and fed into the model to monitor how the model’s 

predictions change. Zintgraf et al. modified the input image by 

moving a grey patch occluding part and visualized the 

locations of patches that are responsible for the correct 

predictions [15]. Most of these methods are not model-

specific techniques so that the same technique can be applied 

to any kinds of machine learning models (not limited to deep 

learning models). Local interpretable model-agnostic 

explanations (LIME) proposed by Ribeiro et al. was aimed at 

explaining the predictions of any black-box classifiers based 

on the assumption that complex black-box models may be 

linear and simple locally [16]. The first step of LIME is to 

generate a new dataset containing permuted samples near the 

neighbor of the original samples and the corresponding 

predictions of the interested black-box models. Then, an 

intrinsic interpretable model such as decision tree or lasso 

regression model is trained over this new dataset. From the 

intrinsic interpretable model, the feature importance of the 

interested sample could be approximated. Except LIME, 

Scoped Rules (Anchors) and SHapley Additive exPlanations 

(SHAP) are other popular model-agnostic methods [17], [18]. 

Although perturbation-based methods have high flexibility 

that are applicable to all black-box models, their efficiency is 

limited especially when the input data are in a high 

dimensionality space. 

Gradient-based Methods: Gradient-based methods are 

focusing on computed gradients during backpropagation to 

understand the information flow through neural networks. The 

gradients of errors with regards to each layer are used to 

update the weights of corresponding layer to make the 

predicted value closer to the ground truth. What is more, the 

gradients of the error regrading to the input features are related 

to the contributions for all input features: the larger the 

gradient, the more informative of the corresponding input 

features toward the specific output. The intuitive explanation 

lies that those gradient values describe how each input feature 

should change in order to make the model prediction closer to 

the label. As a result, the core idea behind gradient-based 

methods is that the magnitude of the gradients received by 

each input features with regard to a data point and its label can 

be used as a proxy to measure the importance of the 

underlying feature towards the identification of the label under 

consideration. However, these gradient values cannot be 

directly used as understandable measures of the input features. 

Different approaches corresponding to different post-

processing and transformations of these gradients are 

proposed to turn them into meaningful attribution maps of the 

input features, which is also called salience maps [12], [19]–

[21]. In our framework, Grad-CAM is selected considering 

that it is designed for CNN architectures and able to provide 

explanation in a very efficient way. In addition, our proposed 

framework is related to one recent work that also combined 

CNN and Grad-CAM to explain time series prediction [22]. In 

the application of machine health monitoring, the DEFT-CNN 

is built upon local feature extraction from time, frequency and 

time-frequency domains specialized for vibration signals. 

B. Explainable Machine Health Monitoring System 

During the recent years, various state-of-the-art deep 

learning models have been applied in machine health 

monitoring. Among these previous works, some research 

shares simi- lar motivations with our works, i.e., exploring 

explainable machine health monitoring systems. Kraus et al. 

proposed a structured-effect neural network for remaining 

useful life (RUL) prediction, where model parameters are 

estimated by variational Bayesian inferences [23]. Compared 

to deep learning, Bayesian neural network is able to have a 

posterior inference that can capture uncertainty. Except 

Bayesian ma- chine learning that is good at uncertainty 

modelling, it cannot provide any explanations behind why the 

model makes such decisions. In [24], Lee et al. proposed a 

framework consisting of an autoencoder and a feedforward 

neural network to estimate the remaining useful life (RUL) of 

rotating machinery and the octave-band filtering was adopted 

to compress the sizes of the model and features to improve the 

explainability level. However, in their proposed framework, 

the features are limited to be power spectra of vibration signals 

due to the utilization of the octave-band filtering. John et al. 

adopted Layer-wise Relevance Propagation to explain the 

behavior of CNN that takes time-frequency spectra images as 
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inputs [25]. Different from their study, our proposed work is 

more flexible that can utilize time domain, frequency domain 

and time-frequency domain features. 

III. DECOUPLED  FEATURE-TEMPORAL CNN 

In this section, our proposed DEFT-CNN is firstly 

presented. The key characteristic of the proposed structure is 

that the feature and temporal information are captured by 

different convolutional layers. It leads to the independent 

application of Grad-CAM on these two layers to estimate the 

contributions from feature and time dynamics instead of a 

joint effect. 

Convolutional neural networks (CNNs) have been one of 

the most widely used deep learning models in the application 

of machine health monitoring since they are able to find 

patterns hidden in the input data. In the field of computer 

vision, there were previous works focusing on saliency maps 

that highlighting the important region in the input image for 

model prediction. However, it is challenging to utilize those 

frameworks directly in machine health monitoring, 

considering the input sensory data are time series data and 

most of them have multiple variate at each time step. Even 

though the input data are usually formed in a matrix, the two 

axis: feature and temporal directions should be considered 

independently. It motivates the development of the DEFT-

CNN. 

Similar to the work in [26], local feature extraction is 

applied on the sensory input. As shown in Figure 1, the 

original univariate time series data is transformed into a short 

sequence of feature vectors that usually consists of features in 

time, frequency and time-frequency domains. Then, the input 

data into the following CNNs is in the shape of 𝐱 ∈ ℝ𝑇×𝑑 . 

Here, 𝑇  and 𝑑  denote the length of the sequence and the 

number of features at each time step. 

As shown in the Figure 2, the DEFT-CNN learns abstract 

representations from features and temporal directions, 

respectively. The first convolution layer utilized a 2D filter 

whose filter size is. By setting the second dimension of the 

filter size to 1, the convolution operation is able to capture 

each feature independently. It enables the following gradient 

based method to compute the attention value of each single 

feature and generate the feature saliency map. The first 2D 

convolution layer is followed by a 1 × 1 convolutional layer 

which was firstly proposed in the inception architecture [27] . 

By setting the number of filter to 1, the dimensionality of 

feature map space could be reduced to 1 while the spatial 

dimension space is kept unchanged. The benefits are two-

folds: first, the 1D convolutional layer could be applied on the 

output of the 1 × 1 convolutional layer; second, the reduced 

model complexity could overcome the potential overfitting 

problem. The third convolutional layer is a 1D convolutional 

layer, sliding the filter from the beginning of the time step to 

the ending of the time step. The filter will take all features in 

certain time steps and only differentiate time steps. Therefore, 

by computing the gradient flow of this convolutional layer, the 

temporal saliency map can be generated which could be used 

to explain which time segments are important for model 

prediction. After flatten, all generated feature maps are 

concatenated into a vector which can be fed into fully 

connected layers and a softmax layer as the top layers to 

predict targets. 

The adopted gradient-based explainability technique here 
is named gradient-weighted class activation mapping (Grad-
CAM) [12]. Grad-CAM utilizes the gradient flow from 
output neurons backpropagated into the convolutional layer 
to understand model predictions. Firstly, the gradients of the 
score for the predicted class 𝑦𝑐 with respect to all features 
maps generated by a certain convolutional layer are 
computed. Here, 𝑐 denotes the index of the predicted class 

while 𝐴𝑘 represents the k-th feature map generated by the 
corresponding convolutional layer. Via global average-
pooling operation over the spatial dimension of the feature 
map, the importance score of the feature map for the target 
class could be computed as follows: 

1c c
k k

i j ij

y
a

Z A


=


                    (1) 

Then, with the computed scores as weighting terms, a 
weighted linear combination of feature maps could be 
computed and followed by the ReLU function as: 

c c k

k

k

L ReLU a A
 

=  
 
                   (2) 

The ReLU function is able to filter features that have 
negative effects on the class of interest and render better 
visualization. By checking the output matrix Lc, the values 
in the areas of the input data are positively related to 
contributions toward the class of interest. Due to the 
decoupled structure in our proposed framework as shown in 
Figure 2, the Grad-CAM technique could be applied over the 
outputs of the first convolutional layer and the third 1D 
convolutional layer regarding to the class of interest, 
respectively. Then, feature saliency map and temporal 
saliency map could be generated to help us understand which 
features and time segments are most useful for model 
predictions. Therefore, our proposed framework is able to 
achieve a good balance-off between precision and 
explainability.  

 

Fig. 1.  Illustration of adopted local feature extractions. 

 

Fig. 2. Illustrations of the proposed DEFT-CNN. As shown in the figure,       
the numbers k, s and h are hyper-parameters for the first 2D convolutional 
layer. And the number k1, s1 and h1 are hyper-parameters for the third 1D 
convolutional layer. 
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IV. EXPERIMENTS 

In this section, our proposed framework is validated in one 
real dataset for rolling element bearing diagnosis from the 
Case Western Reserve University (CWRU) Bearing Data 
Center. The CWRU data has been a benchmark and standard 
dataset for machinery fault diagnostic algorithms. Due to the 
page limits, the detailed information of the CWRU dataset is 
skipped and one may find more information behind the 
dataset in [28]. Our implementation1 has been public. 

A. Implementation Details 

 As seen in Table I, three kinds of measures from each 
feature domain including time, frequency and time-
frequency are selected so that nine features are designed. The 
length of the original input time series is 5012 and is then, 
sliced into 20 windows. Each sub-window of time series data 
whose length is 256 is transformed into a vector of nine 
measures. Therefore, each data sample is transformed into a 
matrix whose shape is 20 by 9. Then, this matrix will be used 
as the input into the following CNN model to predict the 
fault type of a bearing. A four-class dataset is prepared that 
four kinds of output labels are normal condition, inner race 
defect, outer race defect and ball defect. Each class contains 
3592 data points and the total data size is 14368. After 
random splitting, 80% dataset is used as training data while 
the rest 20% dataset is regarded as testing data. 

TABLE I. LIST OF EXTRACTED FEATURES 

Domain Features (symbols) 

Time 

rms (rms) 

Peak-to-Peak (p2p) 

Skewness (skew) 

Frequency 

Spectral Kurtosis (*kurt) 

Spectral Skewness(*skw) 

Spectral power (*pow) 

Time-Frequency 

db1 Wavelet Energy (db1) 

db2 Wavelet Energy (db2) 

db3 Wavelet Energy (db3) 

Since the data size in our experimental study is not very 
large, our proposed framework follows a “shallow” structure, 
as shown in Figure 2. In the first convolutional layer, the 
filter size and stride size are set to be l1 = (5, 1) and s1 = (1, 
1). By setting the number in filter size and stride size along 
the feature axis to 1, the activation neuron in the generated 
feature map can be connected to each single feature. This 
unique connections enable the computed gradients could be 
used to explain the model decision influenced by each single 
feature. This convolutional layer contains 32 feature maps 
and adopts valid padding. Then, we adopt the Network in 
Network technique and fed the output of the first 
convolutional layer focusing on feature axis into the one by 
one convolutional layer with single filter. The output of the 
one by one convolutional layer will be in the shape of (16, 
9). Then, the third convolutional layer will be a one-
dimensional convolutional layer whose kernel size is l2 = 3, 
stride size is s2 = 1, number of feature maps is 32 and the 
mode of padding is valid. This layer is focused on modelling 
the temporal information. After flatten operation, the output 
of the last convolutional layer is fed into a dense layer whose 
hidden size is 64. For final classification, the last layer is set 
to be a dense layer with softmax activation and four output 
nodes corresponding to the number of classes. And the non-
linear activation functions of all the convolutional layer are 
set to be the ReLU function. To overcome overfitting, the 

first and third convolutional layers are followed by Dropout 
layer whose dropout rate is 0.5. 

The optimization algorithm of our proposed decoupled 
frequency-temporal CNN is set to be adagrad while the 
number of epoch and the batch size are set to be 10 and 512, 
respectively. The implementation of our model and the 
following experimental study will be released later. 

B. Experimental Results 

After model training, the testing accuracy with all nine 
features is over 99% as shown in Table II. However, the single 
accuracy metric is not the focus of our experimental study, 
considering the CWRU dataset is not a challenging one. Due 
to the decoupled structure of the feature and temporal 
modeling in the convolutional layers, the attributions from 
features and temporal directions could be analyzed and 
formed in corresponding saliency maps. From feature and 
temporal saliency maps, we are able to understand what are 
important features and time steps of data samples to predict 
their fault types. In the generated saliency maps, light color 
represents a high attention value and dark color denotes a low 
attention value. 

TABLE II. THE RESULTS OF UNDER DIFFERENT FEATURES 

COMBINATIONS 

Number of Features Testing Accuracy 

9 99.4 % 

6 98.5 % 

4 95.8 % 

 As shown in Figures 3, 4, and 5, four training data samples 
from four classes: normal condition, inner race defect, outer 
race defect and ball defect that have been correctly classified 
by our model are randomly selected and then visualized. Grad- 
CAM are then applied on the first and third convolutional 
layer to generate feature and temporal saliency maps. These 
figures are able to make predictions more explainable. In 
Figure 3.b, it is easily shown that the model is very aggressive 
and leave all attention on two frequency features: spectral 
kurtosis and spectral skewness to predict this data sample as 
the normal condition. And from Figure 3.c, time steps 9 and 
10 are almost non-informative to the prediction of this data 
sample. In the Figure 4, it could be analyzed that which part 
of features and time steps have received more attention for its 
correct prediction as the inner race fault type. As shown in 
Figure 4.b, the three frequency features are redundant since 
they are shown in dark color. The figure 4.c shows that the 
second half of the data sample contributes most to the model 
prediction. Similar analysis could be done in Figure 5 
corresponding to the rest two data samples from outer race 
defect and ball defect. As discussed above, the generated 
feature and temporal saliency maps allow us to understand the 
impacts from features and time steps for each prediction that 
the model makes and obtain insights into why or how the 
model arrives at this outcome. With these insights, we can 
further improve the underlying model. 

In the following, the feature saliency maps will be con- 
ducted over all training samples that are correctly classified. 
For each training sample, the generated feature saliency map 
contains the feature importance score across feature and time 
axis, as shown in Figure 3.b, for each specific data sample. To 
capture the global attention value for each feature, the entries 
from all saliency maps are averaged along the data axis and 

1Code is available at https://github.com/rz0718/DEFTCNN. 
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time axis. At last, nine values corresponding to nine features 
could be computed in the range from zero to one which can be 
regarded as feature importance scores for model predictions. 
As shown in Figure 6, two frequency domain features: spectral 
skewness and kurtosis are the top-2 important features. To 
further validate the feature importance scores, we select the 
feature subset ranked by importance scores and re-train the 
model with the same hyper-parameter configurations. As 
shown in Table II, the performance was only dropped by 0.9% 
when the number of features is reduced from 9 to 6. And even 
when only three features are selected, the performance drop is 
still less than 4%. Therefore, it also verifies the effectiveness 
of the computation of feature importance scores. 

 

Fig. 3. Features and temporal saliency maps for a data sample who is 
correctly diagnosed as Normal Condition.  

 

Fig. 4. Features and temporal saliency maps for a data sample who is correctly 
diagnosed as Inner Race Defect. 

 

Fig. 5. Features and temporal saliency maps for a data sample who is correctly 
diagnosed as Outer Race Defect. 

 

Fig. 6.  Features importance over all true positive training samples. 

V. CONCLUSION 

This paper has illustrated the lack of explainability which 
hinders the application of deep learning models on machine 
health monitoring. To crack open the black-box model, a 
DEFT-CNN method combined with local feature extraction 
was proposed. This specific structure enables the introduction 
of Grad-CAM to generate saliency maps explaining feature 
and temporal information. Experimental results indicated a 
good balance between precision and explainability. It also 
highlights that the model structure and feature selection can be 
further optimized and improved based on the gained insights. 
In the future, more experimental studies should be conducted 
to explore the potential edge cases. Except that, several 
limitations of our present framework are given as below: 1 this 
framework can only provide local explanation (why do you 
think this sample is diagnosed as normal one) instead of global 
one (what do you think a normal working condition sample 
looks like). 2 Local feature extraction is performed before 
DEFT-CNN. Therefore, explanations are limitations to the 
extracted features and sliced time windows. The above 
shortcomings point out our future research direction. From 
this paper, we hope this research direction: explainable 
machine health monitoring should receive more attentions 
from our research community. 
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Abstract—Convolutional neural network (CNN) has been 

witness to remarkable development and application over the 

past decade in the field of fault diagnosis. However, it has an 

obvious limitation that the property of shift-invariance in CNN 

is not robust enough, resulting in insufficient robustness of 

feature extraction, which is manifested by fluctuant prediction 

accuracy and confidence. Aiming at overcoming such limitation, 

in this paper, a deep feature alignment method is proposed for 

extracting aligned features from periodical vibration signals, 

and applied for the fault diagnosis of rotating machinery. First, 

considering the periodicity of bearing vibration signals, a 

feature-aligned CNN (FACNN) architecture is constructed to 

improve the shift-invariance of CNN. Second, the performance 

of the proposed structure is compared with the traditional CNN 

in three aspects: diagnosis accuracy, prediction confidence and 

feature robustness. Finally, a bearing fault diagnosis case was 

carried out on an experimental setup of machine tool to validate 

the effectiveness of FACNN. Experimental results have shown 

the FACNN outperforms the traditional CNN in the task of fault 

diagnosis for rotating machinery. 

Keywords—fault diagnosis, feature-alignment, convolutional 

neural network, periodicity signals, rotating machinery 

I. INTRODUCTION 

Convolutional neural network (CNN) has demonstrated its 
powerful performance in image recognition [1] and fault 
diagnosis [2]. However, recent research has shown that the 
performance of shift-invariance in CNN is not robust enough, 
as the prediction accuracy and confidence of CNN fluctuates 
dramatically with small input translation. Therefore, the 
features extracted from the original data may vary from 
different offset, especially for the periodical signals [3]. With 
the signals being sliced or segmented isometrically, different 
samples obtain different translations, which will reduce the 
robustness of the features extracted by CNN, making it hard 
to have further performance breakthroughs. Thus, it is 
necessary to specially design the structure of CNN to fit the 
characteristics of periodical vibration signals, enhance its 
feature extraction performance and finally improve the 
performance of the network [4]. 

Generally speaking, there are three ways to extract 
features from vibration signals: using signal processing 
methods [5], learning by artificial neural networks [6], [7], and 
combining these two methods [8]. In the study of feature 
engineering, researchers mainly focus on improving the model 

structure or optimizing the model parameters. For example, 
Zhang et al. propose a specially designed CNN structure: a 
large size of convolution kernel is applied in the first layer of 
CNN to suppress high-frequency noise, and a new layer called 
Adaptive Batch Normalization(AdaBN) is used to reduce the 
sensitivity of the extracted feature to different working 
conditions, which further improves the domain adaptability of 
the network [9]. Xiao et al. use Stacked Denoising Auto-
encoders(SDAE) to adaptively extract features from 
asynchronous motor and have achieved better performance on 
fault diagnosis compared to traditional motor current 
signature analysis(MCSA) [10]. Wu et al. construct feature 
combinations by Empirical Mode Decomposition(EMD) and 
Wavelet Packet Transform(WPT), and then use Kernel 
Principal Component Analysis (KPCA) to achieve feature 
fusion [11]. Xie et al. design a CNN structure and train the 
frequency spectrums of four components after a two-level 
discrete wavelet transform (DWT) [12]. Lu et al. design a self-
normalization CNN(SCNN) to achieve faster convergent rate 
[13]. Wang et al. combines CNN and SDAE to reduce the 
influence of environment noise [14]. A new CNN structure by 
improving the feedback mechanism using wavelet packet 
transform(WPT) was proposed in [15] and experiment results 
have shown that the proposed method has high accuracy in 
fault diagnosis. It can be concluded that most fault diagnosis 
methods involving CNN are used in combination with other 
mature techniques. Few research focuses on studying the 
specific structure of CNN and working on how to improve the 
performance of CNN itself. Therefore, since we notice the 
limited shift-invariance of CNN, it is necessary to figure out 
the reason and give a reasonable solution. 

Aiming at overcoming the limited shift-invariance of 
traditional CNN, and further extracting aligned features from 
periodical vibration signals, in this paper, a deep feature 
alignment method is proposed and applied for the fault 
diagnosis of rotating machinery. Considering the periodicity 
of bearing vibration signals, a feature-aligned CNN (FACNN) 
architecture is constructed by specially designing the hyper-
parameters of the convolutional and max-pooling layer, which 
improves the shift-invariance of CNN. Then, to fully explain 
the performance of the proposed structure, FACNN is 
compared with a traditional CNN structure in three different 
aspects: diagnosis accuracy, prediction confidence and feature 
robustness. Finally, a bearing fault diagnosis case was carried 
out on an experimental setup of machine tool to validate the 
effectiveness of FACNN.  

*Weihua Li is the corresponding author. (e-mail: whlee@scut.edu.cn). 
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The main contributions of our research are concluded as 
follows: 

•  A novel diagnosis model named feature-aligned CNN 
(FACNN) is constructed to improve the shift-
invariance of CNN, which can adaptively extract  

aligned features from periodical vibration signals and 
further improve the accuracy and confidence of fault 
diagnosis. 

•  Full-period max-pooling and single-stride 
convolution are introduced into the FACNN to keep 
features extracted by max-pooling layer aligned and to 
make the convolutional layer shift-equivariant, which 
enhance the robustness of features extracted from 
different samples and improves the generalization of 
the proposed FACNN. 

The subsequent parts of this paper are organized as follows. 
Section II introduces the basic theory of shift-invariance in 
traditional CNN and analyzes its limitations. The specific 
procedure of FACNN are presented in Section III, followed 
by a bearing fault diagnosis case and experimental validation 
in Section IV. The final section draws a conclusion and 
discusses some future perspectives of our work. 

II. BASIC THEORY OF SHIFT-INVARIANCE IN 

TRADITIONAL CNN 

A. Shift-equivariance and Shift-invariance  

A function ( )f •  is defined to be shift-equivariant, if a 

certain translation is applied to its input and the same 
translation occurs to its output. The shift-equivariance of a 
function can be described as follows: 

 ( )( ) ( )( )f shift x shift f x=  (1) 

Similarly, a function is defined to be shift-invariant, if a 
certain translation is applied to its input, and nothing occurs to 
its output. The shift-invariance of a function can be described 
as follows: 

 ( )( ) ( )f shift x f x=  (2) 

B. Foundation of CNN’s shift-invariance 

The traditional structure of CNN is usually assumed to be 
shift-invariant, which means that the same object would be 
correctly detected even though a translation is applied to the 
input. The shift-invariance of CNN is actually contributed by 
the shift-equivariance of convolutional layer and the shift-
invariance of max-pooling layer, which is shown in Fig. 1. On 
the one hand, the shift-equivariance of convolutional layer is 

simple to explain, because the kernel, which can be seen as a 
feature detector, will not detect the object(or feature) until it 
moves to the corresponding right position and matches the 
object. On the other hand, max-pooling layer is considered to 
be shift-invariant, as long as the largest value is still within its 
receptive field(input to the pooling function) after translation, 
which leads to the same result of max-pooling. The 
combination of convolution layer and max-pooling layer 
makes the output of CNN insensitive to a certain small 
translation of input. 

Considering one-dimensional CNN, the principle and 
conditions of its shift-invariance are fully discussed as follows. 

1) Shift-equivariance of convolutional layer 
In a traditional CNN, the convolutional layer is one of the 

two most commonly used layers to extract effective features 
from raw vibration signals, which can be expressed as follow: 

 ( ) ( )Convolution K b= =  +z x x  (3) 

where x  and z  represent the input and output of the 

convolutional layer, respectively, K and b represent the 
convolution kernel weight and bias term,   means the 

convolutional operation between K and x , and ( ) •  is an 

activation function, which is used to establish  a nonlinear 
mapping between x  and z . 

The principle of the convolutional layer to be shift-
equivariant is shown in Fig. 2. Suppose that kernel K has a 
higher output for the subsequence  1 2 3, ,a a a  in the input, that 

is, the kernel can be used to detect this subsequence. It can be 
seen from Fig. 2 that  1 2 3, ,a a a  was originally located at 

position L. When the input is shifted by ΔL, if and only if ΔL 
is an integer multiple of the convolution stride s that kernel K 
can still exactly correspond to  1 2 3, ,a a a , which means that 

the convolutional operation before and after translation only 
changes the position of the output, that is, shift-equivariance 
is achieved. Therefore, the condition for the convolutional 
layer to achieve shift-equivariance is: 

 ,   L ns n Z =   (4) 

The position difference l  between the new and original 

output is exactly equal to the ratio of the input translation and 
the stride of the convolution kernel. If Eq. (4) cannot be 
satisfied, kernel K will not exactly correspond to  1 2 3, ,a a a , 

resulting in the value of new output different from the original 
one, which finally makes the extracted features distorted. 

2) Shift-invariance of max-pooling layer 
Another commonly used layer in a traditional CNN is 

pooling layer, which can be expressed as follow: 

 ( )= Poolingh z  (5) 

 
Fig. 1. Illustration of shift-invariance in traditional CNN 

 

 
Fig. 2. Shift-equivariance of convolutional layer 
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where z  and h  are the output feature map of the 

convolutional layer and pooling layer, respectively. In a 
pooling operation, max-pooling is proved to be one of the 
most powerful pooling techniques to extract effective features 
from the input feature vector. 

The principle of the max-pooling layer to be shift-invariant 
is shown in Fig. 3. Similar to the convolutional layer, when 
the input translation of the max-pooling layer is an integer 
multiple of the stride, the max-pooling operation is shift-
equivariant, and the output translation is still the ratio of the 
input translation and the value of stride. When the input 
translation is less than the value of stride, the max-pooling 
layer is shift-invariant, if and only if the translation does not 
cause any change in the maximum value of any pooling 
window. As shown in Fig. 3, the max-pooling layer is shift-
invariant, when the maximum value in the blue pooling 
window remains 

1m  and that in the green pooling window 

remains 
2n  after translation, and so on. In other cases, the 

max-pooling layer is neither shift-equivariant nor shift-
invariant, and the pooled output is also distorted. The smaller 
the input translation or the longer the length of the pooling 
window is, the greater probability that the maximum value in 
the pooling window does not change after translation, which 
means the greater probability that the max-pooling layer is 
shift-invariant. 

C. Limitation of CNN’s shift-invariance 

From the former discussion of shift-equivariance and 
shift-invariance, it can be concluded that the property of shift-
invariance of traditional CNN suffers from the limited shift-
equivariance of the convolutional layer and the limited shift-
invariance of the max pooling layer. To make CNN strictly 
shift-invariant for effective features, the convolutional layer 
and max-pooling layer need to be shift-equivariant and shift-
invariant respectively. However, in bearing fault diagnosis, 
since the initial phase of the signal is not locked when the 
signal is collected, and the period of fault features is unknown 
in advance, the random isometric dividing of samples leads to 
different initial phases of different samples, which in turn 
makes it impossible to determine the translation of input. In 
this case, due to the limited shift-invariance of traditional 
CNN, local features with position variance in different 
samples may show different degrees of distortion after passing 
through a certain convolution layer, and the probability and 
degree of feature distortion will keep increasing in the 
subsequent process. Therefore, to solve the problem of 
distorted features due to input translation, and to improve the 
effectiveness of the extracted features, it is necessary to 
carefully consider the specific design of CNN.  

III. PROPOSED METHODS 

It can be concluded from Section II that the shift- 
invariance of CNN is actually influenced by the hyper-
parameters of the network, such as the receptive field and the 
stride. Therefore, to improve the shift-invariance of traditional 
CNN, as well as considering the periodicity of vibration signal, 
Feature-aligned Convolutional Neural Network(FACNN) is 

proposed. The FACNN does not change the internal structure 
of a traditional CNN, but its hyper-parameters are well 
designed to best deal with vibration signal. The structure of 
FACNN is shown in Fig. 4. 

A. Single-stride Convolution 

According to the above discussion on shift-equivariance, 
when the sample translation is just an integer multiple of the 
convolution stride, the translation equivalence between output 
and input can be guaranteed, that is, the activation value of 
output features will not be distorted due to the translation of 
input. Due to the randomness of the translation of input, the 
convolution stride is set to be 1, which can divide any value of 
translation. The single-stride convolution can not only ensure 
that the extracted features are not distorted, but also more 
information of the input can be obtained. The working 
principle of single-stride convolution is shown in Fig. 5. 

Suppose that the original input feature vector of the 

network is  , , , , , , ,A B C D A B C D , and the new input is 

obtained by shifting the original input to the left by one bit. 
Both inputs are convolved by the same kernel, whose mapping 
is ( )f • . 

1) Single-stride 
When the convolution stride is 1, which must divide the 

value of translation. The output feature vector corresponding 
to the input before translation is: 

 
( )

 , , , , , ,
o

AB BC CD DA AB BC CD

f Convolution

f f f f f f f

=

=

x
 (6) 

 After translation, the corresponding output is: 

 
( )

 , , , , , ,

shifted shifted

o

BC CD DA AB BC CD DA

f Convolution

f f f f f f f

=

=

x
 (7) 

It can be seen that the output is also shifted to the left by 
one bit, that is, the convolutional layer is shift-equivariant. 

2)  Multiple-stride 
 When the convolution stride is 2, which cannot divide the 

value of translation. The output feature vector corresponding 
to the input before translation is: 

 ( )  , , ,o AB CD AB CDf Convolution f f f f= =x  (8) 

After translation, the corresponding output is: 

 
Fig. 3. Shift-invariance of max-pooling layer 

 

 
Fig. 4. Structure of FACNN 
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 ( )  , , ,shifted shifted

o BC DA BC DAf Convolution f f f f= =x  (9) 

The features of the new output are different from the 
original output, that is, the extracted features are distorted. 

B. Full-period Max-pooling 

The local fault features extracted by the single-stride 
convolutional layer still have different positions between 
different samples, which is likely to cause distortion in 
subsequent operations. Therefore, a full-period max-pooling 
layer is applied to align the features extracted by the 
convolutional layer at once. As mentioned earlier, vibration 
signals are usually periodic and thus fault features are also 
periodic. When the size of the pooling window is larger than 
the period of the fault feature cycle, then each pooling window 
can capture at least one effective local feature, which 
guarantees feature alignment between different samples. The 
principle that the proposed max-pooling layer achieve feature 
alignment is shown in Fig. 6. It shows the pooling process of 
the original feature vector and the shifted feature vector under 
different sizes of pooling window. On the left, a green pooling 
window, whose size is less than the length of effective feature 
period is used, indicating that the effective features between 
the two output feature vectors remain position differences. On 
the right, a blue pooling window, whose size is equal to the 
length of effective feature period is used, indicating that the 
effective features between the two output feature vectors are 
aligned. 

In fact, the period of effective fault features is unknown in 
advance, but the impact period of bearing faults is usually less 
than the shaft rotation frequency. Therefore, the max-pooling 
window and stride are set to be the length of the shaft rotation 
period. 

C. Global Average Pooling 

Due to the periodicity of vibration signals, there are 
usually multiple periods in a sample, which makes the feature 
vectors redundant. To obtain a more robust expression of the 
features, global average pooling (GAP) is applied to each 
feature vector, which is shown in Fig. 7. 

The left side of the figure shows the process of dimension 
reduction of the output feature matrix using a traditional 
flatten layer. It directly combines the feature vectors of 
multiple channels as output, resulting in a large output 
dimension and redundant features. The right side of the figure 
applies the GAP layer to reduce the dimension of the feature 
matrix, which not only reduces the size of the output, but also 
effectively reduce the influence of abnormal feature values on 
network output. 

Based on the above discussion, the architechture and 
hyper-parameters of FACNN are determined, as shown in 
TABLE I. As a comparison, a traditional CNN architechture 
is constructed, which isshown in TABLE II.  

IV. EXPERIMENTAL VALIDATION 

To validate the effectiveness of FACNN, a bearing fault 
diagnosis experiment is carried out on an experimental setup 
of machine tool. The experiment involves four types of 
bearing health state: normal, inner race defect, outer race 
defect, and cage defect. For each bearing health state, the 
vibration signal is collected under three different loads, which 
are simulated by idling(unload), stainless steel cutting and 
aluminum cutting, respectively. The specific experiment 
setting is shown in TABLE III.  

Four diagnosis cases are set up, which is shown in TABLE 
IV. For each training condition, the training set is composed 
of 1000 samples from each bearing state. The performance of 
FACNN and traditional CNN will be compared in detail from 
three aspects: diagnosis accuracy, prediction confidence of the 
correct diagnosis sample, and deep feature alignment 
extraction. 

A. Comparison of Diagnosis Accuracy 

Each experiment is repeated five trials to obtain the 
average diagnosis accuracy of FACNN on the test set, which 
is compared with traditional CNN, as shown in Fig. 8 and 
TABLE V.  

It can be seen that the diagnosis accuracies of FACNN in 
the four cases are higher than that of traditional CNN. Besides, 
the diagnosis accuracy of traditional CNN has dropped 
sharply in case 3, while FACNN maintains excellent 

 
Fig. 5. Single-stride convolution. 

 

 
Fig. 6. Full-period max-pooling 

 

 
Fig. 7. GAP 
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performance, with a 1.57% accuracy improvement, indicating 
that FACNN has better generalization than traditional CNN. 

B. Prediction Confidence 

Prediction confidence is an indicator from zero to one, 
referring to the output probability of a network for a certain 
category, which represents the confidence degree of a network 
for this category. Prediction confidence analysis of the 
correctly diagnosed samples can indicate the robustness of the 
features extracted by the network. Here, case 1 and 3 are used 
for inspection. 200 samples that are both correctly classified 
by traditional CNN and FACNN from each case are selected 
randomly. Sample No.1 to No.50 are normal samples. Sample 
No.51 to No.100 are inner race fault samples. Sample No.101 
to No.150 are outer race fault samples; and sample No. 151 to 
No.200 are cage fault samples. 

The results are shown in Fig. 9 and TABLE VI. For 
samples from each bearing health state, the mean and standard 
deviation of their prediction confidence are calculated, and the 
statistical indicators under various health states are averaged. 
It can be concluded from the results that the proposed FACNN 
has higher and more stable prediction confidence of correctly 
diagnosed samples than traditional CNN, which indirectly 
proves that the features extracted by FACNN are more robust. 

C.  Analysis of Deep Feature alignment Extraction 

In this part, the output of the fully-connected layer of 
FACNN and traditional CNN are used to analyze the 
consistency of features extracted by the network from the 
samples that are under the same bearing state and working 
condition. Similarly, case 1 and case 3 are investigated. 
Normal samples from the test set are used as input, from which 
100 samples are randomly selected to observe the output of 
the feature layer of the two networks. First, for each health 
state under target working condition, the standard deviation 
between these 100 samples of each feature is calculated. Then, 
the standard deviation of the various features and various 
bearing states are averaged as the indicator to analyze the 
degree of feature alignment. The results are shown in Fig. 10 
and TABLE VII.  

It can be seen from Fig. 10 that in the foregoing two cases, 
the features extracted by traditional CNN show obvious 
differences, indicating that traditional CNN is not stable 
enough to extract robust features. Besides, the average 
standard deviation of the features extracted by FACNN in 
each case is much smaller than that extracted by traditional 
CNN, indicating that FACNN has much higher consistency 
than traditional CNN does in extracting features, that is, the 
features extracted by FACNN are more robust, as the features 
of different samples are aligned. 

  
(a) Case 1 (b) Case 3 

Fig. 9. Prediction confidence of traditional CNN and FACNN 

 

TABLE VI.  PREDICTION CONFIDENCE OF TRADITIONAL CNN AND 

FACNN 

 Case 1 Case 3 

Mean 

Traditional CNN 1.000 0.983 

FACNN 1.000 0.994 

Standard 

deviation 

Traditional CNN 2.377×10-4 3.409×10-2 

FACNN 4.721×10-5 5.085×10-3 

    

TABLE II.  STRUCTURE OF TRADITIONAL CNN 

Type of 

Layer 
Parameters Values 

Activation 

Function 

Output 

shape 

Input / / / (2048, 1) 

Conv1d_1 
Size/Stride/

Padding 
65×8/8/Same ReLU (258, 8) 

Max-

Pooling_1 

Size/Stride/

Padding 
8/8/Valid / (32, 8) 

Conv1d_2 
Size/Stride/

Padding 
9×16/4/Same ReLU (8, 16) 

Max-

Pooling_2 

Size/Stride/

Padding 
2/2/Valid / (4, 16) 

Flatten / / / (64) 

Dense 
Number of 

Node 
32 ReLU (32) 

Output / / SoftMax (4) 

     

TABLE III.  EXPERIMENT SETTING 

Condition 8000rpm 

Unload  S1 

Aluminum Cutting T 

Stainless Steel Cutting S2 

  

TABLE IV.  DIAGNOSIS CASES SETTING 

Case No. Training Set Test Set 

Case 1 S1, S2, T T 

Case 2 S1, S2 T 

Case 3 S1 T 

Case 4 S2 T 

   

 

Fig. 8. Diagnosis accuracy of traditional CNN and FACNN 

 
TABLE V.  DIAGNOSIS ACCURACY OF TRADITIONAL CNN AND 

FACNN 

Methods Case 1 Case 2 Case 3 Case 4 

Traditional CNN 99.93 99.94 98.41 99.91 

FACNN 100.00 100.00 99.98 100.00 

 Improvement 0.07 0.06 1.57 0.09 

     

TABLE I.  EXPERIMENTAL STRUCTURE OF FACNN 

Type of 

Layer 
Parameters Values 

Activation 

Function 

Output 

shape 

Input / / / (2048, 1) 

Conv1d 
Size/Stride/

Padding 
65×64/1/Same ReLU (2048, 64) 

Max-

Pooling 

Size/Stride/

Padding 
256/256/Valid / (8, 64) 

GAP / / / (64) 

Dense 
Number of 

Nodes 
32 ReLU (32) 

Output / / SoftMax (4) 
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V.  CONCLUSION 

 For rotating machinery fault diagnosis, the finite shift-
invariance of traditional CNN limits its further performance. 
Therefore, in this paper, FACNN is proposed to solve this 
problem. In the proposed feature-aligned network, several 
techniques, such as single-stride convolution, full-period max-
pooling and global average pooling are applied to best fit the 
characteristics of vibration signals and make the CNN shift-
equivariant again. Experiments have shown that the proposed 
FACNN does obtain better performance in accuracy, 
prediction confidence and feature alignment. 

A future direction of FACNN is to combine signal 
processing to enhance the interpretability of the extracted 
features, which will help us better understand how they 
actually affect the generalization of the network. Another 
possible direction is to combine transfer learning to further 
improve the generalization of the network, making it more 
adaptable to more complex transfer tasks. 
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TABLE VII.  FEATURES EXTRACTED BY TRADITIONAL CNN AND 

FACNN 

 Case 1 Case 3 

Standard 

deviation 

Traditional CNN 1.202 1.188 

FACNN 0.590 0.626 

    

  
a) Traditional CNN_Case 1 b) Traditional CNN_Case 3 

  
c) FACNN_Case 1 d) FACNN_Case 3 

Fig. 10. Output of feature layers of traditional CNN and FACNN 
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Abstract—Eddy current pulsed thermography (ECPT) 

can acquire the transient thermal image of conductive 

materials. The defects profile obtained by thermal image is 

not clear due to the thermal diffusion effect. There is a lot of 

information in the thermal image that's not being utilized. 

The distribution of eddy current can be obtained from the 

thermal image. This paper proposes a method to extract the 

distribution of impedance from the distribution of eddy 

current through electric field constraints. The distribution of 

impedance can recognize the defects profile more clearly. 

Experimental results show that the defects profile recognition 

using the distribution of impedance is more accurate than the 

others. 

Keywords—distribution of impedance, eddy current pulsed 

thermography, distribution of eddy current, electric field 

constraints, defects profile  

I. INTRODUCTION 

Eddy current pulsed thermography (ECPT) has been 
applied for a wide range of conductive materials. It extracts 
useful information from the electrical, magnetic, thermal 
characteristics. This technology is widely used in aerospace, 
nuclear power, transportation and other fields. It is an 
essential part of the inspection process of machinery 
equipment. The advantage of this technology is that it can 
perform accurate non-contact detection of large-scale and 
long-distance materials in a short time [1]. 

The thermography is applicable to a wide range of 
materials, including glass fiber reinforced polymer 
specimen, carbon fiber reinforced polymer composites [2], 
power electronic devices [3] and steel [4] with great success. 
B. Weekes estimated the probability of detection (POD) of 
fatigue cracks in steel, titanium and nickel-based super alloy 
[5]. J. Wilson detected multiple cracks from rolling contact 
fatigue in rail track in a single measurement [6]. The wealth 
of information of ECPT transient pattern has attracted a 
wide interest. Several transient response features have been 
used for quantification of defect, which is critical for 
acceptance/rejection decisions for maintenance and lifetime 
prediction. Y. He compared two detections modes 
(transmission mode and reflection mode) for wall thinning 
and inner defects characterisation using time to peak [7]. 
Smyl, D proposed a detection and reconstruction method of 
complex structural cracking patterns with electrical imaging. 

The progressive crack in rectangular beam geometry is 
simulated numerically and the influence of image 
reconstruction method on the crack estimation is also 
discussed [8]. Dong Liu proposed a new shape 
reconstruction framework rooted in the concept of Boolean 
operations for electrical impedance tomography. This 
method  is tolerant to modeling errors caused by 
background inhomogeneity and is also quite robust to the 
selection of control points [9]. The electrical impedance 
tomography is a medical imaging technique, which 
estimates the distribution of impedance within a body from 
boundary measurements. Nowadays it is broadly applicable 
in the field of non-destructive testing. Alessandro Cultrera 
present the first electrical resistance tomography (ERT) 
measurements on large-area graphene samples. They 
characterised the electrical conductivity of chemical-vapour 
deposited graphene samples by performing ERT [10]. The 
traditional method focuses on the infrared image feature 
extraction. Bai, L employed a single channel blind source 
separation algorithm to find anomalous patterns from the 
transient thermal pattern. The method enables spatial and 
time patterns to be extracted according to the whole 
transient response behavior [11]. Zhu, P proposed a method 
which include entropy-based image selection, local sparse 
and low-rank decomposition to increase the contrast of 
defect area and background. The method reserved more 
meaningful defect information of experimental samples 
from raw ECPT data [12]. Cheng, Yuhua utilized the 
independent component analysis (ICA) to remove the 
influence of weld inhomogeneity and enhance the defect 
information in the stainless steel weld defect detection [13]. 

In this paper, a new defects recognition method based 
on impedance is proposed to recognize the defects profile. 
In this method, the heat distribution of the infrared image is 
transformed into eddy current distribution. The surface of 
the conductor sample is equivalent to a resistance network. 
When the coil is parallel to the surface of the conductor 
sample, the electric field intensity, induced by high-current 
electromagnetic pulses in the coil, is approximately equal in 
each row. The electric field intensity can be obtained from 
the eddy current distribution in non-defect area. At last, the 
eddy current distribution is transformed into impedance 
distribution. 

This paper is organized as follows. Section II discusses 
the experimental process. Section III introduce the 

*Libing Bai is the corresponding author. (e-mail: bailb991@163.com).  

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 



293 

methodology of the proposed method. And Section IV 
concludes the work in this paper. 

II. EXPERIMENTAL PROCESS 

During the test phase, high-current electromagnetic 
pulses in the coil will induce eddy currents on the surface of 
the conductive sample, as shown in Fig. 1. The infrared 
camera records the heat distribution from Joule heating and 
heat diffusion procedure. The heat distribution is 
transformed into eddy current distribution through (1). 
Eddy current distribution is transformed into impedance 
distribution through electric field confinement. The 
impedance distribution can recognize the location and 
profile of defects more clearly. The focus of this paper is the 
conversion of eddy current distribution into impedance 
distribution. The experimental process is shown in Fig. 2. 

 

Fig. 1. Experiment set-up 

Coil excitation
Conductive 

materials
Infrared camera

Thermal image
Eddy current 

distribution

Impedance 

distribution
 

Fig. 2. Schematic diagram of the experimental process 

III. THEORETICAL CONSIDERATIONS 

On the surface of the conductive sample, when the eddy 
current encounters discontinuity of the impedance, it’s flow 
direction and the temperature distribution will change. The 
eddy current will take the path of least impedance on the 
surface and bypass the area of high impedance. When the 
eddy current encounters a defect with large impedance, it 
will bypass the defect and form high temperature areas at 
the left and right ends of a defect. What’s more, two low-
temperature areas will be formed in the upper and lower 
parts of the defect, as shown in Fig. 3. At the abscissa of 50 
and 300 there are two vertical high temperature areas, which 
are the edges of the conductor sample. The traditional 
method is to find the high temperature areas on the left and 
right sides of the defect through thermal images to 
recognize the defect, but the position and profile of the 
defect cannot be determined.  

 
Fig. 3. The transient thermal image 

The eddy current density can be obtained by 
temperature 

 𝜕𝑇

𝜕𝑡
=

1
𝜎
|𝑱𝒔|

2𝑡

𝜌𝐶𝑝
 (1) 

where 𝑱𝒔 is the eddy current density, 𝑇 is the temperature, 𝜌 
is the density of sample, 𝐶𝑝  is the specific heat capacity. 

According to Kirchhoff’s current law, the eddy current 
direction can be determined by the iterative algorithm, as 
shown in Fig. 4. Eddy currents are induced by ac signals, so 
the direction of eddy currents is transient. At the left and 
right ends of the defect, the eddy current bypasses the defect 
and forms high current areas. The high current forms high 
temperature areas. However, the eddy current distribution is 
still difficult to determine the profile of the defect, so the 
eddy current distribution needs to be converted into the 
impedance distribution. 

 

(a)                                                    (b) 

Fig. 4. The eddy current distribution (a) Global. (b) Partial. 

    

    

    

 
 

 

Fig. 5. Equivalent resistance network 

The impedance of the sample surface is approximately 
the reciprocal of the electrical conductivity, so the 
impedance is determined by the electric field intensity and 
the eddy current density. 

 𝒁 = 1/𝝈 = 𝑬/𝑱𝒔 (2) 

where 𝒁 is the impedance of the conductive sample surface, 
𝑬 is the electric field intensity of the conductive sample 
surface, 𝑱𝒔  is the eddy current density of the conductive 
sample surface, 𝝈  is the electrical conductivity of the 
conductive sample surface.  

The surface of the conductor sample can be equivalent 
to a resistance network of the parallel connection of each 
row of resistances, as shown in Fig. 5. When the coil is 
parallel to the surface of the conductor sample, the electric 
field intensity, induced by high-current electromagnetic 
pulses in the coil, is approximately equal in each row. The 
eddy current distribution can be equivalent to the current in 
each row constrained by the electric field intensity. If the 
electric field intensity of each row can be obtained, the 
impedance distribution can be obtained. The electric field 
intensity is induced by high-current electromagnetic pulses 
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in the coil for a short period (typically less than 1s). The 
electric field intensity is obtained from the magnetic field 
intensity 

 
∇ × 𝑬 = −

𝜕𝑩

𝜕𝑡
= −𝜇

𝜕𝑯

𝜕𝑡
 (3) 

where 𝑩 is the magnetic flux density, 𝑯  is the magnetic 
field intensity. The magnetic field intensity is mainly 
induced by the current density of the coil 

 ∇ × 𝑯 = 𝑱𝒄 (4) 

where 𝑱𝒄  is the current density of the coil. 𝑱𝒄  is evenly 
distributed in the coil, so the magnetic field intensity is 
evenly distributed on the surface.  

a1

a2

a3

 

(a) 

 

(b) 

Fig. 6. The electric field distribution model: arrow: current density 

surface: electric field (a) Global. (b) Partial. 

The electric field intensity, induced by 𝑯 , is evenly 
distributed on the surface as well. The electric field 
distribution model of surface can be simulated by 
COMSOL, as shown in Fig. 6. The electric field intensity 
distribution of three rows was extracted from the electric 
field distribution model, which is a1 a2 a3. The electric field 
distribution in the non-defect area is a1 and a3. The electric 
field distribution in the defect area is a2, as shown in Fig. 7. 

In the electric field distribution model, the electric field 
intensity of each row is approximately equal in the non-
defect area. In the defect area, the electric field intensity 
near the defect is higher. The discontinuity of impedance 
causes dramatic increase of electric field intensity and eddy 
currents. Assuming that the electric field intensity 
distribution in the defect and non-defect area is the same, 
the drastic change in current can be reflected in the 
impedance through (2). So the electric field intensity 
distribution in the non-defect area can be selected as the 
reference electric field. The impedance distribution can be 
obtained through the reference electric field and the eddy 
current through (2). 

 

(a1) 

 

(a2) 

 

(a3) 

Fig. 7. Electric field density distribution of (a1) (a2) (a3) 

b1

b2

 

(a)  

 

(b) 

 

(c) 

Fig. 8. (a) Test data of eddy current distribution. (b) Electric field 

density distribution of b1. (c) Electric field density distribution of b2. 

The electric field intensity distribution of the two rows 
are extracted from test data of eddy current distribution in 
non-defect area, as shown in Fig. 8. In the non-defect area, 
the electric field intensity of each row is approximately 
equal. In the electric field intensity distribution, the spikes 
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on the left and right are the boundaries of the sample. It is 
caused by the edge effect of eddy current. 

IV. RESULTS AND DISCUSSION 

The electric field intensity in the non-defect area is 
obtained from the eddy current density and impedance 
through (2). The mean value of electric field intensity of all 
rows in the non-defect was calculated as the reference 
electric field intensity. The impedance distribution can be 
obtained by the reference electric field and the eddy current, 
as shown in Fig. 9. 

 

(a)                                                    (b) 

Fig. 9. (a) The impedance distribution image. (b) The thermal image. 

              

(a)                                                      (b) 

Fig. 10. (a) The impedance distribution image. (b) The thermal image. 

                      

(a)                                                      (b) 

Fig. 11. The binarization image: (a) The impedance distribution image. 

(b) The thermal image. 

The defect profile in the impedance image is clearer than 
that in the thermal image. The two shaded areas surrounded 
by the defect are caused by the coil whose heat is captured 
by the infrared camera. The current, transformed by the 
thermal image, in the two shaded areas is higher, so the 
resulting impedance is smaller. The disadvantage is that 
there is a lot of noise in the low current area. Since the eddy 
current intensity is mainly concentrated in the vertical area 
of the defect and gradually decreases to the left and right 

sides, the eddy current density on both sides is small and the 
error is large. In the thermal image processing, the eddy 
current precision in the low current area is low because only 
the high current area is concerned, but not the low current 
area. However, in the impedance distribution, the 
impedance error obtained in the low current area is large. 

The solution is to extract the high current area during the 
thermal image processing. The impedance distribution is 
obtained from the high current area, as shown in Fig. 10. 
The defect profile in the impedance image is clearer and the 
noise is reduced. The thermal image can only recognize the 
two high temperature areas of the defect, while the 
impedance image can recognize the defect profile as shown 
in Fig. 11. 

V. CONCLUSION 

In this paper, a defects recognition method based on 
impedance is proposed. Impedance distribution image can 
recognize the location and profile of defects more clearly. It 
is a defects recognition method that combines electrical, 
magnetic and thermal characteristics of conductive 
materials.  

The traditional method is to extract defect features from 
the thermal images acquired by infrared cameras. The 
defect features is the high temperature areas formed by eddy 
current. Due to the edge effect of the eddy current, when the 
eddy current encounters a defect, it will bypass the defect 
and form high temperature areas at the left and right ends of 
the defect. However, the high temperature areas only exists 
on the left and right sides of the defect, so it cannot 
recognize the profile of the defect. The eddy current 
distribution can be obtained by the thermal images through 
(1). It clearly describes the flow direction of the eddy 
current when it encounters a defect. The surface of the 
conductor sample can be equivalent to the parallel 
connection of each row of resistances. The electric field 
intensity of each row is assumed to be evenly distributed. 
The impedance of each row can be obtained from the 
electric field intensity and the eddy current density. The 
impedance distribution can show the defect profile. 

Future work will focus on how to eliminate the noise in 
the low current area. The more accurate impedance 
distribution will be obtained through optimization 
algorithm. On the other hand, the electrical impedance 
tomography (EIT), a medical imaging technique, can be 
used in defects recognition. 
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Abstract—The telemetry data of spacecraft is an ultra-high 

dimensional time series used to indicate on-orbit operation 

status, and anomaly detection can effectively ensure safety and 

reliability. Aiming at the characteristics and complex 

correlation of high dimensional telemetry data, this paper 

proposes a novel anomaly detection method based on 

Generative Adversarial Networks (GAN) for telemetry data 

anomaly detection. Instead of treating each variable 

independently, our proposed method captures the latent 

representation amongst multi-dimensional time series. For 

normal data, the GAN-based anomaly detection method can 

obtain a reconstructed time series similar to the original time 

series, learning the probability distribution model of normal 

data. For abnormal data, the reconstructed time series deviates 

greatly from the original time series. In the GAN framework, we 

use Long Short-Term Memory (LSTM) as the network 

structure of generator for time series reconstruction and 

discriminator for calculating the probability of being the real 

time series, which can learn the temporal features of telemetry 

data. We also propose a novel anomaly score called GDScore, 

which comprehensively considers the reconstruction error of the 

generator and the output of the discriminator. We conduct 

experiments with two telemetry datasets, which verifies that our 

proposed GAN-based anomaly detection method can effectively 

detect outliers. 

Keywords—anomaly detection, telemetry data, multivariable 

time series, Generative Adversarial Networks, anomaly score 

I. INTRODUCTION  

When the spacecraft is in orbit, its internal monitoring 
system obtains sensor information and transmits it to the 
ground through the telemetry system. Then the telemetry data 
is sent to the ground operators for monitoring the current 
operating status of the spacecraft. The telemetry data can be 
regarded as a high-dimensional time series composed of 
multiple variables such as temperature and pressure, and the 
outliers can reflect the failure of acquisition equipment, the 
damage of transmission system, the degradation of the 
mechanical and electronic systems, etc. By effectively 
detecting the outliers in the telemetry data, troubleshooting, 
remote repair, maintenance and optimization of damaged 

equipment can be performed [1]. Anomaly detection is of 
great significance for enhancing the safety and reliability of 
the spacecraft in all stages of design, production, operation 
and maintenance. 

Currently, expert systems are usually used for anomaly 
detection of spacecraft telemetry data [2]. The expert system 
method first performs artificial threshold judgment on the 
univariable time series, and then combines the correlation 
between variables to detect the anomaly of the spacecraft 
system or subsystems [3]. However, with the complexity and 
diversification of spacecraft types, the telemetry data to be 
monitored is large and high-dimensional, and the correlation 
between variables is complex, which leads to the setting of 
thresholds and correlations through expert experience is 
inefficient and difficult to achieve. Besides, labeling large 
amounts of data is difficult and the actual telemetry data 
generally lacks prior knowledge. Therefore, it is necessary to 
perform unsupervised multivariate anomaly detection based 
on the data mining method. 

The data mining method can learn the system behavior 
models for anomaly detection from historical data 
automatically, rather than from human experts. The data 
mining-based anomaly detection mainly includes distance-
based [4], subspace learning-based [5] clustering-based and 
deep neural network-based [7, 8] methods. In this paper, we 
study the deep neural network-based method, which can avoid 
complex feature engineering and directly extract features from 
the training data. 

Previous studies have shown that in image anomaly 
detection, such as tumor detection [9], object detection [10], 
the Generative Adversarial Network (GAN) is effective to 
capture the probability distribution of normal data through 
stochastic variables. Inspired by these studies, we first use 
deep neural network based on GAN to identify outliers in 
spacecraft telemetry data. The core idea of GAN-based 
anomaly detection is to learn the latent representation of 
normal data, which captures normal patterns of multivariate 
time series.  

*Jinsong Yu is the corresponding author. (e-mail: yujs@buaa.edu.cn). 
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Fig. 1. The overall architecture of GAN

Since telemetry data is a multidimensional time series, the 
biggest challenge of GAN for telemetry data anomaly 
detection is how to learn a robust latent representation while 
considering temporal dependence. 

In this paper, we propose a novel telemetry data anomaly 
detection method  using GAN based on Long Short-Term 
Memory (LSTM) network. Firstly, we split the  
multidimensional time series of telemetry data into 
subsequences by sliding window, which enriches the raw time 
series. Secondly, for the GAN generator and discriminator, we 
designed the LSTM network structure separately, which can 
extract the temporal features of the subsequences and predict 
the state at the next timestamp. Thirdly, we use GAN to 
reconstruct the subsequences. Finally, We comprehensively 
consider the reconstruction error of the generator and the 
output of the discriminator as the anomaly score (called 
GDScore), which is used to represent the anomaly probability 
of the next timestamp of current subsequence. After judging 
the anomaly score by threshold, we can obtain whether each 
timestamp is an outlier. 

The rest of the paper is organized as follows. Section 2 
describes the framework overview of GAN-based 
multivariable anomaly detection. Section 3 specifics on each 
module in the GAN framework. Experimental results are  
reported in Section 4. Finally, Section 5 concludes the paper. 

II. THE FRAMEWORK OVERVIEW OF GAN 

For telemetry data anomaly detection, the objective is to 
find the outliers in a multivariate time series 𝜒 ⊂ 𝑅𝑇×𝑁, where 
𝑇  is the length of timestamps and 𝑁 is the number of 
variates[11]. In order to predict whether the current 
observation value 𝑥𝑡  is outlier, the historical observation 
values of the previous 𝑠𝑤  timestamps 𝑥𝑡−𝑠𝑤: 𝑡−1  are used to 

predict the anomaly state of 𝑥𝑡.  So the original time series is 
split into a series of sub-sequences by sliding window. Then 
GAN is used for multivariate time series anomaly detection. 

The overall architecture of GAN-based multivariable anomaly 
detection is illustrated in Fig. 1. 

In the model training stage, the training samples are all 
normal data and the GAN model is used to extract features 
such as temporal dependence of normal data. Given a random 

vector in the latent space 𝑍𝑡𝑟𝑎𝑖𝑛
𝑘 , the generator (G) implicitly 

defines a generated distribution 𝑃𝑔 to fit the original sample 

distribution 𝑃𝑑𝑎𝑡𝑎  by mapping 𝑍𝑡𝑟𝑎𝑖𝑛
𝑘  to the generated 

samples 𝐺(𝑍𝑡𝑟𝑎𝑖𝑛
𝑘 ) . Then 𝐺(𝑍𝑡𝑟𝑎𝑖𝑛

𝑘 )  is input to the 

discriminator (D) together with the original training samples 
𝑋𝑡𝑟𝑎𝑖𝑛, and D discriminates whether the current input comes 
from the original sample or the generated sample. The 
network structure in generator and discriminator are both 
based on LSTM, which guarantees the ability to effectively 
extract temporal features and process time series. GAN trains 
G and D alternately with each other. D is trained to distinguish 
the original samples 𝑋𝑡𝑟𝑎𝑖𝑛  and the generated samples 

𝐺(𝑍𝑡𝑟𝑎𝑖𝑛
𝑘 ) as much as possible, while G is trained to generate 

samples that are very similar to the original normal samples to 
mislead D. The entire optimization process can be regarded as 
a minimax game problem. The loss function of CRGAN is[12]: 

 𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷

𝑉(𝐷, 𝐺) = 𝐸𝑥∼𝑝𝑑𝑎𝑡𝑎
[𝑙𝑜𝑔 𝐷 (𝑋𝑡𝑟𝑎𝑖𝑛)] +

                          𝐸𝑥∼𝑝𝑔
[𝑙𝑜𝑔 (1 − 𝐷 (𝐺(𝑍𝑡𝑟𝑎𝑖𝑛

𝑘 )))] (1) 

where 𝑥 ∼ 𝑝𝑑𝑎𝑡𝑎  represents the samples from the real data 
distribution while 𝑥 ∼ 𝑝𝑔  denotes the samples from the 

generated data distribution. 𝐸𝑥∼𝑝𝑑𝑎𝑡𝑎
[𝑙𝑜𝑔 𝐷 (𝑋𝑡𝑟𝑎𝑖𝑛)] 

represents the expectation that the original samples are judged 

to real by D while 𝐸𝑥∼𝑝𝑔
[𝑙𝑜𝑔 (1 − 𝐷 (𝐺(𝑍𝑡𝑟𝑎𝑖𝑛

𝑘 )))] denotes 

the expectation that the generated samples are judged to fake 
by D. 

The performance of D and G is continuously improved 
through the adversarial learning. It can be proved that the 
generated samples by G perfectly fit the original sample 
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distribution when 𝑃𝑔 = 𝑃𝑑𝑎𝑡𝑎. Since the training samples are 

all normal sub-sequences, G and D capture the implicit 
multivariate distribution of normal time series. 

In the model testing stage, random noise 𝑍𝑡𝑒𝑠𝑡
𝑘  and test 

samples 𝑋𝑡𝑒𝑠𝑡 are input into the model to obtain the generated 

samples 𝐺(𝑍𝑡𝑒𝑠𝑡
𝑘 )  from generator and the outputs 𝐷(𝑋𝑡𝑒𝑠𝑡) 

and 𝐷 (𝐺(𝑍𝑡𝑒𝑠𝑡
𝑘 ))  from discriminator. Then the anomaly 

score GDScore are calculated based on the reconstruction 
error of G and the output of D. Finally, the time points in the 
test dataset are labeled (1 for normal and 0 for anomalous) by 
judging the threshold 𝜏. 

III. THE DETAILS OF GAN-BASED ANOMALY DETECTION 

A. Data Pre-processing 

Firstly, the multivariate time series 𝜒 ⊂ 𝑅𝑇×𝑁 is split into 
a train dataset 𝜒𝑡𝑟𝑎𝑖𝑛 ⊆ 𝑅𝑇1×𝑁  and a test dataset 𝜒𝑡𝑒𝑠𝑡 ⊆
𝑅𝑇2×𝑁. Note that all the time points in the train dataset must 
be normal.  

Then, the train dataset 𝜒𝑡𝑟𝑎𝑖𝑛 ⊆ 𝑅𝑇1×𝑁  is segmented into a 
series of subsequences 𝑋𝑡𝑟𝑎𝑖𝑛 = {𝑥𝑖 , 𝑖 = 1,2, ⋯ , 𝑚} ⊆
𝑅𝑠𝑤×𝑁 by a sliding window. 

Given a window with size 
ws  and step length 

ss , the 

number of subsequences can be calculated by 𝑚 =
𝑇1−𝑠𝑤

𝑠𝑠
+ 1. 

When 𝑇1 − 𝑠𝑤  is not divisible by 𝑠𝑠, the last subsequence 𝑥𝑚 
consists of the last 𝑠𝑤  points of the train dataset.  

Similarly, the test dataset 𝜒𝑡𝑒𝑠𝑡 ⊆ 𝑅𝑇2×𝑁  is divided into 

subsequences 𝑋𝑡𝑒𝑠𝑡 = {𝑥𝑗 , 𝑗 = 1,2, ⋯ , 𝑛} by sliding window, 

where 𝑛 =
𝑇2−𝑠𝑤

𝑠𝑠
+ 1. To valid the anomaly detection ability 

of GAN, every point in the test dataset is labeled by binary 
digits (1 for normal and 0 for anomalous). 

B. The Architecture of Generator and Discriminator 

After the sliding window processing, a subsequence can 
be described as 𝐻𝑖 , which is a 𝑅𝑠𝑤×𝑁 matrix. To capture the 
temporal features in a matrix 𝐻𝑖 , we use LSTM as the network 
structure of G and D. 

In the generator, the input is a random one-dimensional 
vector 𝑍 of latent space. And then 𝑍 is concatenated to a fully 
connected layer and reshaped into a two-dimensional matrix 

𝐻𝑖
′ . After two LSTM layers and one fully connected layer, 𝐻𝑖

′  

is reshaped into the reconstructed two-dimensional matrix 𝐻𝑖
𝑔

, 

which is the generated time series. The specific network 
structure of generator is shown in Fig. 2. 
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Fig. 2. The network structure of generator 

In the discriminator, the input is the real time series 𝐻𝑖  or 

the reconstructed time series 𝐻𝑖
𝑔

. After two LSTM layers and 

one dense layer, the time series is converted to a number. Then 
the number is calculated by the sigmoid activation function, 

and the probability of whether the input time series is a real 
time series is obtained. The network structure of discriminator 
is illustrated in Fig. 3. 
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Fig. 3. The network structure of discriminator 

C. The Anomaly Score—GDScore 

As aforementioned, GAN obtained by training dataset can 
extract the features of normal time series. For testing dataset, 
the sub-sequences used to predict normal points are input into 
G and D to obtain anomaly scores similar to the training 
dataset, while the scores obtained by sub-sequences used to 
predict outliers are very different. Therefore, we can 
comprehensively judge whether the time point is an outlier by 
measuring the metric after inputting it into G and D. The 
specific metrics of G and D are as follows: 
  Generator metric 𝐺𝑚  can be calculated by the cosine 
similarity between the original sample and the generated 
sample. The lower the cosine similarity, the more abnormal 
the original sample, then the more abnormal the time point 
predicted by the subsequence. 𝐺𝑚 can be calculated by: 

𝐺𝑚 = 𝐶𝑜𝑠 𝑖 𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑋𝑡𝑒𝑠𝑡 , 𝐺(𝑍𝑡𝑒𝑠𝑡
𝑘 )) 

                   =
∑ 𝑥𝑖 × 𝐺(𝑍𝑡𝑒𝑠𝑡

𝑘 )𝑖
𝑛
𝑖=1

√∑ (𝑥𝑖)2𝑛
𝑖=1 × √∑ [𝐺(𝑍𝑡𝑒𝑠𝑡

𝑘 )𝑖]
𝑛
𝑖=1

2

                  (2) 

The discriminator metric 𝐷𝑚  can be measured using the 
predicted value output by the sigmoid function of the last layer, 
which directly represents the probability of being normal / 
outlier at this time point. 𝐷𝑚 can be described as: 

𝐷𝑚 = 𝐷(𝑋𝑡𝑒𝑠𝑡)                              (3) 

In order to synthesize the results of generator metric and 
discriminator metric, this paper proposes a new calculation 
method of anomaly score (named GDScore). GDScore can be 
described as follow: 

𝐺𝐷𝑆𝑐𝑜𝑟𝑒=1 −
𝐺𝑚+𝐷𝑚

2
                          (4) 

IV. EXPERIMENTS 

We conduct the experiments of GAN-based anomaly 
detection on two public telemetry datasets. 

A. Datasets and Evaluation Metrics 

SMAP (Soil Moisture Active Passive satellite) and MSL 
(Mars Science Laboratory rover) are  two public telemetry 
datasets from NASA. SMAP contains a time series of 25-
dimensional variables, and the length of all the time series of 
the 55 channels is 429735. The MSL contains a time series of 
55-dimensional variables, and the total length of all the time 
series of the 27 channels is 66709 [13]. Table Ⅰ shows the 
details of two datasets. 
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TABLE I.  THE DETAILS OF DATASETS 

Dataset 

name 

Number of 

channels 

The total 

length of 

time series 

Number of 

variables 

SMAP 55 429735 25 

MSL 27a 66709 55 

SMAP and MSL datasets are divided into a training set 
and a test set, and the test set is labeled with 0 or 1. It should 
be noted that the training set can only contain normal data, and 
the test set contains normal and anomalies data. Then we set 
window size 𝑠𝑤 = 30  and step length 𝑠𝑠 = 10 to split the 
original time series into subsequences. 

We use Precision, Recall and F1-score to evaluate the 

performance of the GAN-based anomaly detection method, 

where 𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, 𝑅𝑒 𝑐 𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃+𝐹𝑁
 and 𝐹1 =

2×𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒 𝑐𝑎𝑙𝑙

𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒 𝑐𝑎𝑙𝑙
 [14]. 

B. Experimental settings and platform 

We set the length of the input latent vector 𝑍  of the 
generator to 100. The two-layer LSTM of the generator and 
discriminator respectively contain 80 and 40 cells, and 
dropout is added after each layer of LSTM. Other parameter 
settings are shown in the Table Ⅱ. 

TABLE II.  THE OTHER SETTINGS OF GAN 

Generator 

optimizer 

Discriminator 

optimizer 

Loss 

function 

Batch 

size 
Epochs 

Adam Adam 
Cross 

entropy 
64 50 

Because the performance of the generator is weaker than 
the discriminator during training and the discriminator 
converges faster, so we set the generator's initial learning rate 
to be greater than the discriminator, which is 0.002 and 0.0001 
respectively. 

The GAN-based anomaly detection method are 
implemented in Python 3.7 with the help of deep learning 
library TensorFlow-GPU 1.8.0. Experiments are performed 
on a Huawei G5500 Linux server with NVIDIATesla V100 
GPU. 

C. Results 

To demonstrate the effectiveness of the GAN-based 
telemetry data anomaly detection algorithm (LSTM-GAN), 
we compared it with two other unsupervised anomaly 
detection methods. They are isolated forest (Iforest) and 
LSTM-based Variational Autoencoder (LSTM-VAE). Iforest 
divides trees to achieve the purpose of clustering normal data 
and abnormal data [6]. LSTM-VAE is another method to 
represent normal data by using stochastic variables, and it 
includes two parts, an encoder and a decoder. Both the 
encoder and the decoder use the LSTM structure [8]. 

After conducting network training and testing on GAN, we 
obtained the results of anomaly score GDScore of the test 
dataset. When the threshold 𝜏 is set to optimal, the Precision, 
Recall and F1-score are calculated on the SMAP and MSL 
datasets for the three methods, which are shown in the Table 
Ⅲ. 

Depicted in the Table Ⅲ, The F1 obtained by LSTM-GAN 
are higher than LSTM-VAE and Iforest on both SMAP and 
MSL datasets, which proves that LSTM-GAN outperforms 
the other methods on the multivariable time series anomaly 

detection. Also, the difference between Precision and Recall 
of LSTM-GAN is not large, indicating that LSTM-GAN can 
balance the false alarm rate and the missed detection rate, so 
that the anomaly detection results of telemetry data can reach 
the comprehensive optimal. 

TABLE III.   THE PERFORMANCE OF THE THREE METHODS 

Methods 
SMAP(%) MSL(%) 

Precision Recall F1 Precision Recall F1 

Iforest 86.75 89.59 88.14 89.73 90.26 89.99 

LSTM-

VAE 
74.16 97.76 84.34 88.67 91.17 89.89 

LSTM-

GAN 
88.95 92.19 90.54 91.61 92.71 92.16 

In addition, because the Iforest method ignores the time 
dependence between data, it is only suitable for numerical 
anomalies, but not for time-dependent anomalies. 
Comprehensively speaking, the LSTM-GAN method 
performs well in both effectiveness and applicability. 

Then, we consider the influence of the threshold on the 
anomaly detection results, and find the best threshold by 
searching the [0, 1] interval. Fig. 3 and Fig. 4 respectively 
show the effect of threshold on the anomaly detection results 
of SMAP and MSL data sets. 

 

Fig. 4. The effect of threshold on MSL dataset 

 

Fig. 5. The effect of threshold on MSL dataset 

When the threshold is too small, Recall will be small, 
resulting in F1 being too small; when the threshold is too large, 
Precision will be small, causing F1 to be too small. So, only 
when the threshold is set moderately, can F1 be guaranteed to 
be optimal. As the threshold increases, F1 converges, and the 
final convergence value is related to the proportion of outliers 
in the dataset. As shown in Fig 3 and Fig. 4, when the 
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threshold for SMAP is 0.58, the optimal F1 is 90.54%; when 
the threshold for MSL is 0.46, the optimal F1 is 92.16%. 

V. CONCLUTIONS 

This paper proposes a novel telemetry data anomaly 
detection method based on GAN, using the LSTM as the 
structure of generator and discriminator. This method makes 
three significant contributions. Firstly, GAN-based telemetry 
data anomaly detection can automatically extract time features 
and correlation features of multiple variables, which solves the 
problem of lack of labels in telemetry data. Secondly, LSTM 
structure is introduced to learn a robust latent representation 
of telemetry data while considering temporal dependence. 
Finally, a new anomaly score called GDScore is proposed to 
consider the reconstruction error of generator and the output 
of discriminator simultaneously. The experimental results 
show that GAN-based anomaly detection method preforms 
well on the telemetry datasets SMAP and MSL compared with 
other methods. 
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Abstract—This paper presents a method on workpiece 

detection based on image processing and convolutional neural 

network(CNN). Firstly, four extreme points and center point of 

the workpiece are detected by image processing technologies 

such as canny edge detection operator, morphological 

processing and denoising processing. And the predicted boxes 

fitting the shape of image is generated. Then, according to the 

coordinates of the extreme points, the image with a single 

workpiece is cut out, and a novel CNN named workpiece-

net(wp-net) is created to classify the object. As a result, the 

accuracy of image cutting is 0.9986, the average Intersection 

over Union(IoU) is 0.9235; the parameter size of wp-net is 

98.25K and the average precision of classification is 0.9883. In 

addition, the average recall of classification is 0.9877 and the 

speed of classification is 0.1243s/fps without Graphics 

Processing Unit(GPU) and multithreading. Compared with the 

pure deep learning method, this method can detect more 

accurate coordinates which are consisted of extreme points. At 

the same time, the number of wp-net parameters and the 

complexity of the model structure used for classification are so 

far less than the popular deep neural network for detection that 

it can be easily deployed in embedded devices with limited 

storage space and computing power. 

Keywords—workpiece detection, image processing, 

convolution neural network, extreme points 

I. INTRODUCTION  

With the advancement of industry 4.0, more and more 
personalized customization and small-batch production 
scenarios appear in the industrial manufacturing process, 
which makes the detection of workpieces turn from rule and 
single-target task to multi-target, multi-category and irregular 
target task [1]. Workpiece detection, including location and 
classification of workpieces, is mainly realized by machine 
vision. Traditional detection methods, represented by the 
method proposed by n. DALAL et al. [8], can effectively 
detect images that contain only single category, but it is 
difficult to detect multi-category and multi-target images. This 
situation has not been improved until the rise of deep learning 
in recent years. The methods based on deep learning usually 
show better performance than traditional methods in target 
detection and image classification, and can effectively achieve 

multi-category and multi-target detection. So it has been 
widely used in various fields. For example, compared with the 
traditional method, emerging neural network models of 
YOLO’s family and R-CNN’s family, which are widely used, 
have a greater improvement in accuracy of detection and 
classification [2-4]. However, on the one hand, these 
emerging methods for detection of target have complex 
network structure and huge parameter scale, which have high 
requirements for training and deployment equipment. On the 
other hand, The results may not be accurate enough, especially 
for some high-precision positioning tasks, such as some stereo 
vision tasks because their final detection results are the 
coordinates of the upper left corner and the lower right corner 
of the rectangular box (as shown in Fig. 1). 

 

Fig. 1. Schematic diagram of typical depth convolution network detection 

box 

 In 2019, ExtremeNet was proposed [5]. This method 
detects four extreme points and center points on the target, 
including upper part, lower part, left part and right part, and 
gets octagonal box which is more suitable to the target contour. 
However, similar to other popular pure deep learning methods, 
ExtremeNet is complex, and its parameter scale is huge, up to 
about 200M. Recently, some researchers [6] combined deep 
learning and image processing technology to detect 
workpieces. Firstly, the detection boxes of the workpieces are 
obtained by YOLOv3, and raw images are cropped to get 
single-workpiece images according to detection boxes. Then, 
the traditional image processing technology is used to obtain 
the coordinates of the extreme points of the workpieces in the 
single-workpiece images. Finally, a more suitable detection 
box is generated by extreme points. Compared with 

*Xifan Yao is the corresponding author. (e-mail: mexfyao＠scut.edu.cn) 
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EtremeNet, YOLOv3 has fewer parameters and faster 
detection speed [2]. However, YOLOv3 has about 61.62M 
amount of parameters and needs a device with high-
performance GPU for training and deployment, which is not 
able to be deployed in many scenarios such as in embedded 
devices with limited computing power and storage space. In 
view of the above problems, this paper proposes a novel 
approach, as shown in Fig. 2.  

Firstly, we use a series of image processing methods to 
detect the extreme points of the workpiece images, and cut out  
single-workpiece images according to the coordinates of the 
extreme points. Then, we create a light-weight CNN called 
workpiece-net (wp-net) to classify the single-images of 
workpieces. The wp-net consists of 15 layers, whose 
parameters size is 98.25K. The average precision of 
classification is 0.9883, and the average recall is 0.9877. 
Through the combination of traditional image technology and 
deep learning, we can get high accuracy of location and  small 
scale of the model parameters compared with popular deep 
learning models. 

 

Fig. 2. Component diagram of workpiece detection 

II. RELATED WORK 

Workpiece detection includes location and classification. 
Before the emerging of deep learning, the popular workpiece 
detection methods include template matching algorithms and 
learning algorithms. The template matching algorithms obtain 
the contour of the target by processing the pixels and then 
matches with the preset template to identify the target 
workpiece. For example, Huang et al. proposed to use Hu 
matrix invariance to extract the contour  of workpieces and 
then match with the preset templates, so as to identify the 
workpiece category [7]. This method can effectively detect the 
contour and the category of the workpieces, but it is not able 
to effectively identify the multi-category objects and the 
objects that are not in the preset templates. In addition, we 
need to design particular algorithm steps and templates for 
specific artifacts and scenes. Therefore, this kind of method is 
usually used in the limited scenes with few kinds of 
workpieces, high discrimination, fixed objectives and stable 
production environment. In the field of learning algorithm, the 
most representative algorithm is the method of HOG 
combined with SVM proposed by Navneet Dalal et al [8]. This 
method calculates and statistics the gradient direction 
histogram of the local area of the image to construct features, 
and then combines support vector machine(SVM) classifier to 
realize pedestrian detection. In addition, this method can be 
used for image classification. However, This method is 
usually used to detect single-category images because it is 
difficult to achieve multi-category and multi-target detection. 

In addition, learning algorithms often need to manually create 
relevant features for different datasets, such methods are 
difficult to achieve excellent results in multi-category and 
multi-objective tasks. For this reason, the research on 
workpiece task using learning algorithm mainly focuses on 
image classification task, representing by machine learning 
such as SVM and its improved algorithm [9,10]. In recent 
years, the emerging method based on deep learning can 
automatically learn the relevant features of the images. In 
addition, it is more robust to noise and has higher accuracy 
than the traditional machine learning methods. For example, 
the deep learning algorithms for target detection such as 
YOLOv3 are able to detect multi-category and multi-target 
images with high precision and generate the rectangular box 
of the target. The ExtremeNet, which was proposed in 2019, 
can directly detect four extreme points on the targets,  which 
improve the accuracy of location. However, the network 
structure is complex and its amount of parameters is about 
200M. Because the training and deployment require very high 
computing power, the deep CNN is difficult to be applied in 
many scenarios. Reducing the complexity of the models for 
detection is an important trend of current research. At present, 
there are methods such as model pruning and network 
decomposition to reduce the complexity of the model [11]. For 
example, Li et al. put forward [12] the method of tailoring 
filters with sum of filter weight as significance measure, 
which can reduce the amount of model parameters and the 
complexity of the model to a certain extent, but the effect of 
the method is still limited. In addition, tailoring model often 
leads to performance degradation. Another way to reduce the 
complexity of deep convolution neural network is combining 
image processing technology with deep learning. Recently, 
some researchers proposed a method that combines deep 
learning with image processing technology [6], which get the 
detection boxes by YOLOv3 and crop raw images to get 
single-workpiece images according to detection boxes. Then, 
the traditional image processing technology are used to obtain 
the coordinates of the extreme points of the workpieces in the 
single-workpiece images. Finally, a more suitable detection 
box is generated by extreme points. As a result, the model has 
about 61.62M amount of parameters and the network 
complexity is greatly reduced compared with ExtremeNet that 
has about 200M amount of parameters, but it is still at a high 
level. Obviously, image detection that includes location and 
classification, is more complex than image classification. So 
the deep learning model used for image detection is far more 
complex than that for classification. And the models for image 
detection have much larger amount of parameters. Based on 
the combination of image processing technology and CNN, 
we use the former to detect the extreme points in the 
positioning task and uses the latter to complete the 
classification of workpieces respectively. Compared with the 
deep CNN model for detection, the model for classification is 
so simple that it can be deployed in embedded devices or 
mobile devices with limited computing power. 

III. WORKPIECE DETECTION METHOD 

As mentioned above, the workpiece detection needs to 
realize workpieces location and classification. This study 
proposes a novel method which combines a series of image 
processing technologies with deep learning. Through simple 
and fast technologies of image processing, workpiece location 
is completed. And light-weight model is used to accurately 
classify multi-category tasks, and obtain more accurate 
coordinates composed of extreme points and higher 
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classification accuracy with a simple model structure of few 
parameters. There are two steps to achieve the workpiece 
detection: using a series of image processing methods to 
achieve the target location, and using the novel CNN called 
wp-net to achieve the target. 

A. Workpiece Location 

Firstly, our method uses canny algorithm to get the contour. 
After obtaining the contour of the workpiece image, in order 
to remove the noise, we use morphological filtering to fill the 
contour gap to make  obviously difference between the 
contour of workpiece and noise. Then, this method extracts 
the coordinates of extreme points on the contour and 
calculates the center points. As shown in Fig. 3, the processed 
image has some noise that is small and discontinuous contour.  

            

Fig. 3. Using Canny algorithm to process workpiece contour 

According to the image analysis after contour extraction, 
the noise is discontinuous and fragmented. Therefore, by 
calculating the number of contour pixels and contour areas, 
such a contour with the number of pixels and the contour area 
less than the preset thresholds is taken as noise, which is able 
to remove most of the noise. 

However, in the actual processing, there are some 
exceptional cases that cause positioning errors. As shown in 
Fig. 4, for the image with inner holes, the contour of the inner 
hole is detected and causes errors.  

           

Fig. 4. Inner hole of workpieces detected 

For dealing with this problem, the following rule is set: 

when the distance between the center points of two predicted 

boxes is less than the threshold and the coordinates of four 

extreme points of a box are completely covered by another 

box, the predicted box with a smaller area is treated as noise. 

Through this rule, such a problem can be solved well. Finally, 

by cutting raw images with the extreme points, we get the 

initial single-workpiece classification dataset. 

B. Workpiece Classification 

 In consideration of the excellent performance of CNN in 
image classification, this study uses CNN to achieve the task 
of workpiece classification. After obtaining the initial 
classification dataset, we need to adjust images to a fixed size 
because that the common classification neural network 
accepts fixed size input. The popular methods are resizing and 
padding. Considering that resizing may lead to image 
deformation, this study uses padding and finally obtains the 
image with the size of 512 * 512. Then, According to the 

complexity of the job for classification and the scale of the 
dataset, the so called wp-net with suitable depth is designed. 
As shown in Fig. 5, the network is composed of 15 layers and 
accepts images with the size of 512 * 512 as inputs. The model 
has 98.25K amount of parameters. 

              
a. The left side is the top part and the right side is the bottom part. 

Fig. 5.   Wp-net structure 

The wp-net includes typical CNN layers such as 
convolution, pooling and activation function [13]. In addition, 
the last two layers of the network are designed as full 
connection layer to achieve classification [14] and each 
neuron in the last layer of full connection layer outputs the 
probability of each workpiece category. Besides, the batch-
normalization (BN) layer [15] is added to the structure to 
improve the generalization ability of the network. Wp-net uses 
Adam [16] as the optimization algorithm and uses the linear 
rectification activation function to prevent the gradient from 
disappearing and improve the training speed [17]. In addition, 
considering the network output is probability, cross entropy 
loss function [18] is used. After the completion of network 
construction, the wp-net is trained and tested directly by using 
the dataset of workpieces. The training process is carried out 
on the CPU of i5 processor without GPU and multiprocessing. 
The batchsize is 16 and epochs is 5. 

IV. EMPIRICAL ANALYSIS 

As stated above, this study firstly uses a series of image 
processing technologies to detect the extreme points of the 
workpiece images and cut the pictures of workpiece according 
to the extreme points. And the single-workpiece dataset is 
produced referring to the format of MNIST [19], which is used 
to train the wp-net. Then, we use the trained wp-net to 
examine the test set. Finally, the above two parts are integrated 
to realize the location and classification of workpiece images. 

A. Extreme Points Detection and Image Cutting 

Experiments 

In this study, a dataset of workpieces that has ten 
categories is established, including bolts, nuts, screwdrivers, 
screw dies, drills, wrenches, l-wrenches bearings, taps and 
gears. This dataset has 10488 images, each of which contains 
at most seven categories and nine workpieces. Based on 
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OpenCV, the whole process of extreme points detection and 
image cutting is completed. After removing the noise, we 
collect 38750 single-workpiece images by cutting raw images 
and the accuracy of cutting is 0.9986. In addition, we use 
labelImg to label the original images and get labels in the 
format of COCO [20]. Finally, the Intersection over 
Union(IoU) [21] is introduced to reflect the accuracy of the 
location. As shown in the following formula, the IoU reflects 
the accuracy of predicted boxes location by calculating the 
ratio between the pre_ box_ Area and true_ box_ Area, where 
the former is the area of predicted box, and the latter is the area 
of real box. 

 _ _ _ _

_ _ _ _

pre box area true box area

pre box area true box area
IoU




=  () 

As a result, the average IoU between all predicted boxes 
and real boxes is 0.9235. Under the condition of i5 processor 
without multiprocessing, the cutting speed of images is 0.0766 
s/fps. 

B. Using wp-net to Classify Single-Workpiece Images 

After cutting the raw images to get single-workpiece 
images, each image is padded. As a result, we get the fixed 
size images, which is divided into the 10 categories. And we 
get the dataset in the format of MNIST. Then, 27125 images 
are randomly selected as the training set, 7750 images as the 
validation set and 3875 images as the test set. Next, wp-net is 
trained five epochs based on the training set by PyTorch. As 
shown in Fig. 6, the average classification accuracy of all 
categories of the verification set is 0.9881 at the fifth epoch. 
The average classification accuracy on the test set is 0.9880. 

In addition, in order to fully consider the difference of 
different categories in the multi-classification problem, the 
precision and recall are introduced. As shown in the Table I, 
the precision and recall of each category are at a high level. 
The average precision and average recall of all categories are 
0.9883 and 0.9877 respectively. It is found that the recall of 
screwdriver is 0.9441.In addition, the precision and recall of 
the other parts are above 0.96. 

 

Fig. 6. Accuracy of raining and verification sets with epochs 

It is speculated the reason is that the screwdriver has a long 

strip shape and its image area is large, which often contains 

part of the other categories that cause misclassification. 

As for the complexity and classification speed, the wp-net 

has 98.25K amount of parameters, which is far less than the 

popular deep learning network model for detection. As a result, 

the model is easy to be deployed in embedded devices with 

limited computing power and storage space. In addition, under 

the condition of i5 processing and without GPU, the image 

classification speed is 0.1243 s/fps. 

TABLE I.  AVERAGE PRECISION AND RECALL OF EACH CATEGORY 

Workpiece category Average precision Average recall 

L-wrench 0.9808 0.9903 

wrench 1.0000 0.9918 

Screw die 1.0000 1.0000 

gear 0.9973 1.0000 

nut 0.9976 0.9953 

bolt 0.9894 0.9766 

driver 0.9826 0.9441 

Tap 0.9716 0.9817 

bear 0.9949 1.0000 

drill 0.9688 0.9975 

all 0.9883 0.9877 

C. Integrating Location and Classification 

As shown in Fig. 7, after integrating workpiece location 
and classification, we are able to get the extreme points and 
categories of multi-category and multi-target workpiece 
images. And the predicted boxes are more suitable for the 
target contour, which means that the location results will be 
more accurate. 

 

Fig. 7. Demo of the proposed method 

Based on the same dataset, we use i5-7200u CPU of Intel 

to do some comparative study on several methods. In the 

study, we compared the method that combination of deep 

learning and image processing [6], the excellent deep 

learning object detection model named YOLOv3 [2] and the 

classical image processing method named HOG [8]. The 

results are shown in Table II. It can be seen that when recall 

is close to other methods, the model parameters and single 

frame detection time of our method are far less than other 

methods. In the task of clamping workpiece for a manipulator, 

a more accurate clamping strategy can be given according to 

the coordinates of extreme points and center point. 

TABLE II.  RESULTS OF DIFFERENT METHOD 

Method Recall 
Params 

(M) 
Time 

(s/fps) 
Result of 

detection 
Detection 

object 

YOLOv3 0.9794 61.62 0.6481 
Rectangular 

box 
Multiple 

categories 
YOLOv3 

with image 

processing 

and pruning 

0.9891 15.45 0.6675 
Extreme 

points 
Multiple 

categories 

HOG+SVM / / / 
Rectangular 

box 
Single 

category 

our method 0.9877 0.098 0.2245 
Extreme 

points 
Multiple 

categories  

V. CONCLUSION 

This study has proposed a workpiece detection method 
which combines image processing technology with deep 
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learning. Firstly, we use a series of image processing 
algorithms to obtain the contour of the workpiece and 
coordinates of extreme points, which means more accurate 
location. Then, we use a novel CNN called wp-net to classify 
the single-workpiece target. Experimental results show that 
the image processing technology can get high IoU for 
workpiece location. At the same time, the complexity of  
model and amount of parameters are greatly reduced 
compared with pure deep CNN for detection. 
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Abstract—Lack of gold standard of truth is a critical 

problem in medical field. Consensus extraction from noisy labels 

to estimate ground truth is a common approach. However, 

significant inter-observer variability and various biases limit the 

accuracy. For this challenge, we proposed an unsupervised 

Bayesian framework to aggregate multiple heart rate (HR) 

annotations from the electrocardiogram (ECG) signal and infer 

the underlying ground truth and precision of annotators when 

the ground truth is not available. We further introduced the bias 

and precision adjustment factor of annotator to model the 

annotator’s performance in each instance. Test on the 2014 

PhysioNet/ Computing in Cardiology challenge database 

showed that the proposed model had an improvement not only 

over the existing aggregation model (EM-R method), mean and 

median strategies (the highest of 10.36%，20.26% and 12.43%) 

but also to the best single annotator (13.75%) used in this paper. 

Keywords—Annotation aggregation, ECG, HR estimation, 

Bayesian probability, unsupervised learning. 

I. INTRODUCTION  

Labeling methods are divided into manual and algorithm 
labeling. Manual labeling is time-consuming and expensive, 
especially for large-scale data. Algorithm labeling has high 
efficiency and can work in real-time, which is a key 
component for ECG devices. However, algorithm is easily 
affected by signal noise and its accuracy is not as high as 
manual annotation. Thus, it is necessary to build a model by 
fusing the labels of multiple algorithm annotators to estimate 
the underlying true value.  

Cardiovascular diseases (CVDs) are the leading cause of 
death worldwide [1], which has led to a large number of 
studies on ECG signals [2]. HR monitoring is an important 
part of assessment and diagnosis of CVDs [3]. At present, the 
detection algorithm of HR has developed to a relatively 
mature stage [4]. However, these algorithms are not ideal for 
poor quality ECG signals [5], which has a great impact on the 
accuracy of HR monitoring. Therefore, a probabilistic model 
of fusing HR annotations but no absolutely gold standard was 
proposed, which can infer the underlying ground HR value 
and estimate each annotator’s ability. Simple methods of 
forming aggregate labels, such as the mean, median voting and 
majority voting strategies, generally perform well only if there 
are a large number of annotators available [6]. Dawid and 
Skene [7] presented a more effective model early addressing 
the doctors’ diagnostic differences caused by the inconsistent 
expressions of patients, and firstly used EM algorithm to 
obtain maximum likelihood estimations of the parameters. 
Carpenter [8] proposed a complete Bayesian version of the 
model [7], focusing on binary models of the two categories. 
Raykar et al. [9] proposed Bayesian posterior estimation of the 
model and applied it to the classification of benign or 
malignant breast tissue in CAD diagnosis. And they extended 

this model from binary data to continuous data, which is a 
benchmark method in this field. Experimental results 
indicated that the model was superior to the majority voting. 
Later, many researchers made improvements and extensions 
based on it [9]. Welinder and Perona [10] proposed an online 
algorithm to estimate the “ground truth” of image properties 
and the annotators’ abilities. The model can handle binary, 
multi-valued, and continuous-valued annotations, but didn’t 
model the bias of annotators.  

To sum up, research of fusion model in the field of ECG 
annotation is less, and it is vital to obtain high-quality HR 
annotations for wearable ECG monitoring. In contrast to 
previous works, this article proposed a Bayesian framework 
for aggregating multiple HR annotations of ECG, which took 
into account the precision and bias of the individual annotators. 
Furthermore, we compared the model with commonly mean, 
median method and existing fusion model for HR labels [11]. 
The rest of the paper is organized as follows. Section II 
describes our IBPP model. Section III shows the applications 
in the 2014 PhysioNet/Computing in Cardiology challenge 
(CinC) ECG database. Finally, section IV concludes the paper. 

II. METHODS 

A. An Improved HR Estimation Model Based on Bayesian 

Prior Probability (IBPP) 

The illustration of the IBPP model presented in this paper 
is shown as follows.  

 

Fig. 1. Graphical representation of the IBPP model: 𝑦𝑖
𝑗
 corresponds to the 

annotation provided by the 𝑗th annotator for the 𝑖th record, and it is modelled 

by the 𝑧𝑖 (the unknown underlying ground truth), the 𝜙𝑗 (bias), and the 

1/ 𝑠𝑖𝜆𝑗 (precision with adjustment factor).  𝑧𝑖  is drawn from a Gaussian 

distribution with parameters mean 𝑤𝑇𝑥𝑖 (𝑥𝑖 corresponds to feature vector for 

the 𝑖 th ECG sample, 𝑤  is regression coefficient) and variance 1/𝛼 (𝛼  is 

drawn from a Gamma distribution).  𝜙𝑗  is modelled from a Gaussian 

distribution with variance of 𝛽𝜙 . 𝛽𝜙  and 𝜆𝑗  are drawn from a Gamma 

distribution respectively. The square box represents the known observations 

and the circular box represents the unknown variables. 

Suppose that there are N signal records and R annotators. 

𝑦𝑖
𝑗
 corresponds to the annotation of the 𝑖th record provided by 

the 𝑗th annotator, and 𝑧𝑖  represents the unknown underlying 
ground truth(ground truth means the actual HR value). It is 
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assumed that 𝑦𝑖
𝑗
 is a noisy version of 𝑧𝑖 , which follows a 

Gaussian distribution with the mean of 𝑧𝑖 and the variance of 
1/λ𝑗 . Since it is assumed that all the annotator is the 

independent and identically distributed, on the basis of 
the central limit theorem, the labels they provide converge to 
a Gaussian distribution. Furthermore, the annotators’ bias 𝜙𝑗 

are put into consideration, the conditional probability of 

estimating 𝑦𝑖
𝑗
 can be written as: 

 𝑃(𝑦𝑖
𝑗
|𝑧𝑖 , 𝜙𝑗 , 𝜆𝑗) = 𝑁(𝑦𝑖

𝑗
|𝑧𝑖 + 𝜙𝑗 , 1/𝜆𝑗)  () 

where 𝜙𝑗, λ𝑗  are considered to be constants for the 𝑗 th 

annotator, i.e. all annotators are assumed to have consistent 
but usually different performances throughout records.  λ𝑗  

represents the precision annotated by the 𝑗th annotator. The 
meaning of 𝜙𝑗  is mean error between annotation and 

underlying ground truth. Besides fixed features of annotators, 
the distribution of biases might be influenced by datasets. In 
the absence of any knowledge of the underlying distribution 
of biases, 𝜙𝑗  is assumed to be drawn from a Gaussian 

distribution with mean of 𝑢𝜙 and variance of 1/𝛽𝜙: 

 𝑃(𝜙𝑗|𝑢𝜙, 𝛽𝜙) = 𝑁(𝜙𝑗|𝑢𝜙, 1/𝛽𝜙) () 

The model of the ground truth of annotation is established. 
Since the real annotation of each signal sample is closely 
related to signal characteristics, a linear regression model is 
used to simulate the relationship between the ground truth 𝑧𝑖 
and the feature vector of the 𝑖th sample 𝑥𝑖. 

 𝑧𝑖=𝑤𝑇𝑥𝑖+e () 

In (3), 𝑤 is the regression coefficient and 𝑒 is a zero-mean 
Gaussian noise with variance 1/α. 𝑥𝑖  and 𝑤  have the same 
length with 𝑑 + 1, and 𝑥𝑖 = [𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑑 , 1]𝑇 . Note that 𝑥𝑖 
contains 𝑑  features because the value of 𝑥𝑖𝑑+1  is always 1. 
Consequently, the probability density function of 𝑧𝑖 is: 

 𝑃(𝑧𝑖|𝑤, 𝑥𝑖 , 𝛼) = 𝑁(𝑧𝑖|𝑤𝑇𝑥𝑖 , 1/𝛼) () 

Since Gamma distribution is usually used to model a 
positive continuous value distribution [12], without the prior 
knowledge, it is assumed that precision parameter 𝛽𝜙 of 𝜙𝑗, 

annotator precision 𝜆𝑗  and precision parameters of 𝑧𝑖  are 
drawn from Gamma distribution: 

 𝑃(𝛽𝜙|𝑘𝛽 , 𝜗𝛽) = 𝛤(𝛽𝜙|𝑘𝛽 , 𝜗𝛽) () 

 𝑃(𝜆𝑗|𝑘𝜆, 𝜗𝜆) = 𝛤(𝜆𝑗|𝑘𝜆, 𝜗𝜆) () 

 𝑃(𝛼|𝑘𝛼 , 𝜗𝛼) = 𝛤(𝛼|𝑘𝛼 , 𝜗𝛼) () 

where 𝛤  denotes a Gamma distribution, 𝑘  is the shape of 
distribution and 𝜗 is the scale of distribution.  

Generally, noises such as baseline drift and motion 
artifacts in poor-quality ECG signals make it hard to detect 
QRS complexes and to reckon cardiac parameters. Hence, we 
used four signal quality indices of ECG proposed by Clifford 
et al. [13] and Li et al. [14] which contains: 

• kSQI: the fourth moment (kurtosis) of the distribution, 
it measures the relative peakedness of the probability 
distribution with respect to the Gaussian distribution 
and it can be formulated as 𝐸{𝑋 − 𝜇}4/𝜎4. 

• sSQI: the third moment (skewness) of the signal which 
describes symmetrical shape of the distribution and it 
is defined as 𝐸{𝑋 − 𝜇}3/𝜎3. 

• pSQI: the relative power in the QRS complex and it 

can be formulated as ∫ 𝑃(𝑓)𝑑𝑓
15𝐻𝑧

5
∫ 𝑃(𝑓)𝑑𝑓

40𝐻𝑧

5
⁄ , 

where 𝑃 is the power and 𝑓 is the frequency. 

• basSQI: the relative degree of baseline drift and it is 

defined as 1 − ∫ 𝑃(𝑓)𝑑𝑓
1𝐻𝑧

0
∫ 𝑃(𝑓)𝑑𝑓

40𝐻𝑧

0
⁄ . 

In addition to the above signal indices, we added two other 
indices to describe signal quality in this study: 

• hSQI: the proportion of high frequency noise in the 
signal and it is defined as 1 −

∫ 𝑃(𝑓)𝑑𝑓
180𝐻𝑧

40
∫ 𝑃(𝑓)𝑑𝑓

180𝐻𝑧

5
⁄ . 

• fSQI: the proportion of non-horizontal segments in the 
signal, where non-horizontal segment refers to the 
segment whose amplitude changes between 4 
consecutive sampling points are equal to 0 after 
normalization. 

These indices provide the information about the quality 
and characteristics of ECG signal. Each signal sample to be 
annotated has a corresponding feature vector, which 
represents signal situation of current sample. The signal 
feature with all indices of the 𝑖th sample can be presented as: 

𝒙𝑖 = [𝑘𝑆𝑄𝐼𝑖 , 𝑠𝑆𝑄𝐼𝑖 , 𝑝𝑆𝑄𝐼𝑖 , 𝑏𝑎𝑠𝑆𝑄𝐼𝑖 , ℎ𝑆𝑄𝐼𝑖 , 𝑓𝑆𝑄𝐼𝑖 , 1]   () 

In the previous analysis, each annotator is given fixed 
precision parameters (𝜙𝑗 , λ𝑗) to measure the accuracy of the 

annotation, i.e. each annotator behaves consistently 
throughout all records, but the reality is not. The accuracy is 
not only related to the performance of the annotator, but also 
affected by poor quality signal and noise interference. Hence, 
we added precision adjustment factor of annotator 𝑠𝑖  [14] to 
adjust the algorithm precision throughout the 𝑖th records. It is 
defined as the coincidence between two QRS detection 
algorithms, i.e. the consistency of QRS detection for the same 
ECG signal. Suppose that there are K and M QRS position 
sequences respectively detected by algorithm 1 and 2 for the 
𝑖th record. If both detected the same QRS waves, then 𝑁𝑚𝑎𝑡𝑐ℎ 
plus one. Since the width of QRS wave is between 150ms and 
200ms, the error limit of the detection positions is set to 150ms. 
Finally, according to (9), the precision adjustment factor of 
annotator for the 𝑖th ECG record is calculated.    

 𝑠𝑖 =
𝑁𝑚𝑎𝑡𝑐ℎ

𝐾+𝑀−𝑁𝑚𝑎𝑡𝑐ℎ
 () 

After adding the precision adjustment factor 𝑠𝑖  to the 
model, the relationship model between the annotations and the 
underlying ground truth is shown in (10): 

 P(𝑦𝑖
𝑗
|𝑧𝑖 , 𝜙𝑗, λ𝑗) = 𝑁(𝑦𝑖

𝑗
|𝑧𝑖 + 𝜙𝑗 , 1/𝑠𝑖𝜆𝑗) () 
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B. Solving Model  

The estimated parameters are regarded as random 
variables that conform to a certain prior probability 
distribution. The process of observing the sample is the 
process of converting the prior probability density into the 
posterior probability density, so that the initial value of the 
parameter is corrected by sample information. The IBPP 
model was established. We used Bayesian criterion to obtain 
the posterior probability of the parameters established in the 
previous section, then combined Maximum-Posterior (MAP) 
Estimation and Expectation Maximization (EM) algorithm to 
iteratively solve the parameters and the underlying ground 

truth until convergence. The annotations 𝑦𝑖
𝑗

 and signal 

characteristic 𝑥𝑖  included in (1) are known, observation 

sample D= [𝑥𝑖 , 𝑦𝑖
1, 𝑦𝑖

2, … , 𝑦𝑖
𝑅]𝑖=1

𝑁 , the parameters to be solved 

are θ = {𝜙, 𝜆, 𝜔, 𝛼, 𝛽𝜙}(ϕ = [𝜙1, … , 𝜙𝑅], λ = [𝜆1, … , 𝜆𝑅]) 

and underlying HR value z = [𝑧1, … , 𝑧𝑁]. 

Firstly we obtained the posterior estimation function of the 
parameter θ according to the Bayesian criterion. The target 
function of the MAP Estimation is the posterior estimation of 
the parameter  θ  related to the observed sample D. The 
solution formula is: 

 𝑃(𝜃|𝐷) =
𝑃(𝐷|𝜃)𝑃(𝜃)

𝑃(𝐷)
 () 

Since 𝑃(𝐷) is a constant that does not depend on θ. The 
logarithmic posterior estimation of the parameter θ can be 
regarded as: 

 𝑙𝑜𝑔 𝑃(𝜃|𝐷) ∝ 𝑙𝑜𝑔 𝑃(𝐷|𝜃)𝑃(𝜃) () 

In order to solve parameter θ, it can be realized by making 
the partial derivative of the parameters zero. The estimated 
ground truth �̂� = [ẑ1, … , ẑ𝑁] was also obtained by this method. 

 
1

𝜆𝑗 =
[∑ 𝑠𝑖(𝑦𝑖

𝑗
−𝜙𝑗−�̂�𝑖)

2
𝑁
𝑖=1 +

2

𝜗𝜆
]

2(𝑘𝜆−1)+𝑁
 () 

 𝜙𝑗 =
(∑ 𝑠𝑖(𝑦𝑖

𝑗
−�̂�𝑖)𝑁

𝑖=1 +
𝜇𝜙𝛽𝜙

𝜆𝑗 )

∑ 𝑠𝑖
𝑁
𝑖=1 +𝛽𝜙 𝜆𝑗⁄

 () 

 𝑤 = (∑ 𝑥𝑖𝑥𝑖
𝑇𝑁

𝑖=1 )−1 ∑ �̂�𝑖𝑥𝑖
𝑁
𝑖=1  () 

 
1

𝛽𝜙
=

[∑ (𝜙𝑗−𝜇𝜙)2𝑅
𝑗=1 +

2

𝜗𝛽
]

𝑅+2(𝑘𝛽−1)
 () 

 
1

𝛼
=

[∑ (�̂�𝑖−𝑤𝑇𝑥𝑖)2𝑁
𝑖=1 +

2

𝜗𝛼
]

𝑁+2(𝑘𝛼−1)
 () 

 �̂�𝑖 =
∑ 𝑠𝑖𝜆𝑗(𝑦𝑖

𝑗
−𝜙𝑗)𝑅

𝑗=1 +𝛼(𝑤𝑇𝑥𝑖)

∑ 𝑠𝑖𝜆𝑗𝑅
𝑗=1 +𝛼

 () 

Since there are implicit variable �̂� and unknown parameter 

θ = {𝜙, 𝜆, 𝜔, 𝛼, 𝛽𝜙}  in the model, (13) to (18) cannot be 

solved directly. We used the EM algorithm to iteratively solve 
the MAP estimation of the parameters in the model. 

 The HR annotation includes two parts: QRS detection and 
HR calculation. The nine QRS detection algorithms 

mentioned in the paper [15] and another improved algorithm 
were selected, namely: Pan&Tompkins [16], Hamilton_mean 
[17], Hamilton_median [17], Sixth_power [18], Finite state 
machine (FSM) [19], U3 transform [20], Difference operation 
(DOM) [21], Jqrs_improved [22], Optimized Knowledge 
Based (OKB) [23] and FSM_LFF [19]. According to the step 
size of 1s, the signal was intercepted every 10 s as a sample, 
and the HR annotations by 𝑗th annotator for the 𝑖 th signal 
sample were calculated according to (19). 

 𝑦𝑖
𝑗

=
60

𝑚𝑅𝑅
𝑖
𝑗 𝑏𝑝𝑚 () 

In (19), 𝑚𝑅𝑅𝑖
𝑗

 represents the median value of the RR 

intervals annotated by the 𝑗 th annotator of the 𝑖 th signal 
sample. The acquired HR annotation represents the state of the 
heartbeat change over the past 10 s and is updated once per 
second. 

 In addition to MAP and EM algorithm, the concept of 
selective ensemble of annotation algorithms was also used. 
Specifically, we selected 3 to 𝑁 unrepeated algorithms from 
𝑁 (𝑁 ≥ 3) algorithms as an annotator subset each time, and 
fed the annotations they provide into the IBPP. These 
algorithms can produce 𝑠 subsets, which was represented as ℬ, 
and  ℬ = {𝑏1, 𝑏2, … , 𝑏s}.The EM algorithm required 𝑠  times 

iterative operations and output the results of �̂�、𝜆、𝜙  and 

RMSE each time. The complete implementation process was 
shown in Fig. 2 below. 

for 𝑏1, 𝑏2, … , 𝑏s ∈ ℬ, 

Input:  

Annotation 𝑦𝑖
𝑗
 provided by annotator subset  𝑏𝑠,  i=1,…,N , j=1,…,R 

(R is the size of the subset 𝑏𝑠) 

Feature vector of ECG signal 𝒙𝑖，i=1,…,N 

Precision adjustment factor of annotator 𝑠𝑖，i=1,…,N 

Prior probability of parameters 𝑘𝜆、𝜗𝜆、𝑘𝛽、𝜗𝛽、𝑘𝛼、𝜗𝛼  

Precision threshold 𝜆𝑡 

Initialise: 𝜙, 𝜆, 𝑤, 𝛼, 𝛽𝜙 

E-step:  

Calculate the ground truth �̂�𝑖(i=1,…, N) according to the formula (18). 

M-step: 

 Update parameters 𝜙, 𝜆, 𝑤, 𝛼, 𝛽𝜙  according to the formula (13) to 

(17). 

Repeat E-step and M-step until 𝜆 or �̂� converges, or the number of 
iterations reaches an upper limit of 100 times. 

Output: �̂�, 𝜆, 𝜙 and RMSE 

end 

Fig. 2. The algorithm flow of the IBPP model. 

Generally, root mean square error (RMSE) is used to 
indicate the square difference between the predicted value and 
the actual observation. In this paper, the RMSE between the 
estimated annotations �̂�𝑖 and the truth 𝑧𝑖 was set as evaluation 
index. It was  calculated as follows: 

 𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (�̂�𝑖 − 𝑧𝑖)

2𝑁
𝑖=1  () 
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III. EXPERIMENT AND RESULTS 

A. Database 

We utilized 100 ECG recordings with 10-min or less from 
the extended training set of the 2014 PhysioNet/CinC 
challenge [24]. The beats of these ECG recordings were 
annotated by experts manually, and the calculated HR 
annotations could be regarded as the referenced ground truth 
𝑧𝑖 to evaluate algorithms. According to the step size of 1 s, the 
recordings were intercepted as signal samples every 10 s, and 
a total of 52886 samples were obtained. It is worth noting that 
the quality of signal in this dataset is poor, resulting algorithms 
performing poorly on these signals. Liu et al. [15] tested ten 
widely used QRS detection algorithms on this dataset and 
found that the accuracies of all algorithms were less than 80%. 
Therefore, we had the opportunity to utilize the IBPP model 
to estimate the true HR, test the validity of the model for 
aggregating continuous labels and appraising the precision of 
each annotator. 

B. Parameter Setting 

1) Prior distribution of parameters 

First, the precision of the annotator 𝜆, the fitting variance 
of linear regression for the ECG signal 𝛼, and the Gaussian-
distribution variance for the annotator bias 𝛽𝜙 were mainly 

determined by the RR interval estimation by Zhu et al. 
[25],which are shown in Table I. As for the mean 𝜇𝜙 of the 

Gaussian distribution of the each annotator bias 𝜙, we set its 
initial value as the mean of differences between the HR 
estimation results for any two algorithms. In the experiment, 
the model was not sensitive to the values of these parameters 
when the threshold was determined.  

TABLE I.  THE VALUES OF THE PRIOR DISTRIBUTION OF THE 

PARAMETERS IN IBPP MODEL. 

Distribution of the parameter symbol value 

𝑃(𝜆𝑗|𝑘𝜆 , 𝜗𝜆) = 𝛤(𝜆𝑗|𝑘𝜆 , 𝜗𝜆) 
𝑘𝜆 5.5 

𝜗𝜆 1.8 

𝑃(𝛽𝜙|𝑘𝛽 , 𝜗𝛽) = 𝛤(𝛽𝜙|𝑘𝛽 , 𝜗𝛽) 
𝑘𝛽 5 

𝜗𝛽 0.1 

𝑃(𝑎|𝑘𝑎 , 𝜗𝑎) = 𝛤(𝑎|𝑘𝑎 , 𝜗𝑎) 
𝑘𝑎 3 

𝜗𝑎 0.6 

2) Precision adjustment factor of annotator 
In this model, we selected Sixth-power algorithm and 

OKB algorithm to calculate the precision adjustment factor 
𝒔 = [𝑠1, … , 𝑠𝑁] , and their QRS detection sensitivity and 
positive rates on the CinC 2014 extended training set were 
66.07% and 69.62%, 72.32% and 78.64% respectively [15]. 
The annotator adjustment factors of 52886 recordings

（𝑠𝑖 , 𝑖 =1,…,52886）in the dataset were obtained, histogram 

distribution of which are shown in Fig. 3.  

 

Fig. 3. Distribution histogram of the precision adjustment factor of annotator. 

It should be noted that the value of the precision 
adjustment factor of annotator 𝑠  cannot be 0, otherwise 
precision adjustment is meaningless. In Fig. 3, 3954 factors of 
the recordings were less than 0.1, 2810 factors in which were 
0. It indicated that these signals contained too much noises, 
which made the detection results of two algorithms had a large 
difference. Therefore, we used the following method to deal 
with this situation. Assume that the precision adjustment 
factor for the 𝑖th recording is 0, then set it to 𝑡𝑖/5, and 𝑡𝑖 is 
defined as normalization of the square sum of the four ECG 
signals indexes, as shown in equations (21) and (22). 

 𝑡𝑖 = 𝑝𝑆𝑄𝐼𝑖
2 + 𝑏𝑎𝑠𝑆𝑄𝐼𝑖

2 + ℎ𝑆𝑄𝐼𝑖
2 + 𝑓𝑆𝑄𝐼𝑖

2
 () 

 𝑡𝑖 =
𝑡𝑖

𝑚𝑎𝑥 (𝑡𝑖)
 () 

In (21), 𝑝𝑆𝑄𝐼𝑖 , 𝑏𝑎𝑠𝑆𝑄𝐼𝑖 , ℎ𝑆𝑄𝐼𝑖 ,  𝑓𝑆𝑄𝐼𝑖  are characteristic 
indexes  to respectively describe the energy proportion of QRS 
complex, the degree of baseline drift, the proportion of high-
frequency noise, and the proportion of non-linear in the ECG 
signals. As the same as 𝑠𝑖 , the larger the value of 𝑡𝑖 , the 
smaller the noise interference. Because the two methods for 
calculating the quality of signal and the evaluation criteria 
were different, it was not guaranteed that 𝑡𝑖  was very small 
when 𝑠𝑖 was 0. In order to ensure the relative balance of the 
substituted values in the original calculation results, 𝑡𝑖/5 was 
required in the range of (0, 0.2). 

3) Precision threshold 
In order to maximize conditional probability of parameters 

in each update step, the fusion results will be iterated to the 
best annotator. However, according to the performance of 
each annotating algorithm on the CinC 2014 dataset [15], 
there was obviously no such large precision gap. The simplest 
and most effective improved method is to set precision 
threshold. After each iteration of the EM algorithm, the 

precision greater than the threshold 𝜆𝑗(j=1,…,R) was set to 𝜆𝑗  
uniformly and start a new iteration. 

In this paper, the Generalized Extreme Value Distribution 
(GEVD) was used to simulate the distribution of maximum 
precision (expressed as 𝜆𝑚 ). The maximum value of the 
precision is set as  𝜆𝑚𝑎𝑥, whose probability density function 
of the GEVD is: 

 𝑃(𝜆𝑚𝑎𝑥|𝑘, 𝜇, 𝜗) =
1

𝜗
[1 + 𝑘

(𝜆𝑚𝑎𝑥−𝜇)

𝜗
]

(−1−
1

𝑘
)

                         

× 𝑒𝑥𝑝 {− [1 + 𝑘
(𝜆𝑚𝑎𝑥−𝜇)

𝜗
]

−
1

𝑘
}         () 

where 𝑘  is the shape parameter, 𝜗  is the proportional 
parameter, and 𝜇  is the positional parameter, these 
parameters can be obtained by fitting the GEVD. The 
maximum value of precision 𝜆𝑚  can be obtained by 
randomly taking 𝑚  maximums from its prior distribution 
Gamma (5.5, 1.8). Specifically, we randomly selected 𝑚 
values from the prior distribution of the precision and got the 
maximum value. After repeating 200 times, a set of precision 
maximums with size 200 was finally obtained. Using the 
obtained maximums for GEVD fitting, the probability 
density function map can be obtained. 
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Fig. 4. The GEVD and CDF of Maximum of annotator precision λ：(a) 

Maximal values were randomly selected from 𝑚  numbers matching the 
Gamma (5.5, 1.8) distribution, and the GEVD was fitted. (b) The CDF of 
generalized extreme value corresponding to different sampling points, the 
vertical dotted line in the figure indicated the corresponding independent 
variable when 𝐹(𝑥) reached 0.99. 

As can be seen in (a) of Fig. 4, the larger the number of 𝑚, 
the larger the maximum value and density, simultaneously the 
possible value of the precision maximum 𝜆𝑚 was also larger. 
It can also be clearly seen from (b). The upper bound of 
annotator precision was obtained by the inverse CDF, that is, 
the CDF of the precision maximum 𝐹(𝑥) was equal to 0.99, 
and the threshold 𝜆𝑡  was obtained from P(𝜆 < 𝜆𝑡) = 0.99. 
Ensure that 99% of the annotation precisions were less than 
the threshold, and the other 1% were the abnormal extreme 
values. The annotator subset in this article contained at most 
10 annotators, that is, only 10 precision values were from the 
prior distribution Gamma (5.5, 1.8) at a time. So that 𝑚 was 
selected between 10-500 to ensure that most of the maximum 
values were covered and the interference of extreme outliers 
was also avoided. Hence the threshold 𝜆𝑡 were determined to 
be [28, 38]. We set thresholds to 28, 30, 32, 34, 36 respectively. 
Table II listed the errors with different thresholds. It can be 
seen that the optimal threshold 𝜆𝑡 was 28. The corresponding 
RMSE was 11.90 bpm, and the RMSE-Mean and RMSE-Std 
of were also lower, indicating their overall performance was 
better and the fluctuation was relatively small.  

TABLE II.  THE RMSES OF HR ANNOTATING AT DIFFERENT 

THRESHOLDS FOR THE IBPP MODEL. 

Threshold 𝝀𝒕 
Min-RMSE 

(bpm) 
RMSE- Mean 

(bpm) 
RMSE- Std 

(bpm) 

28 11.90 16.83 3.32 

30 11.93 16.88 3.47 

32 11.95 16.91 3.60 

34 11.98 16.94 3.73 

36 12.01 16.98 3.85 

C. Results and Analysis 

TABLE III.  THE RMSE OF SINGLE ANNOTATING ALGORITHM 

Annotator 

number 
Method RMSE (bpm) 

IBPP 

improved 

1 Pan&Tompkins 34.67 58.55% 

2 Hamilton_mean 31.04 53.70% 

3 Hamilton_median 28.45 49.49% 

4 Sixpower 16.66 13.75% 

5 FSM 19.79 27.39% 

6 U3 34.15 57.92% 

7 DOM 32.52 55.81% 

8 Jqrs 30.54 52.95% 

9 OKB 28.45 49.49% 

10 FSM_LFF 35.74 59.79% 

 

 

Fig. 5. The HR errors of the IBPP model, EM-R model, mean method and 

median method with the annotator subsets composed of different number 

annotators on the dataset. The number 1—10 in the figure respectively 

corresponds to the single annotating algorithm in Table III. 

TABLE IV.  MEAN AND STANDARD DEVIATION OF HR ANNOTATING 

RMSE FOR FOUR METHODS UNDER DIFFERENT NUMBER OF ANNOTATORS. 

Number 

of labels 
IBPP EM-R Mean Median 

3 19.00±3.73 20.11±3.96 21.49±3.02 23.10±4.56 

4 17.66±3.56 18.73±3.27 20.32±2.44 20.38±3.20 

5 16.79±3.27 17.86±2.71 19.58±2.01 20.41±3.54 

6 16.17±2.85 17.27±2.24 19.07±1.65 18.60±2.38 

7 15.40±2.15 16.83±1.80 18.70±1.33 18.61±2.19 

8 14.91±1.56 16.50±1.39 18.42±1.03 17.35±1.41 

9 14.60±1.06 16.24±0.97 18.20±0.71 17.50±1.47 

10 14.37 16.03 18.02 16.41 

 Firstly, the paper compared the IBPP model with other 
continuous-valued fusion methods by CinC 2014 extended 
training set. 3-10 annotators were randomly selected from 10 
annotators and a total of 968 annotator subsets were obtained. 
All the annotator subsets were input into four methods. The 
results were grouped according to the identical number of 
annotators in the subset, and mean and standard deviation of 
RMSE within the group were calculated and listed in Table IV. 
As shown in Fig. 5, the IBPP model outperformed the EM-R 
model, mean and median method under the same number of 
annotators. As the number of fusing annotators increased, the 
RMSE mean decreased. The highest improvement of the IBPP 
over the EM-R, mean and median annotation fusing methods 
were 10.36%, 20.26% and 12.43% respectively when 
considering all 10 annotations and the IBPP model got the 
minimum RMSE of 14.37 bpm.   

Then the results of the IBPP model with the 10 single 
annotating algorithms were also compared. Table III listed the 

(a) probability density function 

P
(x

) 

(b) cumulative distribution function(CDF) 

F
(x

) 
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RMSEs of 10 single algorithms on the CinC 2014 extended 
training set. The highest-precision annotator was the Sixth-
power algorithm (16.66 bpm), and the worst was the 
FSM_LFF algorithm (35.74 bpm). The lowest RMSE (14.37 
bpm) from IBPP using 10 annotators had an improved error 
rate of 13.75% and 59.79% when compared with the optimal 
and worst single annotator. Fig. 5 also compared the RMSEs 
of the four methods with 10 single algorithms. It can be seen 
that when the number of the fusion annotators was greater than 
5, the IBPP model outperformed than the best annotator Sixth-
power. As for all the annotator subsets, the IBPP model 
outperformed than other nine single algorithms.  

In addition, when HR annotations for 52886 ECG samples 
annotated by 10 annotators were input into the IBPP model, it 
took about 0.1 seconds for EM algorithm to run on the 3.2 
GHz Intel Core processor using MATLAB software until 
convergence. 

IV.   DISCUSSION AND CONCLUSION 

This paper proposed an unsupervised HR estimation 
model combined with Bayesian prior probability here 
annotators’ accurate and the ground truth are not available. 
The model added prior distributions of annotator’s precision 
parameters, ECG linear regression fitting noise parameters, 
and annotator bias parameters, then introduced MAP and EM 
algorithm to solve the model. The results showed that the 
IBPP model had different degrees of improvement in HR 
estimation accuracy. Even if the different annotators subsets, 
the error of IBPP model was still the smallest in the four 
methods. Stability and superiority of the IBPP model were 
demonstrated. Importantly, the IBPP model does guarantee a 
better fusion result than each single annotator without any 
prior knowledge of who or what is the best annotator. The 
proposed model can be used in the fusion of manual or 
algorithmic annotation results. 

The novelty of the proposed method should be mentioned. 
On one hand, the IBPP model provides an estimation of 
continuous-valued annotations in an unsupervised Bayesian 
framework to infer the underlying ground truth and annotators’ 
precisions, no referenced data is required to train the model 
parameters. On the other hand, it includes an annotator 
precision adjustment factor. Previous studies assumed the 
annotator performance does not depend on signal, which is not 
true in practice. Because the performance of the same 
annotator may be affected by signal noises, the annotator 
precision adjustment factor satisfies this actual situation. We 
adjust the precision of the annotator by considering whether 
the quality of ECG signal can ensure the identification of the 
characteristic waveform. However, the proposed model needs 
to be improved for application in the future work. 
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Abstract—Continuous estimation of left ventricular 

hemodynamic parameters is helpful to early diagnosis of 

cardiovascular diseases. Current non-invasive methods are 

somewhat inconvenient to monitor these parameters. Here, a 

deep neural network is built to noninvasively estimate left 

ventricular systolic pressure (LVSP), left ventricular diastolic 

pressure (LVDP), maximum rate of left ventricular pressure 

rise (+ dp/dt(max)) and minimum rate of left ventricular 

pressure drop (- dp/dt(min)) based on heart sound and PPG 

signals. The model consists of residual network and bi-

directional recurrent neural network. Performance is evaluated 

on 2 beagle dogs’ experiment data with large ranges induced by 

epinephrine. Mean absolute errors and standard deviations 

between the estimated and the measured LVSP, LVDP,                  

+ dp/dt(max) and - dp/dt(min) are 7.23±8.33 mmHg, 2.12±3.0 

mmHg, 298±406 mmHg/s, and 172±386 mmHg/s, respectively. 

The average correlation coefficients for LVSP, LVDP,                     

+ dp/dt(max) and - dp/dt(min) are 0.94, 0.86, 0.95 and 0.92. The 

results show that accurate intraventricular hemodynamic 

parameters can be achieved by non-invasive heart sound and 

PPG signals with deep neural networks. This technique suggests 

an easy way for real-time monitoring of intraventricular 

hemodynamics.  

Keywords—left ventricular systolic pressure, left ventricular 

diastolic pressure, maximum rate of left ventricular pressure rise, 

minimum rate of left ventricular drop, deep learning, heart sound 

signal, PPG signal 

I. INTRODUCTION 

Monitoring hemodynamic parameters in left ventricle is 
essential to the detection and treatment of heart failure, 
myocardial ischemia, and other cardiovascular diseases 
(CVDs). Previous studies illustrated that hemodynamic 
changes could be observed before occurrence of symptoms 
and continuous monitoring of hemodynamic parameter is 
benefit to detect early hints of dysfunction [1, 2].  

Heart sound (HS) and photoplethysmograph (PPG) signals, 
which are forceful assistants for inspecting CVDs, can be 
implemented in low-cost. Previous studies have shown that 
there are strong relations between HS, PPG signals and blood 
pressure (BP). In 1960s, Shah et al [3] and Sakamoto et al [4] 
had discovered that there were linear relationships between 
the rising rate of left ventricular BP and the amplitude of the 

first heart sound. Reference [5–7] extracted features of HS 
signals from different domains to estimate SP and DP, which 
achieved high correlation coefficients. Previous studies [8–11] 
estimated BP parameters based on PPG signals, showing good 
performance and meeting the Association for the 
Advancement of Medical Instrumentation (AAMI) standard. 
An integrated chest wearable apparatus for continuous blood 
pressure estimation using PPG and phonocardiogram (PCG) 
was introduced in the work of Marzorati et al [12], which 
showed a promising application of systolic pressure (SP), 
diastolic pressure (DP) monitoring algorithms based on PPG 
and PCG signals. 

After investigating previous literatures, we found (1) 
intraventricular BP values are seldom estimated, (2) only one 
hemodynamic parameter was estimated by extracted multi-
domain features in most studies, (3) short ranges of BP values 
were considered in previous studies.  

In this work, an end-to-end deep neural network, whose 
inputs are the segments of  HS and PPG signals of one cardiac 
cycle, is established to determinate four left ventricular 
hemodynamic parameters, left ventricular systolic pressure 
(LVSP), left ventricular diastolic pressure (LVDP), maximum 
rate of left ventricular pressure rise (+ dp/dt(max)) and 
minimum rate of left ventricular pressure drop (– dp/dt(min)). 
The data was measured from two beagle dogs who had a large 
range of hemodynamics by injecting different doses of 
epinephrine. The HS signal, BP, PPG signal, and 
electrocardiograph (ECG) are simultaneously recorded in the 
whole procedure of the experiment. The collected data 
contains over 11,000 cardiac cycles, which are not bad for 
training the deep neural network. The performance reveals 
that the left intraventricular hemodynamic parameters can be 

*Hong Tang is the corresponding author. (email: tanghong@dlut.edu.cn). 

 
Fig. 1. Data collection scheme of the experiment 
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estimated with HS and PPG signals. There would be 
promising applications in non-invasive intraventricular 
hemodynamic parameters monitoring. 

II. MATERIALS AND METHODS 

A. Data Acquisition and Preprocessing 

The experiment was approved by the Animal Care 
Committee of Chongqing Medical University and two healthy 
beagle dogs weighing 9-10kg are involved. The dogs laid 
down calmly in the supine position by anesthetizing xylazine 
(0.2 ml/kg) at first. A catheter filled with heparinized solution 
(500 units/ml) was inserted into the left ventricle via the 
carotid artery. Then, different doses of epinephrine (0.5 g/kg, 
1 g/kg, or 2 g/kg) were injected to the dogs via a route formed 
by an intravenous infusion of 0.9% saline. Data was collected 
from 10 seconds before injection epinephrine to BP values 
back to normal. The procedure was repeated 3-5 times. As the 
Fig. 1 shows, ECG, HS, PPG, and BP signals were recorded 
simultaneously in the whole procedure. The BP signal was 
recorded by a pressure transducer (MLT0699, ADInstruments, 
Australia) which was connected to the inserted catheter and 
calibrated at standard atmospheric pressure. The ECG 
electrodes were placed on both of the dog's forelimbs as lead 
I. A microphone transducer (MLT201, ADInstruments, 
Australia) was placed at the apex of the heart to record 
external HSs. PPG was recorded noninvasively by a 
photoplethysmogram sensor (MLT1020FC, ADInstruments, 
Australia) which was affixed to the femoral artery. The digital 
sampling frequency of all signals is 1KHz. In the end, 29 
records were obtained. The details of the records are shown in 
Table I.  

R-waves of ECG were identified by Pan &Tompkins 
(P&T) algorithm [13]. As shown in Fig. 2, all the signals are 
cut into cardiac cycles in accordance with R-wave locations. 
The BP values at the end of systolic stroke are detected as 
LVSP. LVDP was achieved by detecting the minimum values 
of BP in diastolic phases. The maximum and minimum values 
of BP’s derivatives were extracted as + dp/dt(max) and – 
dp/dt(min) respectively. Eventually, 7529 and 3935 cardiac 
cycles were collected after preprocessing for subject 1 and 
subject 2 respectively. 

B. Network Architecture for Hemodynamic Parameters 

Estimation 

The estimation of hemodynamic parameters could be seen 
as time-series regression problem. Recent years, deep neural 
network has displayed outstanding performance for regression 
tasks in many fields. As illustrated in Fig. 3, an end-to-end 
model formed by residual network and bidirectional recurrent 
neural network (Bi-RNN) is built to learn features from HS 
and PPG signals and estimate the hemodynamic parameters. 

The inputs for the model are HS and PPG signals of one 
cardiac cycle, which have been padded to 1000 samples as the 
time duration of one cycle are different due to heart rate 
variability (HRV). After the input layer, residual network with 
six residual blocks is used to learn local features. The residual 
blocks’ architecture is reference to the model used in [14]. The 
component for residual blocks are clearly shown in Fig. 3. The 
probability for dropout layer is set to be 0.2. Some parameters 
of residual blocks are displayed in Table II. the pooling size 
and the stride of the second convolutional layer in the 1st, 3rd, 
5th residual blocks are 2, which means that the length of 
feature vector reduces twice after getting through these blocks. 
Therefore, the output length of this part is 125(1/8 of the input 
length). 

Next to the residual network, bidirectional recurrent neural 
network (Bi-RNN) module is used to learn the context 
relations between the different local features as HS and PPG 
signals (also the learned feature vectors) are time series. Gate 
Recurrent Unit (GRU) was selected as implementation of Bi-
RNN. Here, the unit number is set to 32, so the feature vector 
length of this part is 64. 

Finally, the extracted features are input to a dense layer 
and output the four estimated hemodynamic parameters 
values. Then, the estimated values are compared with the 
reference hemodynamic parameters using the loss function. 
As LVSP, LVDP, + dp/dt(max) and – dp/dt(min) are clustered 
at 50-300, -30-20, 0-10000 and 1000-6000 respectively, 

 
Fig. 2. Scheme of splitting the cardiac cycles according to the location 

of R-waves 

 
Fig. 3. Structure of the end-to-end model for estimating hemodynamic 
parameters. The inputs are HS and PPG signals of one cardiac cycle, 

which are zero padded to 1000 samples, and outputs are the four 

hemodynamic parameters, which are scaled by weights in order to yield 

equal contribution to the loss function. 

TABLE I. DETAILS OF THE MEASURED DATA. 

                                            Num. of record 
Num. of 

cardiac cycles 

LVSP (mmHg) 

（Min - Max） 

LVDP (mmHg) 

（Min - Max） 

+ dp/dt(max) (mmHg/s) 

（Min - Max） 

– dp/dt(min) (mmHg/s) 

（Min - Max） 

Subject 1 15 7529 77 - 268 -47 - 10 107 - 9181 -5896 - -70 

Subject 2 14 3935 122 - 272 -35 - 18 106 - 8198 -4973 - -175 

Total 29 11,464 77 - 272 -47 - 18 106 - 9181 -5896 - -70 
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LVSP/50, LVDP/10, +dp/dt(max)/2000 and – dp/dt(min)/ 
1000 are used as the reference values so that each parameter 
has same contributes to the loss function. Then, the parameters 
of the model are updated via back propagation. And the initial 
learning rate for gradient descent is set to be 0.001. 

C. 5-fold Cross-validation Scheme and Evaluate Indicators 

The records of one subject are randomly divided into 5 
subsets. Then, 5-fold cross-validation are evaluated. For 
instance, 15 records of subject 1 are divided into 5 equal 
subsets, each of which has 3 records. Then, using the first 3 
records as test data, the other 12 records are split into training 
data and validation set by 3:1. The model is training 200 
epochs on training data and evaluate on validation data. The 
model with least loss on validation data is chosen to evaluate 
performance on test data. Repeating the procedure on the 
remained 4 subsets, all the data are selected as test data once. 

In this study, Pearson correlation coefficient (CC), mean 
error(ME), mean absolute error (MAE) and standard deviation 
(SD) are used to evaluate performance. Their formulas are 
follows: 

 
1

ˆ| |
1

NMAE y yi iiN
= − =

 () 

TABLE II. DETAILS OF THE PARAMETERS IN RESIDUAL BLOCKS 

Residual 

blocks 

Num. of 

Conv 

Kernel 

length 

Stride of 

Conv 

Pooling 

size 

1st 
#1 16 1 

2 
#2 16 2 

2nd 
#1 16 1 

1 
#2 16 1 

3rd 
#1 16 1 

2 
#2 16 2 

4th 
#1 16 1 

1 
#2 16 1 

5th 
#1 16 1 

2 
#2 16 2 

6th 
#1 16 1 

1 
#2 16 1 

 

 

 
Fig. 4. Estimated hemodynamic parameters and the measured. (a) 15 records of subject 1. (b) 14 records of subject 2 
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where ŷ  is the estimated value, and y  is the measured value. 

ŷ  and y  are the average values. N is number of cardiac cycles 

involved in. 

III. RESULTS 

As shown in Fig. 4, the estimated hemodynamic 
parameters by the deep neural network are compared with the 
measured. It can be observed clearly that the estimated follows 
the measured values very well for all parameters. As 
correlation analysis displayed in Fig. 5, there are strong 
correlation between estimated and measured values. The 
average of 5-fold cross-validation evaluate indicators are 
illustrated detailedly in Table III. All evaluate indicators’ 
results are presented in the following order: LVSP, LVDP,       
+ dp/dt(max), and – dp/dt(max). For subject 1, The MEs 
SDs are -3.41  6.69 mmHg, -0.1  2.42 mmHg, -39  428 
mmHg/s and 59  226 mmHg/s. The CCs are 0.984, 0.916, 
0.979 and 0.972. For subject 2, the MEs  SDs are -0.12 
9.97 mmHg, -0.4  3.59 mmHg, 37  383 mmHg/s and -0.9
 546 mmHg/s, the CCs are 0.897, 0.812, 0.922 and 0.873. 
The average MAEs are 7.23 mmHg, 2.12mmHg, 298 mmHg/s, 
and 172 mmHg/s, and the relative errors are less than 5% of 
the corresponding range. This results demonstrates that there 
are strong links between the HS and PPG signals and the 
intraventricular hemodynamics. And the relationships highly 
generalized in records from one subject. 

IV. DISCUSSIONS 

Lots of previous works have been studied on estimation of 
SP based on heart sound and/or PPG signals. It is wise because 
SP is one of the most important hemodynamic parameters and 

the afterload of left ventricular wall at the end of blood 
ejection can be reflected by SP. Many abnormal states could 
be mirrored by LVSP values, like compliance of arteries, 
peripheral vascular resistance and others. LVSP can be 
measured indirectly by cuff BP at artery is another main 
reason for the popular study of LVSP.  

However, LVDP, + dp/dt(max) and – dp/dt(min), which 
are difficult to be measured in clinical conditions are seldom 
concerned and estimated noninvasively. LVDP is an index of 
intraventricular preload, like the initial load for left ventricle 
before contraction. And there are relations between LVDP 
value and venous return volume. For instance, return volume 
will increase due to aortic stenosis, and then LVDP increased. 
Inversely, mitral stenosis could lead to decreasing of return 
volume, then LVDP reduces. + dp/dt(max) and – dp/dt(min) 
are important indexes for evaluating contractility function of 
ventricle. In this study, the deep neural network shows an 
advantage of building the links between the four 
hemodynamic parameters and HS and PPG signals. The 
model suggests a way to beat-by-beat estimate four 
parameters simultaneously and can be used to much wider 
hemodynamic range than former studies. It hopes to be 
implemented in health monitoring. 

 
Fig 5. Correlation analysis between the estimated and the measured. 
(a) LVSP, (b) LVDP, (c) + dp/dt(max), (d) – dp/dt(min) 

TABLE III.  EVALUATION PERFORMANCE OF 5-FOLD CROSS-VALIDATION 

 Indicators LVSP (mmHg) LVDP (mmHg) + dp/dt(max) (mmHg/s) - dp/dt(min) (mmHg/s) 

Subject 1 

ME -3.41 -0.1 -39 59 

MAE 6.22 1.54 329 175 

SD 6.69 2.42 428 226 

CC 0.984 0.916 0.979 0.972 

P <<0.001 <<0.001 <<0.001 <<0.001 

95% CI for CC 0.982-0.985 0.908-0.924 0.977-0.981 0.969-0.975 

Subject 2 

ME -0.12 -0.4 37 -0.9 

MAE 8.23 2.77 267 169 

SD 9.97 3.59 383 546 

CC 0.897 0.812 0.922 0.873 

P <<0.001 <<0.001 <<0.001 <<0.001 

95% CI for CC 0.883-0.910 0.787-0.834 0.911-0.932 0.855-0.888 
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The results showed that the estimation performance of 
LVDP seems worse than the other parameters. To the authors’ 
knowledge, this degradation is not due to the model but the 
weak physiological relation. Previous physiological studies 
revealed that the physiological link between LVDP and PCG, 
PPG was somewhat weaker than those links of the other three 
parameters. However, we think degraded performance of 
LVDP is applicable. We can see that the estimated LVDP has 
error of 2.12±3.0 mmHg. This accuracy could provide useful 
hemodynamic information for diagnosis. 

For evaluating performance of the estimation method, 
different cross validation schemes can be designed in different 
aspects. As mentioned in Section II, 29 records with 11,464 
cardiac cycles have been collected. A validation scheme for 
separating the data into training and testing data is the scheme 
introduced in Section IIC and we call this scheme as scheme 
I. Another common way in previous studies is to divide the 
data according to cardiac cycles whatever which record and 
which subject the cycles are from. That is, the cardiac cycles 
are equally and randomly split into five subsets to carry 5-fold 
cross-validation. This way is called as Scheme 0 in this study. 
The structure of the network is same as shown in Fig. 3. With 
Scheme 0, the average of 5-fold cross-validation MEs±SDs 
are 0.08±6.37 mmHg, -0.16±2.09 mmHg, 82.8±275.2 
mmHg/s, and -3.2±170 mmHg/s for LVSP, LVDP,                       
+ dp/dt(max), and – dp/dt(min), the average MAEs are 4.34 
mmHg, 1.34 mmHg, 203 mmHg/s, and 106 mmHg/s. 

Akin works on estimation of BP parameters evaluating 
like Scheme 0 are investigated and compared with the result 
we have achieved, as shown in Table IV. Reference [6] 
extracted multi features from HS signal to estimate LVSP with 
SVM and analyzed the relationships between SP and the 
features. Each record was divided into ten parts to evaluate the 
performance via 10-fold cross validation. 6.86 mmHg, 
8.96mmHg, and 0.92 were achieved for average MAE, SD, 
and CC, respectively. Reference [5] used the Fourier spectrum 
of the second heart sound to estimate finger cuff BP with 
regression model. To achieved variational BP, a cold-pressor 
experiment was carried on 32 healthy subjects. Cardiac cycles 
of each subject were randomly divided to do 10-fold cross-
validation. The average values of SP were 0.707, 4.339mmHg, 

and 6.121mmHg for CC, MAE, and SD. An artificial neural 
network was used to determinate inter-arterial (lower limbs) 
SP and DP using features of HS in the work of Kapur et al [7]. 
Data was collected from 25 children with artificial heart 
valves. One output was given for every 10-second signal. The 
performance of SP was 7.31 mmHg for RMSE and 7 mmHg 
for SD. A multistage deep neural network was proposed in [15] 
to estimate arterial BP and DP based on PPG signals. The 
records of 200 patients contains 51,884 heart beats and each 
record was divided (70% for train, 10% for validation, and 20% 
for test). The range for SP is 80-180 and the results of SP are 
3.97 mmHg for MAE and 5.55 mmHg for SD. A deep 
convolutional neural network was developed in [9] to estimate 
arterial SP and DP. 604 subjects were selected from the dataset 
and each subject contains 190-200 segments (10-second). 
When splitting randomly all subjects’ segments, the results of 
SP were 0.966, 3.09 mmHg, and 2.76 mmHg for CC, MAE, 
and SD respectively. Then, 604 subjects were randomly split 
into ten parts to carry 10-fold cross validation. For SP, the 
results were 0.224, 12.49 mmHg, and 9.43 mmHg for CC, 
MAE, and SD. 

We could find that the model with validation Scheme 0 has 
a better MAE and SD (4.34 and 6.37). Think the two schemes 
over, we could get conclusions. (1) The results with Scheme 0 
are better, however, it is unrealistic for application in clinical 
because the data was included in the training phase to some 
extent. Training a model in this way is impossible in practical 
engineering. (2) With Scheme I, the good performance shows 
the high relations among HS, PPG and the four hemodynamic 
parameters and it is possible to training a model in this way to 
monitor hemodynamic parameters in this way for a certain 
subject. 

We investigated the over-fitting problem of the model by 
analyzing performance difference between the training and 
the testing. The computer simulation showed that the MAE 
performances of the four parameters in training phase were 
5mmHg, 1.38 mmHg, 184 mmHg/s and 116 mmHg/s. 
However, the performances in testing phase were 7.23 mmHg, 
2.12mmHg, 298 mmHg/s, and 172 mmHg/s. If the training 
performance was much higher than testing performance, it can 
be inferred that the over-fitting problem occurred. However, 

TABLE IV. PERFORMANCE COMPARISON WITH PREVIOUS STUDIES IN CONDITION OF CROSS VALIDATION BASED ON CARDIAC CYCLES 

 Signal BP Method SP (mmHg) Performance Relative scale Output 

Tang et al [6] HS LVSP 
Multi domain 

features + SVMa 
77-272 

CC:0.92 

MAE:6.86mmHg 
SD:8.96mmHg 

MAE:3.5% 

SD:4.6% 
Beat-by-beat 

Peng et al [5] HS Finger cuff BP 
Spectrum of 

S2 + SVM 
90-140 

CC:0.707 

MAE:4.34mmHg 
SD:6.12mmHg 

MAE:8.6% 

SD:12.2% 
Beat-by-beat 

Kapur et al [7] HS Intra-arterial BP 
Characteristics of 

S1 and S2 + ANNb 58-173 

CC:0.964 

RMSEc:7.305mmHg 

SD:7mmHg 

RMSE:6.3% 
SD:6.1% 

Every 10s 

Esmaelpoor 

et al [15] 
PPG Invasive BP Deep neural network 80-180 

MAE:3.97mmHg 

SD:5.55mmHg 

MAE:4.0% 

SD:5.6% 
Beat-by-beat 

Yan et al [9] PPG+ECG Arterial BP Deep CNNd 80-180 

CC: 0.966 

MAE:3.09mmHg 
SD:2.76mmHg 

MAE:3.1% 

SD:2.8% 
Every 10s 

This work HS +PPG LVSP Deep learning 77-272 

CC: 0.982 

MAE: 4.34mmHg 
SD: 6.37mmHg 

MAE:2.2% 

SD:3.3% 
Beat-by-beat 

a. SVM, support vector machine.  

b. ANN, artificial neural network.  

c. RMSE, root mean square error. 

d. CNN, convolutional neural network. 
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the performances had little difference from the training to the 
testing. Therefore, the authors concluded that the proposed 
model had little over-fitting problem. Moreover, the 
computational complexity of the proposed model was 
evaluated by computation simulations. Once the model was 
trained, 6.4 ms elapsed in average to output the estimation 
with input data of one cardiac cycle. The time consumption is 
short enough to make beat-by-beat response. Therefore, the 
computational complexity is not a big problem in this 
application.  

In short, the proposed model has advantages. (1) The 
model outputted the hemodynamic parameters in manner of 
beat-by-beat. In another words, the parameters could be 
obtained in almost real time. (2) The model outputted four 
hemodynamic parameters simultaneously, i.e., LVSP, LVDP, 
+dp/dt(max) and –dp/dt(min). The parameters are critically 
important in assessment of heart function. (3) The parameters 
estimated by the model are accurate. The computer results 
showed that the relative errors were less than 5%. The 
accuracy is potentially applicable in clinical diagnosis. 

V. CONCLUSIONS 

In this study, we developed a deep neural network to 
estimate simultaneously four hemodynamic parameters based 
on noninvasive HS and PPG signals. The model consisted of 
residual network and Bi-RNN module, which extracted the 
local features and context relationships. The evaluation 
performance demonstrated that the neural network could 
construct the beat-by-beat relations between the four left 
ventricular hemodynamic parameters and the collected HS, 
PPG signals. This study states that the left intraventricular 
hemodynamic parameters, which are difficult to measure 
clinically, could be beat-by-beat estimated by conveniently 
obtained HS and PPG signals. There would be potential 
applications of the proposed method in early diagnosis of 
hemodynamic related diseases. 
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Abstract—Automatic voice pathology detection can provide 

objective estimation and prevention in the early stages of voice 

diseases. A voice pathology detection and multi-classification 

method using an audio feature set extracted from glottal flow 

waveform is proposed in this work. In addition, a feature 

selection method of Fisher discrimination criterion is used to 

screen more valuable features and eliminate the features with 

low efficiency. The discrimination ability and effectiveness of 

the selected features were verified using three dimensional 

scatter plot and box plot in this study. One of the contributions 

of this paper is to investigate and evaluate the performance of 

different machine learning classifiers value for voice pathology 

detection and multi-classification. All experiments were carried 

out using the Massachusetts eye and ear infirmary database. 

Accuracy, sensitivity, specificity and receiver operating 

characteristic area are used as evaluation indexes to compare 

the performance of different machine learning classifiers. Each 

machine learning classifier had a good performance using the 

proposed feature set with nearly 100% accuracy in detection 

and higher than 90% accuracy in multi-classification. The 

experimental results indicate that the proposed method is 

valuable for voice pathology detection and multi-classification, 

especially in multi-classification. 

Keywords—Voice pathology detection and classification, 

glottal flow waveform, machine learning methods, feature 

selection. 

I. INTRODUCTION 

According to statistics, about 6-15% of the general 

population have a voice disorder because of misuse of 

pronunciation, improper use of voice, local infection and 

mental problems [1]. For certain professions, the proportion 

increase to even 50%, such as teachers, singers and 

announcers [2]. Compared with medical examinations, the 

method of voice pathology detection and classification using 

signal processing and machine learning is non-invasive and 

objective, which is the main focus of this paper. 

Pathological voice detection and classification is 

generally conducted by analyzing and learning the acoustic 

characteristics of speech signals and using supervised 

machine learning to classify speech signals. Eskidere et al. 

used multitaper Mel Frequency Cepstral Coefficients 

(MFCCs) to detect voice diseases. The method was applied 

on Saarbruecken Voice database (SVD), and the highest 

accuracy of 99.38% for vowel /a/ was achieved using 

Gaussian Mixture Model (GMM) and various windowing 

methods[3]. In [4], an accurate and robust method of feature 

extraction for detecting and classifying pathological voice by 

using autocorrelation and entropy in different frequency 

bands was proposed. Three different database, Massachusetts 

eye and ear infirmary (MEEI), SVD and Arabic voice 

pathology database (AVPD) were used and the highest 

accuracies 99.69%, 92.69% and 99.79% were achieved using 

support vector machine (SVM). In [5], vocal tract area 

directly connected to vocal folds was used as input 

parameters of the classifier to detect pathology. The method 

was evaluated using the MEEI database and SVD database, 

and achieved 99.22% and 94.7% accuracy based on SVM 

classifier, respectively. Jothilakshmi proposed an automatic 

voice pathology detection system using GMM and HMM. 

MFCC and linear prediction cepstral coefficients are used as 

input characteristics. For binary detection, this method can 

achieve the highest 94.44% efficiency, while the 

performance of classification between different types of 

pathology is giving highest sensitivity of 81.81% and 

specificity of 97.59% [6]. Obviously, the key factors 

influencing this classification method are whether the 

features used can fully reflect the difference between 

pathological and normal voices and the learning ability of the 

classifier used. 

Cepstral features like MFCC and nonlinear features like 

autocorrelation were widely used and improved in previous 

work, and satisfactory results have been achieved with 

machine learning classifiers such as SVM and GMM. 

However, it is necessary to point that most researches 

focused on the general classification of normal and 

pathological voices composed of various types of voice 

diseases. The reason why spectral and cepstral features have 

no significant difference in the classification of different 

voice diseases may be that it focuses on the characteristics of 

vocal tract resonance [7]. Therefore, the features extracted 

from the glottal source signal have been studied in the 

detection and classification of voice pathology. Forero et al. 

used glottal signal parameters as input to an Artificial Neural 
* Tao Zhi is the first corresponding author. (e-mail: taoz@suda.edu.cn) 

†Zhang Xiaojun is the second corresponding author. (e-mail: zhangxj@ 

suda.edu.cn) 
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Fig. 1 The block diagram of the proposed method. 

Network (ANN), an SVM and a HMM to analyze and 

classify voice pathologies. The database used here was 

composed of 248 voice recordings and the highest accuracy 

of 97.2% was achieved[8]. In [9], a method based on 

interlaced derivative pattern (IDP) of the glottal source was 

proposed to detect and classify voice pathology. The SVM 

with radial basis function (RBF) as a kernel was used. 

Compared with MFCC and MDVP, IDP achieved higher 

88.5% accuracy for detection and 90.3% for classification. 

We can find that the features extracted from the glottal 

source signal can achieve good performance on both voice 

pathology detection and binary classification. In addition, 

research on pathological voice detection is relatively mature, 

while research on pathological voice multi-classification is 

relatively few. 

As a consequence, the main contribution of this paper is 

to further study how to effectively multi-classify different 

voice diseases with glottal source features based on machine 

learning methods. Glottal inverse filtering and MPEG-7 

audio standard were applied to extract the feature set used in 

this work. In addition, a feature selection method of Fisher 

discrimination criterion (FDC) was used to optimize the 

feature set. Another contribution of this paper is to 

investigate and evaluate the performance of different 

machine learning classifiers in voice pathology detection, 

especially multi-classification. The rest of this article is 

organized as follows. In section II, the methods of features 

extraction are introduced, and three machine learning 

classifiers employed in the experiments are described. 

Section III describes the feature selection method used and 

discusses the results compared with previous work. Finally, 

the work is concluded in Conclusion section V. 

II. METHODS AND MATERIALS 

This section describes the proposed method and materials 

used in this paper. Fig. 1 shows the block diagram of the 

proposed method. The voice signal will be firstly processed 

by resampling and inverse filtering, then the extraction of 

features is conducted by time and frequency measuring and 

low-level descriptor extractor. Additionally, a feature 

selection method of FDC value ranking is used to optimize 

the feature set extracted. The selected features are then used 

as input parameters of machine learning classifiers and the 

experimental results will be discussed in the subsequent 

section. 

A. Database 

The main objective of this work is to further study the 

performance of the features extracted from the glottal source 

signal in voice pathology detection and multi-classification 

with machine learning methods. Therefore, in order to 

provide reference and comparison for future research, the 

database selected for the experiments should be widely used 

in the field and be generally recognized. The MEEI 

database[10] used in this paper has been widely applied in 

the work of pathological voice detection and classification. 

The MEEI database consists of sustained vowel /a/ by 53 

normal speech recordings which sustain approximately 3 

seconds and 657 pathological speech recordings which last 

around 1 second. 

In most of the previous work, the databases used for 

classification of voice diseases were usually composed of 

just two categories: speakers with normal voice and speakers 

with voice diseases which include various kinds of diseases. 

However, binary detection and multi-classification between 

normal voice and four different kinds of voice diseases 

(vocal nodules, vocal polyps, vocal cord paralysis and vocal 

cysts) are considered in this work. This subset of the MEEI 

database contains sustained vowel /a/ recordings for 53 

normal, 19 nodular, 20 polypous, 67 paralyzed and 44 cystial 

recordings. A statistical description of the experimental 

subset of the MEEI database is shown in TABLE.I. 

TABLE I.  STATISTICS OF THE SUBSET USED OF THE MEEI DATABASE. 

Voice 

diseases 

Number Mean age (years) 
Age range 

(years) 

Female Male Female Male Female Male 

Normal 32 21 35.17 37.80 22-52 26-59 

Nodule 18 1 29.63 47.00 18-48 47-47 

Polyp 8 12 44.83 45.47 30-74 21-76 

Paralysis 34 33 54.33 53.58 19-80 15-77 

Cyst 33 11 41.27 40.16 17-85 23-63 

B. Features Extraction 

During the speech signal production, vocal folds oscillate 

in a frequency called fundamental frequency when the 

airflow passes through. The airflow changes into the air 

pulses because of the oscillation of vocal folds. The pressure 

signal formed by the air pulses is quasi-periodic and it is 

called the glottal flow waveform[11]. The features are 

composed of glottal source features and MPEG-7 audio 

features, which are extracted from the glottal flow waveform 

computed by the inverse filtering algorithm called PSIAIF 

[12] available as built-in function of Aparat software [13]. 

The glottal source features obtained by PSIAIF are 

divided into two groups: time-domain features and 

frequency-domain features[14]. The time-domain features 

can be described by using different phases (closed phase, 

opening phase and closing phase) and instants (closure time 

instant, primary opening instant, secondary opening instant 

and the instant of minimum and maximum glottal flow). In 

addition, the amplitude of the glottal source signal in 

different phases is also used to compute the amplitude-based 

glottal source features. Different from time-domain features, 

frequency-domain features which reflect the slope of the 

spectrum in essence are calculated from the spectrum of the 

glottal flow. The detailed calculation can be found in [14]. 

MPEG-7 low-level audio features are derived from an 

international multimedia content description standard 

ISO/IEC 15938, which is composed of video and audio parts 

[15]. MPEG-7 standard has been applied on various acoustic 

research [16—18]. Inspired by the satisfactory performance 

of features obtained through MPEG-7 standard in above 

literatures, we applied this standard in glottal source flow to 

extract the audio features. TU-Berlin MPEG-7 audio 
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analyzer [19] was used to extract MPEG-7 features from 

glottal flows. The MPEG-7 low-level audio features consist 

of 17 descriptors which can be divided into two different 

categories: scalar and vector. A detailed and complete 

description of MPEG-7 low-level audio features can be 

found in [16]. The list of all 57 audio features extracted from 

glottal flow is shown in TABLE II. 

TABLE II.  THE NAME, TYPE AND SIZE OF THE FEATURES EXTRACTED 

FROM THE GLOTTAL SOURCE SIGNAL. 

Name Type&Size Name Type&Size 

Primary Open 

quotient (OQ1) 
Scalar 

Audio Spectrum 

Centroid (ASC) 
Scalar 

Secondary Open 

quotient (OQ2) 
Scalar 

Audio Spectrum 

Spread (ASS) 
Scalar 

Normalized 

amplitude quotient 

(NAQ) 

Scalar 
Audio Harmonicity 
(AH) 

Scalar 

Amplitude quotient 
(AQ) 

Scalar 
Audio Fundamental 
Frequency (AFF) 

Scalar 

Closing quotient 

(ClQ) 
Scalar 

Temporal Centroid 

(TC) 
Scalar 

Open quotient 
(OQa) 

Scalar 
Spectral Centroid 
(SC) 

Scalar 

Quasi-open quotient 

(QoQ) 
Scalar 

Harmonic Spectral 

Centroid (HSC) 
Scalar 

Primary Speed 

quotient (SQ1) 
Scalar 

Harmonic Spectral 

Deviation (HSD) 
Scalar 

Secondary Speed 

quotient (SQ2) 
Scalar 

Harmonic Spectral 

Spread (HSS) 
Scalar 

Amplitude 

difference between 

the first two 
harmonics (H1-H2) 

Scalar 
Harmonic Spectral 

Variation (HSV) 
Scalar 

Parabolic spectral 

parameter (PSP) 
Scalar 

Audio Spectrum 

Flatness (ASF) 

Vector & 

22 features 

Harmonic richness 
factor (HRF) 

Scalar 
Audio Spectrum 
Basis (ASB) 

Vector & 2 
features 

Minimum of Audio 

Waveform 

(AW.min) 

Scalar 
Audio Spectrum 
Projection (ASP) 

Vector & 2 
features 

Maximum of Audio 

Waveform 

(AW.max) 

Scalar 
Audio Spectrum 
Envelope (ASE) 

Vector & 3 
features 

Audio Power (AP) Scalar   

C. Machine Learning Classifiers 

In order to investigate and evaluate the effect of different 

machine learning methods in the detection and multi-

classification of pathological voices, SVM, Decision Tree 

(DT) and Random Forest (RF) were chosen to be used in this 

work. Their principles and methods are described below. 

SVM is a dichotomous model which is widely used for 

data classification. Its basic model is the linear classifier with 

the largest interval defined in the feature space. SVM also 

includes kernel functions, which make it essentially a 

nonlinear classifier. The learning algorithm of SVM is the 

optimization algorithm for solving convex quadratic 

programming. The kernel of SVM used in this paper is radial 

basis function (RBF) and optimum parameters values for C = 

2 and  = 0.1 are computed by grid search. 

Decision tree is a tree structure in which each internal 

node represents a judgment on an attribute, each branch 

represents the output of a judgment result, and finally each 

leaf node represents a classification result. The generation 

algorithm we used is J48, which is the most popular tree 

classifier. 

The basic principle of RF classifier is to combine a 

certain amount of binary decision trees and output the results 

of classification by a majority voting [20]. It is important to 

point out that different bootstrap samples of the original data 

and a random subset of feature set are used to build the trees. 

If an iteration threshold is not set, the trees will continuously 

process until the elements in the leaves are from the same 

category. The number of trees in RF is denoted as k  and the 

maximum number of randomly selected features is denoted 

as q . In this work, 1000k = trees are used to build an RF 

and q  is set to q p= , which was recommended in [21]. 

For all machine learning classifiers, 10-fold cross-

validation is used to carry out the experiments in this work. 

We divided the data set composed of many samples into 10 

pieces of equal size and selected 9 pieces for training set and 

1 piece for test set for each time. A total of 10 experiments 

were conducted. Finally, the mean value of the results of 10 

experiments was taken as the final accuracy of classification. 

III. RESULTS AND DISCUSSION 

A. Feature Selection 

If the number of all features in a feature set or space is 

relatively large, it is obvious that a part of features perform 

better whereas the other may perform worse and the time 

cost may dramatically increase if all features are considered. 

Considering the adverse effects of redundant features, feature 

selection is an effective method to select the more suitable 

features and reduce the dimension of the feature set or space 

to improve the relevance of the features at the same time. 

Hence, a feature selection method in the form of FDC is used 

to select more effective features. FDC for each feature which 

is denoted by k  can be computed as follow. 
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where 
,n k  and 

,p k  express the mean values for classes 

of normal voice and pathological voice respectively, while 

,n k  and 
,p k  represent the variances for classes normal and 

pathological, respectively. If a certain feature can achieve a 

satisfactory performance in classification between two 

classes, the distance between the means of them should be 

high and the variance within each class should be low. That 

means a high value of FDC should be obtained. The rank of 

FDC values of the audio features extracted is shown in Fig. 2. 

It can be seen that ASF10 (the 10th band of ASF), ASF9 

(the 9th band of ASF) and ASC have the highest 

discrimination between normal and pathological voice. The 

number of features having FDC > 0.7 is 8 and all of them 

belong to MPEG-7 features. Most glottal source features can 

achieve good performance which obatin a minimum FDC 

value of 0.37 (PSP) and a maximum FDC value of 0.68 (AQ). 

AQ, OQ1 and ClQ, which are related to the phonation and 

voice intensity of speakers, are the top 3 glottal source 

features obtaining FDC of 0.68, 0.63 and 0.59, respectively. 

It should be pointed out that the total number of glottal 

source features is only 12 (about 1/4 of the total number of 

MPEG-7 features) and 9 of these features rank in the top 28  



322 

 

Fig. 2 Normalized FDC values of all the 57 audio features extracted from glottal flow waveform. Blue bars refer to the selected MPEG-7 audio features, 

Orange bars refer to the selected glottal source features, Red bars refer to features that are removed with FDC < 0.1. 

(about half of the total 57 features) which indicates that most 

glottal source features can contribute to pathology detection 

and classification. 

We removed the bottom 12 features with FDC < 0.1 

which have little contribution for pathology classification 

and the rest 45 features constitute the selected audio feature 

set. 

B. Pathology Detection Using Machine Learning 

Classifiers 

Features extracted from glottal source signal have been 

used as input parameters for three machine learning 

classifiers: SVM, DT (J48) and RF. Results of voice 

pathology detection are shown in TABLE III. ACC, SE, SP 

and AUC which are considered as classical indexes have 

been applied to evaluate the performance of machine 

learning classifiers. Obviously, all the machine learning 

methods achieved good performance on the detection of 

pathological voice with the top 45 features selected by FDC 

ranking. Compared with the other two classifiers, RF have 

relatively high ACC with a difference of 0.71% and 0.83%, 

respectively. The SE, SP and AUC of each machine learning 

classifier are close to 1.00, which indicates that the machine 

learning methods used can effectively discriminate normal 

and pathological voices. 

TABLE III.  RESULTS OF PATHOLOGY DETECTION USING MACHINE 

LEARNING CLASSIFIERS WITH THE SELECTED FEATURES EXTRACTED FROM 

THE GLOTTAL SOURCE SIGNAL. SE REFERS TO SENSITIVITY, SP REFERS TO 

SPECIFICITY AND AUC REFERS TO AREA UNDER THE RECEIVER OPERATING 

CHARACTERISTIC CURVE. 

Machine learning 

Classifier 
ACC(%) SE SP AUC 

SVM 99.28 0.99 1.00 1.00 

DT (J48) 99.16 0.99 1.00 1.00 

RF 99.99 1.00 1.00 1.00 

Fig. 3 describe a 3D scatter plot of the values for top 3 

features ranked by FDC (ASC, ASF9, ASF10). We can find 

that the distribution of pathological voices represented by red 

dots is clearly separated from the distribution of normal 

voices represented by blue dots. This phenomenon can 

greatly prove that the selected features extracted from the 

glottal source signal have a satisfactory discrimination ability 

between normal and pathological voices. 

 

Fig. 3 Three dimensional scatter plot of ASC, ASF9 and ASF10 features 

for each voice sample in the database used. Red dots refer to the 

pathological voices and blue dots refer to the normal voices. 

C. Pathology Binary Classification 

To evaluate the effectiveness of the selected feature set in 

the binary classification of 4 different voice diseases, 6 

binary experiments have been constructed with different 

machine learning methods as shown in TABLE IV. As we 

can observe, all three machine learning methods achieved 

good performance in binary classification of voice pathology 

using the proposed feature set. The average accuracy of 

97.81% obtained by Random Forest classifier is the highest 

accuracy compared with 95.93% of SVM and 97.10% of DT 

(J48). The RF method had the best performance in most 

binary classification experiments except two ones. Compared 

to 95.97% average accuracy of the methods proposed in [9], 

the classification accuracy for the same diseases reaches 

98.86% using the MEEI database. 

It is worth noting that vocal paralysis is more distinct 

from the other three diseases. The reason for this 

phenomenon may be that vocal folds paralysis is a 

psychiatric voice disease, which is fundamentally different in 

pathological mechanism from the hyperplastic voice disease. 

These differences directly affect the acoustic characteristics 

of paralytic and non-paralytic voice signals, and make it 

easier to distinguish between the two types of samples, 

which is consistent with the experimental results in [18].  
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TABLE IV.  RESULTS OF BINARY CLASSIFICATION IN 6 EXPERIMENTS 

USING DIFFERENT MACHINE LEARNING METHODS WITH THE SELECTED 

FEATURES. 

Diseases categories Classifiers ACC(%) SE SP 

Nodule vs. Polyp 

SVM 94.28 0.94 0.96 

DT(J48) 95.28 0.95 0.96 

RF 94.95 0.95 0.95 

Nodule vs. Paralysis 

SVM 99.18 0.97 0.99 

DT(J48) 99.27 0.98 0.99 

RF 99.82 0.99 1.00 

Nodule vs. Cyst 

SVM 91.95 0.87 0.94 

DT(J48) 93.45 0.92 0.94 

RF 95.54 0.93 0.96 

Polyp vs. Paralysis 

SVM 98.33 0.93 0.99 

DT(J48) 98.48 0.96 0.99 

RF 99.85 0.99 1.00 

Polyp vs. Cyst 

SVM 96.00 0.91 0.98 

DT(J48) 97.33 0.95 0.97 

RF 96.92 0.95 0.98 

Paralysis vs. Cyst 

SVM 95.87 0.99 0.90 

DT(J48) 98.82 0.99 0.98 

RF 99.80 1.00 0.99 

D. Pathology Multi-classification Using Machine Learning 

Classifiers 

The main objective of this work is to explore the 

performance on pathology multi-classification by using 

different machine learning methods and evaluate the 

discrimination of the proposed audio feature set extracted 

from glottal flow waveform. Result for multi-classification 

of pathological voices using the features selected by FDC 

ranking is shown in TABLE V. As we can see that each 

machine learning method used in voice pathology multi-

classification achieved an accuracy higher than 90%. The 

highest ACC of 93.89% has been achieved by the RF 

classifier and the lowest ACC of 90.82% has been achieved 

by the SVM classifier. In addition, the accuracy obtained by 

DT (J48) is close to the one in RF and higher than SVM. 

This indicates that the performance of tree classifier (DT) is 

better than that of linear classifier (SVM), and the integrated 

learning classifier (RF) has further excellent performance. 

The increase of accuracies of three machine learning 

methods may because that the high detection rate of normal 

speech raises the overall accuracy, when normal voice 

samples were added in.  

Fig. 3 shows the distributions of the top 8 audio features 

ranked by FDC value: ASF10, ASF9, ASC, HSS, ASS, 

ASF8, ASF11 and ASF6. It can be seen that all the top 8 

features achieve really good performance and high 

discriminations between normal and pathological voice 

(Nodule, Polyp, Paralysis and Cyst). Apart from ASC, the 

distribution range of the each remaining feature in normal 

voice is generally less than the one in pathological voice, and 

the bottom whisker of pathology almost exceeds the top 

whisker of normal voice. For ASF10, ASF9 and ASF11, 

although the difference between the maximum and minimum 

of each box is relatively close to each other, the median 

value of each box which represents the general evaluation 

level of each feature to some extent can be easily 

distinguished from each other. ASC shows that the range of 

feature value in vocal nodule is obviously lower than the 

others, and the features value in the other 3 diseases has 

larger variations compared to the one in nodule. For HSS 

feature, all 4 types show relatively lower variations, but the 

distributions of them are different from each other since 

nodule and paralysis center on the upper part while polyp 

and cyst are concentrated in the lower part. ASS, ASF8 and 

ASF6 show large differences in distributions between nodule, 

polyp, paralysis and cyst, but there are some outliers in polyp 

and cyst for ASS and in nodule and cyst for ASF8. 

TABLE V.  RESULT OF MULTI-CLASSIFICATION FOR DISEASES 

CATEGORIES USING MACHINE LEARNING CLASSIFIERS WITH THE 

PROPOSED FEATURE SET. 

Diseases 

categories 

Machine learning 

classifiers 
ACC(%) SE SP 

Nodule, Polyp, 

Paralysis and 

Cyst 

SVM 90.82 0.86 0.96 

DT (J48) 93.35 0.90 0.96 

RF 93.89 0.91 0.97 

Normal, Nodule, 

Polyp, Paralysis 

and Cyst 

SVM 91.45 0.87 0.96 

DT (J48) 96.75 0.91 0.98 

RF 97.11 0.93 0.99 

To investigate the effectiveness of machine learning 

classifier in the multi-classification of pathological voices, 

the confusion matrix of the RF classifier which had the best 

performance has been calculated shown in TABLE VI. The 

leading diagonal of the confusion matrix expresses the 

percentage of correctly classified samples of 4 different types 

of voice diseases. As we can see that the numbers of 

correctly classified samples of vocal fold paralysis is most 

and only few cyst samples were confused with paralysis. 

However, nodule, polyp and cyst were found to be confused 

between each other, especially nodule and cyst. We suspect 

that in addition to the similarity of symptoms, the imbalance 

in the number of pathological samples involved in the 

training of classifier also affected the results of the confusion 

matrix.  

In summary, the proposed audio feature set selected by 

FDC value ranking is valuable for voice pathology research. 

All machine learning classifiers used in this work achieved 

satisfactory performance. Overall, the RF classifier is more 

effective than SVM and DT for both pathology detection and 

multi-classification. 

TABLE VI.  CONFUSION MATRIX OF THE RF CLASSIFIER USING THE 

PROPOSED FEATURE SET FOR MULTI-CLASSIFICATION OF THE VOICE 

PATHOLOGY. 

Output→ 

Input↓ 

Nodule Polyp Paralysis Cyst 

Nodule 79.79 5.00 0.37 14.84 

Polyp 4.80 90.10 0.30 4.80 

Paralysis 0 0 99.98 0.02 

Cyst 6.78 2.29 0.33 90.60 

IV. CONCLUSION 

A method of detection and multi-classification of voice 

pathology based on the audio feature set extracted from 

glottal flow waveform was proposed in this paper. The 

proposed method achieved 99.99%, average 97.81% and 

93.89% accuracy for detection, binary classification and 

multi-classification, respectively. The strong discrimination 

ability of the features selected by FDC value ranking was 

proved by analysis of the 3D scatter plot and box plot. 

Additionally, this paper investigates and evaluates the 

performance of three machine learning classifiers: SVM, DT 

and RF. The experimental results show that the evaluated 

three machine learning methods can effectively distinguish 

different types of pathological voices, and the performance 

of the tree classifier is better than that of the linear classifier. 

The high accuracy for multi-classification between various 
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voice diseases signifies that the proposed method can play 

the role of a medical tool for helping doctors to diagnose 

disorders well. 

 

Fig. 4 Distribution of the top 8 features selected from the audio feature set 
using box plots. Nor, Nod, Pol, Par, Cys represent normal voice, vocal 

nodule, vocal polyp, vocal folds paralysis and vocal cyst, respectively. The 

central read line of the box represents the median, and the bottom and top 
edges of the box represents the 25% and 75% values, respectively. All the 

sample points within 3/2 times the interquartile range are covered by the 

whiskers on the top and bottom sides. The sample points beyond these 

whiskers are marked as outliers using the '+' symbol. 

Considering the discrimination of the proposed method 

for voice pathology detection and classification, it is worth to 

investigate its performance in detecting speech disorders, 

Parkinson's dysphonia and even laryngeal canceration. A 

future work will be to study the imbalance of numbers of 

voice pathology, which leads to the difficulties of 

classification. In addition, considering the potential 

limitation of the MEEI database such as language, recording 

environment and setups, more databases and more categories 

of voice pathologies will be used in the future. 
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Abstract—In this paper, the spectrogram features of voice 

are studied, and the differences between normal voice and 

pathological voice are analyzed. 53 cases of normal voice and 

133 cases of pathological voice are selected from Massachusetts 

Eye and Ear Infirmary(MEEI) database for experiments. As the 

popularity of deep learning is increasing, convolutional neural 

network(CNN) based on tensorflow2.1 is applied to extract 

features from spectrograms., and the voice data are augmented 

for overfitting of the trained model. The recognition accuracy of 

pathological voice detection is 96.51%. The experimental results 

show that the characteristic parameters extracted from 

spectrograms by CNN have distinguish ability. 

Keywords—pathological voice, spectrogram, convolutional 

neural network, feature extraction 

I. INTRODUCTION 

Voice is the most natural, effective way for 
communication between human beings. It is particularly 
important for the occupations who rely on the voice for their 
livelihood, such as teachers, announcers, singers, actors etc. 
However, with the disturbance of living habits and overuse of 
vocal folds, the incidence of voice disorders is rising, which 
affects voice quality and phonation[1]. Thus, more importance 
should be attached to early diagnosis of vocal fold diseases. 
Although there are clinical diagnostic methods, such as 
stroboscopic laryngoscope, laryngeal electromyography and 
high-speed photography, these methods are invasive and 
painful to patients, so a painless and automatic method plays 
an importance role on the early detection of vocal fold 
diseases. 

The healthy vocal folds vibrate periodically, and the vocal 
folds with some diseases have the irregularities of vibration[2], 
which results in the periodical change and amplitude change 
of vocal cord vibration. To detect voice pathologies 
automatically, researchers have used several voice features. 
As the conventional acoustic parameters, Jitter describes the 
instability of the vibration frequency of the vocal folds. 
Shimmer is similar to Jitter, which represents the variation of 
amplitude between adjacent vibration cycles. They are 
associated with roughness and hoarseness of voice. Due to the 
irregularity of the pathological voice, harmonic to noise ratio 
(HNR) is also an effective feature, which shows the 
relationship of voice between periodic and non-periodic 

signals. Recently, the other common voice features to detect 
voice diseases are Mel-Frequency cepstral coefficients 
(MFCC)[3-5], linear prediction cepstral coefficients 
(LPCC)[6] and so on. They do well in characterize the shape 
of the vocal tract. However, most of the acoustic features 
extracted based on signal processing algorithms are artificially 
defined, which are subjective and require a lot of time and 
energy for verification. On the other hand, the inherent 
characteristics of the voice cannot be well represented. As a 
result, the extracted features are not complete enough to 
reflect the characteristics of the voice, which lead to a 
relatively low recognition accuracy. 

In this paper, the spectrogram is analyzed to detect normal 
and pathological voices, which includes a sequence of 
different features that vary with time. Convolutional Neural 
Network(CNN) is applied for extracting features of the 
spectrogram, which can be completed automatically through 
different convolutional layers. Compared with shallow neural 
networks such as back-propagation neural networks, CNN is 
able to extract complex and abstract features, and can avoid 
falling into local optimal solution model[7]. 

The rest of the paper is organized as follows. Section Ⅱ 
analyzes the differences between spectrograms of normal and 
pathological voices in detail. In section Ⅲ, the database and 
the structure of CNN are presented. Section Ⅳ discusses the 
results. Finally, conclusions are drawn in section Ⅴ. 

II. SPECTROGRAMS OF NORMAL AND PATHOLOGICAL VOICES 

Human voice can be considered to be stationary signal in 
the period of 10-30ms. a sequence of different events varying 
with time are including in the speech waveform, which are 
associated with fluctuating spectral characteristics. Hence, the 
short time Fourier transform(STFT) is used for 
analysis[8].STFT divides the voice signal into segments of the 
waveform under a sliding window, which are processes by a 
single Fourier transform respectively. 
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where ( )x m  is input voice signal at time m and ( )n m −  

is the sliding window. 
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Fig. 1  Broadband spectrograms of a (a) normal and (b) pathological (polyp) voice of the vowel sound /a:/. Narrowband spectrograms of the same utterance (c) 
normal and (d) pathological voice. 

Then, based on definition of power spectrum, the 

spectrogram nS  of the voice signal is derived from STFT by 

 
2

( )j

n nS X e =  () 

The broadband and narrowband spectrograms of a normal 
and pathological voice are shown in Fig. 1, which present the 
distribution of power densities with time and frequency. 

The narrowband spectrogram can display the structure of 
harmonics clearly, and reflect the variety of the fundamental 
frequency with time, while the broadband spectrogram 
displays the formant and the envelope of spectrum. 
Comparing Figure 1(a) with Figure 1(b), the energy density of 
voice has been changed in that vocal polyps destroy the 
regularity of voice pronunciation, and change the amplitude 
range of voice. It can also be seen from the spectrogram in 
Figure 1(c) and Figure. 1(d) that the vocal polyps introduce 
high frequency noise and the energy diffuses from low 
frequency to high frequency. and produce high-frequency 
oscillation similar to noise. 

Spectrograms of normal and pathological voice are 
different in energy density, frequency and time domain, which 
can be manifested from texture features of spectrograms. The 
grey level co-occurrence matrix(GLCM)[9] of image can 
reflect the comprehensive information of the gray-level of the 
image about the direction, the adjacent interval, and the range 
of variation. The grey level co-occurrence matrix is the 

descriptor for analyzing the local texture and arrangement 
rules of images. There are some texture features based on 
normalized GLCM, such as contrast, correlation, energy and 
homogeneity. Contrast reflects the depth of texture grooves 
and the sharpness between gray level of pixels. Energy is the 
sum of the squares of the pixels in GLCM, reflecting the 
uniformity of the gray level distribution of the image. 
Homogeneity measures the local uniformity of the image. If 
the gray level of each pair of pixels is similar, the uniformity 
value is large. 

TABLE I.  TEXTURE FEATURES OF NARROWBAND SPECTROGRAMS 

Category Contrast Correlation Energy Homogeneity 

Normal 0.093 0.906 0.524 0.963 

Pathological 0.265 0.784 0.252 0.886 

TABLE. Ⅰ shows the different texture features of 
spectrograms of normal and pathological voice, which are 
extracted from Fig. 1(c) and Fig. 1(d). The contrast and energy 
of spectrograms of normal and pathological voice are clearly 
different, which indicates that the texture of spectrogram in 
normal voice is more uniform than pathological voice. The 
differences between texture features in TABLE. 1 further 
demonstrate the feasibility of classification of normal and 
pathological voices by the spectrograms. The spectrograms 
will be a good indicator for the recognition of pathological 
voices. The more complex and abstract features of 
spectrograms will be extracted by convolutional neural 
network(CNN) for better recognition. 

  
(a) (b) 

  
(c) (d) 
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Fig. 2  Structure of normal and pathological voice classification by CNN 

III. FEATURES EXTRACTION OF SPECTROGRAM BY CNN 

A. Database 

The voice data used in this paper are chose from MEEI 
database[10]. This database contains 1384 pathological voices, 
which gives the information of age, sex, smoking and other 
information of patients. The train and test set of normal and 
pathological voice are vowel /a:/. Three types of pathological 
voices are selected as pathological group, which consists of 
vocal fold polyps, vocal fold edema and paralysis. We used 53 
cases of normal voices and 133 cases of pathological voice (21 
vocal fold polyps, 44 vocal fold edema and 68 vocal fold 
paralysis). The sampling rate of normal voice is 50kHz, and 
the sampling rate of pathological voice is 25kHz or 50kHz 
with the bit width of 16 bits. For the consistency of voice, the 
sampling rate of all selected voices are dropped to 25kHz. 

TABLE II.  STATISTICS OF VOICE DATA 

Category Numbers Average age(STD) 

Normal Voice 53 35.2(8.3) 

Pathological 

Voice 

Vocal Edema 44 45.6(10.9) 

Vocal Polyps 21 41.0(7.2) 

Vocal Paralysis 68 39.3(8.5) 

The number of samples in the MEEI database is not 
enough for training an effective deep model. However, to 
obtain a large number of pathological voice is not practical, 
which involves the privacy of patients and needs the voice 
labeling by expert otolaryngologists. Hence, the data 
augmentation of voice samples is needed to increasing the 
number of the data. Ihsan Ullah augmented the data by 
splitting the full length electroencephalogram(EEG) signals 
into small slices using a fixed size window[11].Similarly, a 
window size of 5000 with a stride of 1000 is applied to the 
voice segmentation based on short-term stationary 
characteristics of human voices. The time of normal and 
pathological voice is 3s and 1~3s respectively. Finally, 756 
cases of normal voice and 754 cases of pathological voice are 
obtained from the selected set in MEEI. 

B. Architecture of CNN 

Figure 2 shows the structure of normal and pathological 
voice classification by CNN. The input of CNN is the 
reshaped spectrograms with 256×220 pixels. CNN is 
established by convolutional layer, batch normalization(BN) 
layer, activation layer, pooling layer and dropout layer. Due to 
the number of voice samples, less convolution kernels and 
network layers were applied in CNN architecture for 
alleviating overfitting. 

In this paper, the CNN architecture involves two 
convolution layers, two max-pooling layers and one dropout 
layer. The first convolutional layer uses 8 convolution kernels 
of size 3×3 to perform convolution operation on the reshaped 
spectrograms of size 256×220, and the stride is 1 pixel. A zero 
padding is set for ensuring the output size of spectrograms. 
The number of convolution kernels of the second 
convolutional layer increases to 16 for the smaller size of the 
feature map in deeper layer. The raise in number of 
convolution kernels expands the depth of the feature map, 
which maintains the capacity of carrying information. 

As the number of network layer increase, features will 
deviate from zero mean. Hence, batch normalization is used 
after every convolution layer. BN makes the data conform to 
the distribution of 0 mean and 1 standard deviation. 
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k

iH  is the pixel i of the feature map in the k 

convolution kernel before batch standardization, 
k
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are the average and standard deviation of all pixels in the batch 

of feature maps. In addition, scaling factor k  and offset 

factor k  are added to optimize width and offset of data 

distribution, which solves the problem of gradient 

disappearance caused by equation (3). The fixed pixel k

iX  is 

as follows: 
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In order to reduce parameter counts and the computational 
complexity, pooling layer is essential. In Fig. 2, the two 
pooling layers have pooling kernels of size 2×2, stride 2 pixel 
using maximization function. Finally, the feature map is 
formed into fully-connected layer and classification layer with 
softmax function. The function of all activation layers is 
rectified linear unit (ReLU). 

IV. EXPERIMENTS AND RESULTS ANALYSIS 

A. Experimental Setup 

The training framework for classification of normal and 
pathological voices was established based on Tensorflow2.1, 
which is a very powerful platform and provides a variety of 
tools that makes it very easy to implement a model for 
machine learning applications in different areas. Training data 
was divided as 32 samples in each batch. The maximum epoch 
of training is 50. And an adaptive moment estimation (Adam) 
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optimizer was applied for good performance. In this 
experiment, 75% of the samples were selected as the training 
set to complete the training of normal and pathological voice 
classification models, and 25% of data were the test set. 

The hardware configuration is as follows: 

• Intel (R) Core(TM) i7-9750H @ 2.60GHz CPU. 

• 16GB DDR4 memory. 

• NVIDIA Geforce GTX1660Ti display card. 

B. Classification of Normal and Pathological Voices by 

CNN 

Figure 3 presents accuracy and loss function curve during 
the process of network training and test. After several 
iterations of the convolutional neural network, the accuracy on 
the training set is generally close to 100%, which indicates that 
the designed network can train well on MEEI databases and 
the data on the training set achieved a good fit. As the number 
of iterations increases, the accuracy of the training set and the 
test set is gradually rising. The value of the loss function is 
decreasing continuously, and eventually converges to a 
smaller value. And the smaller the value of the loss function 
is, the better the predicted value and the true value fit. When 
the normal and pathological voices are classified in the MEEI 
database, the accuracy of the validation set is 96.51%. 

 

Fig. 3  The (a)accuracy and (b)loss curves of training and validation 

C. Comparison with Other Methods 

In order to better evaluate the result in this paper, the 
methods proposed in other literatures are compared with it in 
terms of extracted features, machine learning classifiers, and 
accuracy. 

TABLE III.  COMPARISON OF DIFFERENT METHODS ON VOICE 

PATHOLOGY DETECTION 

 Features Classifier Accuracy 

Method [12] 
Pitch, Jitter, 

Shimmer 

Random 

Forest 
90.27% 

Method [13] 
Modulation Spectral 

Features 
SVM 94.1% 

Method [14] Mel-Spectrogram CNN 93.8% 

Our Method Spectrogram CNN 96.51% 

TABLE Ⅲ shows a comparison of our proposed method 
with three other methods[12-14] on the same subset of MEEI 
database. It can be clearly seen that the spectrogram feature 
outperforms the acoustic characteristics such as pitch, Jitter 
and Shimmer. And the recognition accuracy of the CNN used 
in this paper is higher than SVM classification, which reflects 
the advantages of CNN in feature extraction and classification. 
Classification of normal and pathological voices by CNN can 
avoid subjective factors, which enhances the robustness of 
features. However, due to the difficulties in obtaining medical 
samples, the number and categories of the samples are 
severely limited. When training deep models, small samples 
are prone to resulting in the over fitting of the model. Hence, 
we increased the sample size by data segmentation, bringing 
about better accuracy than method[14]. 

V. CONCLUSION 

Classification of normal and pathological voices based on 
the spectrogram features by CNN are proposed in this paper. 
The proposed method achieved 96.51% accuracy for 
classification. The conventional features and classifiers are 
compared with our proposed method, which confirms the 
efficiency of extracting features from spectrogram by CNN. A 
deep learning algorithm is contributed to voice disability 
detection. And data augmentation is essential for classification 
of normal and pathological voices, which will improve 
accuracy and generalization of pathological voice detection. 

In the future, the following aspects need to be further 
studied: (1) The differences of spectrograms between normal 
and pathological voice have been analyzed and achieved good 
performance. However, Jitter and Shimmer may need to be 
considered for pathological voice segmentation, which affect 
the speech spectrogram. (2) Small samples limit the training 
of deep learning model. transfer learning and more effective 
data augmentation could be explored. 
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Abstract—To solve the problem of imbalanced data 

distribution of MEEI database, a modeling voice pathology 

detection method use imbalanced learning algorithm is 

presented in this paper. The method is based on support vector 

machine (SVM), decision tree (DT) and random forest (RF) to 

build voice pathology detection(VPD) model. Three imbalanced 

learning algorithms, SMOTE, Borderline-SMOTE and 

ADASYN, oversample a minority class (normal voice samples) 

and finally a training set of class-balanced is obtained. 10-fold 

cross validation is used in the experiment, and Precision, Recall 

and AUC/PRC are selected as model evaluation measures. 

Experimental results show that the imbalanced learning 

algorithm improves the recognition ability of pathological voice 

detection model for a minority class. RF as an ensemble model 

can combine better with imbalanced algorithms and 

performance slightly better than single classifier models. Its 

originality lies in the consideration of MEEI database as 

training set of pathological voice model, the effect of class-

imbalanced on model performance, and Accuracy (𝑨𝒄𝒄) as the 

main evaluation measure of VPD model is not suitable for 

training set of class-imbalanced 

Keywords—Voice pathology detection model, Imbalanced 

database, Smart healthcare, Artificial intelligence, Imbalanced 

learning. 

I. INTRODUCTION  

In recent year, the automatic detection system based on 
machine learning has achieved noticeable performance in 
medical diagnosis. In the research of biomedical engineering, 
automatic voice pathology detection (VPD) system by 
machine learning algorithms and well-established features has 
become a research hotspot. Different types of signals are 
extracted for acoustic analysis [1, 2, 3] to realize automatic 
voice pathology detection. 

Most of these studies are experimented with 
Massachusetts Eye and Ear Infirmary (MEEI) database [4]. 
Nonetheless, on MEEI database, there is class-imbalanced 
samples distribution of normal and pathological samples. 
Because of the diversity of pathological voice types, 
expensive endoscopy (such as laryngoscope) and labeling 
tasks with manual supervision, it is challenging to obtain a 
class-balanced data samples in practice. The learning of 

imbalanced dataset reduces the robust and generalization 
performance of classifiers, which is also one of the major 
challenges facing machine learning. 

In the current study, there are three ways that are applied 
to solve this issue: improved algorithm [5, 6], cost sensitive 
learning [7] and data preprocessing [8, 9, 10]. Each algorithm 
has its unique strength, but compared with the other two 
methods, the data preprocessing method can perform better in 
the case of data instances. The synthetic minority over-
sampling technique (SMOTE) [11] as one of the most 
classical data preprocessing algorithm, which is widely used 
in the preprocessing of imbalance datasets. In addition, 
Borderline-SMOTE [12], Adaptive synthetic sampling 
(ADASYN) [13] are extensions of SMOTE. In order to 
enhance the classification ability of VPD models for correct 
predictions, this study uses the oversampling’s imbalance 
learning algorithms to process the MEEI database and select 
Mel-scale Frequency Cepstral Coefficients (MFCCs) as input 
feature parameters of model. The used of support vector 
machine (SVM) [14], decision tree (DT) [15] and random 
forest (RF) [16] classifiers to model MEEI training dataset 
using imbalanced learning algorithm, and good results were 
obtained. To class-imbalanced datasets evaluation, some 
reasonable model evaluation measures [17] including 
Precision, Recall and AUC/PRC (the area under Precision-
Recall Characteristic curve) as model evaluation measure of 
VPD were utilized. Section 2 contains description of related 
data preprocessing algorithms used and includes the proposed 
models. Section 3 contains database for experimental setup 
and use. Section 4 illustrate the experimental results and 
analysis followed by Conclusion. 

II. THE PROPOSED APPROACH 

In this paper, we proposed methods consists of three parts. 
In the first stage, MFCC coefficients and their first-order and 
second-order differences were extracted from sustained 
vowels input signals, and the feature dimension is 36. In the 
second stage, imbalanced learning algorithm SMOTE, 
Borderline-SMOTE and ADASYN were applied to 
oversample the class-imbalanced initial dataset to obtain a 
class-balanced samples. In the third stage, voice pathology 
detection(VPD) models were contracted using support vector 
machine (SVM), decision tree (DT) and random forest (RF). 

 *Zhi Tao and *Yishen Xu are the corresponding authors. (e-mail: 
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Three oversampling methods are combined with three 
common classifiers to prove the effectiveness of our approach. 
The diagram of the method is shown in Fig. 1. 

Final result

Initial class-imbalanced 

training dataset D

Initial minority class 

data subset (Normal 

voice dataset Dnmin)

Initial majority class 

data subset (Pathological 

voice dataset Dpmaj)

Apply imbalanced learning to 

generate new minority samples

Class-balanced training dataset D*

Classifier System

 

Fig. 1. The flow chart of VPD system based on imbalanced learning. 

A. Feature Extraction 

The well-known MFCCs feature extraction is widespread 
used in the voice pathology detection [18]. The Mel scale 
frequency domain extracted by MFCCs contains the non-
linear characteristics of human ear frequencies. Fig. 2 shows 
the generalized block diagrams of MFCCs feature parameters 
extraction processes. 

Voice sample
Frame 

blocking

Spectrum 

estimation

Mel

filerbank
Log(·) DCT Features

 

Fig. 2. Block diagram of MFCCs features extraction. 

B. Data Preprocessing 

• SMOTE as one of the common oversampling methods 
to deal with class-imbalanced datasets, the synthetic 
minority over-sampling technique (SMOTE) 
artificially generates new minority class samples and 
combines them with the initial training set to balance 
the training dataset. SMOTE generates synthetic 
samples of three steps. Firstly, it randomly selects a 

minority �⃑� to observe. Then, sample �⃑⃑� is selected from 
the k nearest minority samples neighbors of sample �⃑�. 
Finally, they randomly linearly interpolate the two 
samples to create a new sample �⃑�, and the �⃑� function 
is shown in (1) 

�⃑� = �⃑� + 𝑤 × (�⃑⃑� − �⃑�)       (1) 

where 𝑤  is the random weight in [0, 1]. A sample 
example of SMOTE is illustrated in Fig. 3b, where 
circular points are the minority class, square points are 
the majority class. 

• Borderline-SMOTE identifies the sample belonging to 
boundaries via comparing the majority to minority 
class within each class neighborhood that needs to be 
oversampled, and generates new minority samples by 
incorporating borderline information, which expands 
decision space for the minority. A sample example of 
Borderline-SMOTE is shown in Fig. 3c, where circular 
points are the minority class, square points are the 
majority class. 

• Adaptive synthetic sampling (ADASYN) algorithm 
main idea proceeds from the weighted distribution 
assumption based on the level of difficulty of each 
minority samples, according to which different 
numbers of synthetic samples are created adaptively. 
ADASYN is provided in Fig. 3d, where circular points 
are the minority class, square points are the majority 
class. 

 

              (a)                                                          (b) 

 

                               (c)                                                           (d) 

Fig. 3. Imbalanced learning synthesizes new samples. (a) is the initial 

dataset distribution. (b) is the dataset distribution after SMOTE treatment. (c) 

is the dataset distribution after Borderline-SMOTE treatment. (d) is the 

dataset distribution after ADASYN treatment. 

C. Proposed Models 

• Support Vector Machine (SVM) classifies data 
through the statistical concept of support vector, and it 
could be well extended to multiclass. SVM constructs 
linear or non-linear hyperplane for decision making to 
perform classification. An optimal hyperplane is 
defined as farthest from the nearest training data point 
of any class. 

• Decision Tree (DT) is a tree-like classifier, with 
internal nodes and branches representing features and 
decision rules, respectively. DT is an example-based 
concluding study method, which does not depend on 
the assumption of probability distribution and is 
divided in a recursive manner. 

• Random Forest (RF) is a combined classification 
algorithm proposed by Breiman. RF is classified by 
creating multiple classification and regression trees, 
each trained in the initial training data sample and finds 
on a randomly selected subset of input variables to 
determine segmentation. 
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III. EXPERIMENTAL SETUP  

A. Database 

The Massachusetts Eye and Ear Infirmary (MEEI) 
collected the database we used. Since the establishment of the 
database, the MEEI database has been used in many research 
works. It is the most extensive and available voice disorder 
database [19]. Although the MEEI database is the most highly 
applied international commercial database in voice pathology 
detection, it has some limitations. Class-imbalanced 
distribution of samples is one of the major issues of the 
database. The MEEI database contains more than 1400 
persistent vowel /a / speech files from 657 pathological 
speakers, but only 53 normal voice samples by normal 
speakers. The duration of all signals is 1 to 3 seconds, and the 
sampling frequency is 50 kHz or 25 kHz. In this study, all 
available 53 normal samples and four pathological types were 
selected, namely vocal cord nodules, vocal cord polyps, vocal 
cord edema, and vocal cord paralysis, as these four are 
common in clinical diagnosis. The number and gender 
distribution of samples are shown in Table I. 

TABLE I.  NORMAL AND PATHOLOGICAL VOICE SAMPLES FORM 

MEEI (NO. OF MALE SPEAKERS + NO. OF FEMALE SPEAKERS) 

Normal 
Pathological 

Total 
Nodules Polyps Paralysis Edema Total 

53 

(21+32) 

19 

(1+18) 

20 

(12+8) 

67 

(37+30) 

43 

(32+11) 
149 202 

The number of voice samples from the MEEI database in 
the tables above can reflect that class-imbalanced distribution 
between normal and pathological voice samples on MEEI 
database. However, Class-imbalanced distribution of samples 
will lead to poor performance of classifiers, which has been 
ignored by many researchers in the past. 

B. Parameter Settings 

All 50 kHz files were down-sampled to 25 kHz to ensure 
that all voice files have the same sampling frequency. MFCCs 
parameters together with their first and second derivatives 
were extracted from each the file on MEEI database with a 
feature dimension of 36. The optimal parameter values of 
classifier were selected by using the grid search, the RBF 
kernel was selected for SVM, the penalty coefficient and the 
kernel parameter were 2 and 0.027. Entropy was chosen as a 
criterion in DT. The number of trees in the RF was 500, and 
the maximum depth of the RF was 13. Imbalanced learning 
algorithms all used default parameters set in Python's 
imbalanced-learn package. Throughout the experiment, 10-
fold cross validation method of testing is used. 

C. Model Evaluation Measure 

Traditionally, the commonly used metrics to measure 
classifier performance are accuracy (𝐴𝑐𝑐)  and error rate 
(𝐸𝑟𝑟). However, the usual measure of classifier performance 
in the imbalanced datasets is inappropriate. If the wrong 
metric is chosen to evaluate models, it is likely to choose a 
poor model. To solve this issue, several reasonable metrics 
including Precision, Recall and PRC curves as model 
evaluation measure. Precision, Recall and the AUC (area of 
the PR curve) are calculated from (2) to (4). Table II shows 
the meanings of TP, TN, FP and FN. In the confusion matrix, 
TP is the number of true positive samples (actual minority, 
and predicted as minority), FP is the number of false positive 
samples (actual majority, but predicted as minority), FN is the 
number of false negative samples (actual minority, but 

predicted as majority), TN is the number of true positive 
samples (actual majority, and predicted as majority). 

TABLE II.  NORMAL AND PATHOLOGICAL VOICE SAMPLES FORM 

MEEI (NO. OF MALE SPEAKERS + NO. OF FEMALE SPEAKERS) 

Actual classes 

Prediction results 

Positive class 

(Normal) 

Negative class 

(Pathological) 

Positive class 
(Normal) 

TP FN 

Negative class 

(Pathological) 
FP TN 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (3) 

𝐴𝑈𝐶 = ∑ (𝑅𝑒𝑐𝑎𝑙𝑙𝑛 − 𝑅𝑒𝑐𝑎𝑙𝑙𝑛−1𝑛 ) × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛 (4) 

D. Results and Analysis 

Initial class-imbalanced dataset (53 normal voices and 149 
pathological voices) is processed with imbalanced learning 
techniques by three oversampling algorithms. The generated 
class-balanced dataset contain 149 normal and 149 
pathological voice samples, respectively. Classifier models 
were designed for each oversampling algorithm for evaluation. 
The model evaluation measures for the three classifier models 
designed with the initial class-imbalanced dataset and the 
three classifier models is designed using imbalanced learning 
are recorded in Table III. 

TABLE III.  VOICE PATHOLOGY DETECTION RESULTS OF MODEL 

EVALUATION MEASURE 

 
SVM DT RF 

Precision Recall Precision Recall Precision Recall 

Initial 

dataset 
0.97 0.85 

0.91 0.84 
0.98 0.90 

SMOTE 0.99 0.99 0.95 0.94 1.00 1.00 

Borderline-

SMOTE 
0.97 0.97 0.97 0.97 1.00 1.00 

ADASYN 0.97 0.97 0.93 0.93 1.00 1.00 

In our experiments, Precision and Recall are 
measurements of exactness and predicting the completeness 
of minority class samples, respectively. Different classifier 
models show little difference performance on Precision and 
Recall values without imbalanced learning. According to 
Table Ⅲ, the three classifier models combined with 
imbalanced learning have significantly improved Precision 
and Recall values. In detail, SVM obtains the highest mean 
Precision and Recall values with SMOTE, model increase the 
mean Precision from 0.97 to 0.99, increase the mean Recall 
from 0.85 to 0.99. SVM has the same Precision and Recall 
values when combined with Borderline-SMOTE and 
ADASYN, both of which are 0.97. For the DT, when the DT 
is combined with Borderline-SMOTE, the model shows the 
best results in Precision and Recall value, which are 0.97 and 
0.97, respectively. Precision and Recall values increase for 
SMOTE-DT from 0.91 and 0.84 respectively to 0.95 and 0.94, 
and for ADASYN-DT from 0.91 and 0.84 respectively to 0.93 
and 0.93. For the ensemble model RF, although it shows the 
same performance in Precision and Recall values with other 
models in the class-imbalanced dataset, it can be well 
combined with each oversampling algorithms, and the 
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Precision and Recall values trained in the balanced data set are 
improved from 0.98, 0.90 to 1.00, and 1.00, respectively. In 
summary, the above results mean that in pathological voice 
detection model, using imbalanced learning algorithm can 
greatly raise the detection accuracy of the model for a minority 
class samples. 

 We trained and tested the AUC/PRC of each classifier 
model before and after three imbalanced learning algorithms 
treatment, as shown in Fig. 4, and evaluated the model using 
AUC values. 

 

(a) PRC curve for SVM 

 

(b) PRC curve for DT 

 

(c) PRC curve for RF 

Fig. 4. PRC curves for different classifier models. 

In case of class-imbalanced data, PRC curve can provide 
more information and reflect the performance of classification 
model and is less affected by the imbalanced data distribution. 
Precision and Recall rate are contradictory variables. When 
the performance of the classifier changes greatly on FP, the 

𝐹𝑃𝑟𝑎𝑡𝑒(
𝐹𝑃

(𝐹𝑃+𝑇𝑁)
) will not change much. Therefore, the PRC 

curve has good performance when the data is imbalanced. As 
for the AUC results, the VPD system combined with 
imbalanced learning algorithm shows high AUC value of each 
classifier models. SVM and DT are combined with SMOTE 
and Borderline-SMOTE, respectively, the value of the 
classifier model is the highest, with a value of 1.00. For RF, 
although ADAYSN-RF does not get 1.00 on the AUC metric, 
it also shows good performance, because RF as an ensemble 
classifier model is better than a single classifier in handling 
class-imbalanced data. 

E. Comparison Existing Works 

TABLE IV.  COMPARISON WITH OTHER WORKS 

Methods Feature Name Classifier %SE %SP 

[18] MFCCs SVM 100.00% 46.87% 

[20] MDVP FDR 93.22% 45.20% 

Literatures [20] and [18] in Table IV, the subsets of “53 
normal/93 pathological voices” and “53 normal/173 
pathological voices” on the MEEI database was used, 
respectively. The accuracy of pathological voice detection 
model in literatures [20] and [18] was 76.36% and 94.07%. 
However the Sensitivity, which can measures the classifier's 
capability to recognize pathological samples (majority class) 
were 93.22% and 100.00%, and the Specificity used to 
represent the classifier's ability to recognize normal samples 
(minority class) were 45.20% and 46.87%. Meanwhile, it also 
indicates that training a model in an imbalanced dataset is 
misleading to choose 𝐴𝑐𝑐 as the model evaluation measure. 
The pathological voice detection model proposed in this paper 
uses imbalanced learning, although it sacrifices a little 
recognition ability for a majority class samples, each classifier 
model greatly improves the recognition ability for a minority 
class samples compared with the literature [20] and [18]. 

IV. CONCLUSION 

In order to improve the classification and generalization 

performance of VPD models on class-imbalanced databases, 

we propose a modeling method for pathological voice 

detection using imbalanced learning algorithm on MEEI 

database and reasonable model evaluation measures. This 

paper demonstrates the significance of the imbalanced 

algorithm in the case of a VPD model is established based on 

MEEI database. The presented method was tested with three 

classifier models SVM, DT and RF using 10 fold cross 

validation. The best classifier model is RF, which shows 

perfect performance on both Precision, Recall values and PRC 

curves after combining three imbalanced learning algorithms. 

SVM and DT models combined with SMOTE and Borderline-

SMOTE showed the highest Precision, Recall and AUC 

values, respectively. The proposed models were compared 

with previous models showing greatly improved the 

recognition ability of a minority class samples. The results 

show that using imbalanced learning, the classifier models 

performed good in recognizing the minority class and using 

ensemble classifiers may be further improved pathological 

voice detection model. 
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Abstract—Arrhythmia is a kind of cardiovascular disease 

that seriously threats human health, and intelligent analysis of 

electrocardiogram (ECG) is an effective method for the early 

prevention and precise treatment to arrhythmia. In clinical 

ECG databases, it is common to see the multi-label phenomenon 

that one patient would be labelled with multiple types of 

arrhythmia. However, the current research is mainly to use the 

multi-class methods for dealing with the problem of multi-label, 

ignoring the correlations between diseases and causing 

information loss. Therefore, this paper aims to propose a multi-

label feature selection (MLFS) method based on ECG and 

design a novel evaluation criterion based on kernelized fuzzy 

rough sets so as to choose the optimal feature subset and 

optimize ECG feature space. Through sufficient experiments to 

prove the feasibility of our methods, we obtain the optimal 

feature subset composed of 23 ECG features. For the six 

evaluation criterions of multi-label learning, Average Precision 

is 0.8053, Hamming Loss is 0.1063, Ranking Loss is 0.1366, One-

error is 0.2021, Coverage is 0.4018, and Micro-F1 is 0.5874. The 

outcome presents great superiority to the current algorithms of 

MLFS. This study is a prerequisite for implementing big data 

ECG classification diagnosis and disease modeling. 

Keywords—Biomedical information processing, ECG signals, 

Arrhythmia, Multi-label learning, Feature selection 

I. INTRODUCTION 

According to the World Health Statistics 2018 [1] reported 
by World Health Organization (WHO), cardiovascular disease 
is still the main cause of death in the world. Cardiovascular 
disease has become “the first killer” to threaten human life and 
health. Arrhythmia is one of the most common and extremely 
high incidence cardiovascular diseases, which mainly causes 
palpitations, chest tightness, dizziness, hypotension and other 
symptoms. In severe cases, syncope or even sudden death may 
occur. The majority of arrhythmias can be clearly diagnosed 
through long-term continuous electrocardiogram (ECG) 
monitoring. The early intervention of the causes that may lead 
to serious consequences can significantly reduce the 
death/disability rate of cardiovascular diseases and greatly 
reduce social and economic losses. On the other hand, long-
term ECG signals obtained through monitoring can be used to 
catch abnormal cardiac beats in time to avoid missing 
detection of accidental or paroxysmal arrhythmias [2]. 
Therefore, through continuous monitoring and automatic 

analysis of long-term ECG signals, timely and rapid detection 
of arrhythmia, and classification of arrhythmia types, can not 
only help doctors improve work efficiency, but also is the key 
to early prevention of arrhythmia. 

Under the support of the technology of “Internet + 
intelligent medical treatment” in the new era, Artificial 
Intelligence (AI) technology has promoted the development of 
a new mode of arrhythmia prevention and control. In recent 
years, AI technology has made great breakthroughs in the 
automatic diagnosis of ECG signals [3-5] to help improve 
early detection accuracy, strengthen diagnosis and risk control, 
reduce treatment costs, assist patients in self-health 
management, and improve treatment effect. 

Machine Learning (ML) as a way to realize AI, is used for 
intelligent classification and diagnosis of arrhythmias. It refers 
to the process of automatic classification and disease 
diagnosis of ECG signals after the detection and quantification 
of ECG signal feature. Researchers at home and abroad hope 
to use ML algorithm to assist doctors to complete automatic 
diagnosis and analysis of ECG signals with high accuracy and 
high speed. Therefore, it is an urgent problem to build an 
intelligent analysis model for arrhythmias from the 
perspective of improving the accuracy and robustness of ECG 
classification by means of ML.  

Although the development of ML algorithm has brought 
new research content to the traditional topic of intelligent 
diagnosis algorithm for arrhythmia, there are two important 
problems to be solved: (1) How to solve the problem of multi-
label with ECG data? In actual clinical cases, arrhythmias are 
caused by abnormalities in the frequency, rhythm, pacing site, 
conduction speed and excitation sequence of cardiac impulses. 
The changes of cardiac electrical signals in cardiovascular 
diseases are varied, leading to overlapping and mutual 
transformation of various arrhythmias. Thus, in clinical ECG 
data, one patient may correspond to multiple arrhythmia types. 
This is known as “multi-label phenomenon”. Multi-label 
problem is common in clinical ECG database. (2) How to deal 
with the high-dimensional problem of ECG features? When 
ECG signals are mapped to the feature space, they often still 
have high dimension. Feature selection in high-dimensional 
data space is always a challenge in ECG processing. In 
addition, the original ECG features obtained by different ECG 
feature extraction methods may be redundant or irrelevant for 
the arrhythmia classification task. *Zhimin Zhang and Chengyu Liu are the corresponding authors. (e-mail: 

zmzsdu@163.com and chengyu@seu.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 

mailto:zmzsdu@163.com


336 

II. RELATED WORK 

A. Feature Selection of ECG Signals 

Feature selection is a common and important 
dimensionality reduction method in ML. Its purpose to select 
the optimal feature subset with some features from feature 
space through certain criteria. Appropriate feature selection 
method can reduce the number of features, eliminate irrelevant, 
redundant or noise data, improve training speed and 
performance, and improve prediction accuracy [6].  

With ensuring the accuracy of classification, the filter 
feature selection for ECG signals is aiming at selecting the 
relevant and indispensable features from the original ECG 
feature set to form the optimal feature subset. It should not 
only be able to express the original model to a certain extent, 
but also minimize the loss of information. Kamath et al. [7] 
presented a method based on energy operators for feature 
extraction, and the classification accuracy of 67,960 heart 
beats was 95%. Shen et al. [8] put forward an adaptive feature 
selection algorithm using wavelet coefficient, which could 
improve the accuracy of heart beat classification from 80.32% 
to 98.92%. However, the dimension of feature space was still 
greater than 50 after dimension reduction. Martis et al. [9] 
compared the effect of three feature selection methods 
including principal component analysis, independent 
component analysis and linear discrimination, and verified the 
five-classification effect of heart beat by probabilistic neural 
network. 

 

Fig. 1. Traditional machine learning and deep learning modeling steps for 

intelligent classification of ECG signals. 

To sum up, the existing researches mainly focus on the 
feature selection of single-label ECG signals. However, the 
feature selection algorithm based on ECG signals with “multi-
label phenomenon” has not been clearly reported. Therefore, 
we propose the feature selection algorithm for multi-label 
ECG data to explore the redundancy between features. At the 
same time, we also mine the intrinsic correlation between 
features and labels or label set under the many-to-many 
mapping relationship. Multi-label feature selection (MLFS) 
aims at selecting some discriminative features among all 
multi-label ECG features. Therefore, we construct feature 
selection for multi-label ECG data can reduce computational 
complexity and build up the learning performance.   

B. Analysis of Arrhythmias Based on ML 

The results of arrhythmia analysis and classification 
algorithm based on ML are various. However, these 
algorithms are quite different in the aspects of learning and 
recognition process of ECG features, and the performance and 
application direction of these algorithms are also different. 
The existing algorithms can be roughly divided into two 

categories: arrhythmia classification based on traditional ML 
and Deep Learning (DL). 

The classification method of arrhythmias based on 
traditional ML uses various ECG features to acquire the ability 
of disease classification. It has strong flexibility and good 
effect of data classification. The modeling steps are shown in 
Fig. 1a. Polat et al. [10] used the least squares support vector 
machine (LSSVM) method to classify abnormal ECG signals. 
The algorithm can distinguish the normal heart rate from the 
abnormal heart rate. Melgani et al. [11] presented a 
classification method of ECG based on hidden markov tree, 
which can distinguish 8 types of arrhythmias and continuously 
adjust the states and the percentage of gauss in the model in 
the process of recognition. Krimi et al. [12] improved the 
generalization performance of the classification of heartbeats 
using support vector machine (SVM) through particle swarm 
optimization classification algorithm. 

The modeling steps of the classification method of 
arrhythmias based on DL are shown in Fig. 1b. In 2017, 
Acharya et al. [13]  researched the arrhythmias detection using 
an 11-layer one-dimensional convolutional neural network 
structure. In 2018, Faust et al. [14] used two-way LSTM 
(Long Short Term Memory) neural network to identify AF. In 
2018, Wang et al. [15] put forward the recursive neural 
network method and used it to find supraventricular ectopic 
and ectopic ventricular beat. In 2018, Xia et al. [16] applied 
the convolutional neural network to the detection of AF for 
ECG signals. In 2019, Andrew Y. Ng et al. [17] published a 
study in Nature Medicine. Ng's team proposed a deep learing 
model about the residual neural network for accurately 
detecting 10 types of arrhythmia, sinus rhythm and noise by a 
single lead ECG. It can be seen from the literature survey that 
the classification model of arrhythmias based on DL has 
excellent performance. However, it is widely criticized for its 
lack of interpretability due to the parameter sharing and 
complex feature extraction and combination within the DL 
model. The task of arrhythmia analysis is not only the 
superiority of classification accuracy, but also to assist doctors 
to understand the ECG features and understand more 
transparently why the classification model makes such 
decisions and what features play an important role in the 
decision. Therefore, it is very important to study multi-label 
feature learning for the analysis of arrhythmias. 

In the past few decades, most of the common MLFS 
algorithms are to convert multi-label data into multiple single-
label data, so that each task corresponds to one label. This 
strategy is a simple and straightforward solution. However, it 
has two obvious disadvantages when dealing with the multi-
label problem: (1) information loss and resource waste. Some 
multi-label information is bound to be ignored. However, all 
information of labels provided by ECG experts is helpful for 
ECG analysis, and the labels of ECG signals is expensive, so 
it is bound to cause information loss and resource waste. (2) 
this strategy ignores the correlation between all types of 
arrhythmias since all types of arrhythmias are correlated.  

In this paper, for ECG signal, a MLFS algorithm based on 
kernelized fuzzy rough sets is design to construct the standard 
and universal optimal feature optimization method and select 
the features with the most information. Moreover, kernelized 
fuzzy dependency is defined to determine the importance of 
features. ECG feature space is optimized through the selection 
of multi-label features to provide effective features for the 
accurate identification of arrhythmia, so as to provide 
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theoretical and technical support for the early prevention, 
long-term monitoring and diagnostic evaluation of 
cardiovascular diseases. 

III. DATABASE 

An independent, open access dataset from 11 different 
hospitals was provided by the China Physiological Signal 
Challenge (CPSC) [18]. This database contained two parts: 
CPSC 2018 Training Set (open online) and CPSC 2018 Test 
Set (unopen). 12 leads ECG recordings sampled as 500 Hz last 
from 6s to just 60s. This data set is multi-label data that 
includes nine types of ECG signals. However, a few 
recordings have up to three labels.  

This article adopts CPSC 2018 Training Set as training 
data set. CPSC 2018 Training Set contains 6,877 recordings. 
This article only selects the patients with normal type or 5 
types of common arrhythmia (atrial fibrillation, right bundle 
branch block, left bundle branch block, atrial premature beat, 
ventricular premature beat). These 5 abnormalities all have the 
characteristics of high prevalence. Finally, we choose 5078 
recordings with the first lead. 

This paper also adopts CPSC 2018 Test Set as test data set. 
CPSC 2018 Test Set contains 2,954 recordings. This article 
chooses 2175 recordings with 6 types of ECG signals.  

IV. METHODS 

A. Feature Extraction 

Before feature extraction, the QRS-wave, P-wave, and T-
wave positions of all ECG signal are first detected. In this 
paper, we use the R-wave position detection algorithm [19-
20]. Then we apply the concept of refractory period and 
backtracking technology to effectively avoid R-wave missing 
detection, while ensuring that ECG signals with very low 
amplitude and no change are not detected [21-22]. In addition, 
ECG signal with less than 12 RR intervals were excluded. 
Then, the algorithm proposed by Shang et al. [23-24] is used 
to detect the position of T-wave, Q-wave, S-wave, P-wave and  
R-wave, and the open source algorithm prepared by Datta et 
al. [25]. 

In this paper, 117 features are extracted according to the 
position of P-wave, Q-wave, R-wave, S-wave and T-wave. 
These features are divided into four types, 27 time-domain 
features, 34 frequency-domain features, 30 morphological 
features and 26 nonlinear features.  

B. Problem Description 

According to the above feature extraction methods for 
ECG signals, 117 ECG features  𝒞 = {𝑓1, 𝑓2, … , 𝑓117} were 
obtained. We suppose that the ECG signal sample set 𝒜 =
{𝒶1, 𝒶2, … , 𝒶𝑛} has 6 arrhythmia labels constructed the 
arrhythmia label set 𝒴 = {𝓎1, 𝓎2, … , 𝓎6}. In the training set 
𝒟 = {(𝒙𝑖 , 𝒚𝑖)|1 ≤ 𝑖 ≤ 𝑛} , 𝒙𝑖 ∈ ℝ117  is a 117-dimension 
feature vector, and 𝒚𝑖 ∈ {0,1}6  is 6-dimension binary label 
vector. If 𝒶𝑖  has the label 𝓎𝑗, then 𝑦𝑖𝑗 = 1 for the vector 𝒚𝑖, 

otherwise 𝑦𝑖𝑗 = 0. 

C. MLFS for ECG 

Firstly, for feature space, regarding each ECG feature 𝑓𝑖, 
we use Gaussian kernel function [26] for evaluate the ECG 
feature have that makes them like each other ECG signals, and 
the combined strategy is to minimum. For label space, 
considering each label 𝓎𝑖, we use Match kernel function [26] 

for analyze the arrhythmias categories of ECG signals sharing 
labels of knowledge, and the combined strategy is to take the 
sum. Combination of  this two spaces is shown in Fig. 2.  

 

Fig. 2. Workflow of multiple kernel learning for ECG data. 

1) Combination strategy of two space:  

Definition 1. Let 𝑀𝐷 =< 𝒜, 𝒞 ∪ 𝒴 > be a multi-label 
decision system. 𝑲𝑆 is kernel matrix about feature subset 𝑆 ⊆
 𝒞, and 𝑲𝐿 is kernel matrix in label space L . Let 𝛿 ∈ [0,1) be 
the penalty factor. The combination of kernel matrix  

𝑲{𝑆,𝐿} between feature subset B and label space L is defined as  

𝑲{𝑆,𝐿} = 𝑲𝑆 − 𝛿�̃�𝐿 (1) 

In (1), �̃�𝐿 = 𝑲𝐿/6. It is clear that all elements of 𝑲𝑆 are 
in [0,1], while all elements of 𝑲𝐿  are in [0,6]. Aiming to 

achieve dimensionless quantity, we use �̃�𝐿 = 𝑲𝐿/6 to amend 

𝑲𝐿, and �̃�𝐿 represents the label overlap ratio between samples 

in the label space L. 𝑲{𝑆,𝐿} indicates the probability of being 
the nearest different classes’ sample. 𝑂(𝑥𝑖)  and 𝑃(𝑥𝑖) are 
proposed to be sets of kernel different classes’ samples and 
kernel same class’s samples, respectively. 𝑂(𝑥𝑖) as well as 
𝑃(𝑥𝑖) can be calculated by [27].  

2) Construction Multi-label Kernelized Fuzzy Rough Set 
Model:  

Definition 2. For 𝒜(𝑥 ∈ 𝒜), 𝑂(𝑥) and 𝑃(𝑥) are known. 
The lower and upper approximations are analyzed by  

𝐾𝑅𝐷(𝑥) = mean
𝑢∈𝑂(𝑥)

{1 − 𝑲𝑆(𝑥, 𝑢)} (2) 

𝐾𝑅𝐷(𝑥) = mean
𝑢∈𝑃(𝑥)

{𝑲𝑆(𝑥, 𝑢)} (3) 

3) The importance of ECG feature:  

For 𝑆 ⊆ 𝒞 , 𝐾𝑆
𝑅(𝐿)(𝑥)  is assumed to be the lower 

approximation of 𝑥 ∈ 𝒜. Then the multi-label fuzzy positive 
region 𝑃𝑂𝑆𝑆(𝐿) can be evaluated as  

𝑃𝑂𝑆𝑆
𝑅(𝐿) = ∑ 𝐾𝑆

𝑅(𝐿)(𝑥)
𝑥∈𝒜

(4) 

By the above definition of fuzzy positive region, we can 
express the multi-label fuzzy dependency function as 

𝛾𝑆
𝑅(𝐿) =

𝑃𝑂𝑆𝑆
𝑅(𝐿)(𝑥)

|𝒜|
=

∑ 𝐾𝑆
𝑅(𝐿)(𝑥)𝑥∈𝒜

|𝒜|
(5) 

From the following equation (6), we can calculate the 
importance of the any feature 𝑓 ∈ 𝒞 − 𝑆, 
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𝑆𝑖𝑔𝑅(𝑓, 𝑆, 𝐿) = 𝛾𝑆
𝑅(𝐿) − 𝛾𝑆∪𝑓

𝑅 (𝐿) (6) 

4) MLFS Algorithm:  

The significance of each feature is measured by (6). In 
general, a selection algorithm contains two crucial factors, 
which are feature evaluation and search strategy. The forward 
greedy algorithm is applied as the search strategy. 
Additionally, Algorithm 1 presents the pseudo code of 
RMFRS. 

Algorithm 1: RMFRS 

Input:  𝒞: a set of 117 ECG features; 𝒜: a set of ECG 
recordings; L: the whole arrhythmia label space; 𝛽 : a 
parameter. 

Output: red: one reduct 

1. 𝑟𝑒𝑑 ← ∅ 

2.   for each 𝑓𝑖 ∈ 𝒞 − 𝑟𝑒𝑑 do 

3.      for 𝑥𝑖 ∈ 𝑈 do 

4.         compute 𝐾𝑟𝑒𝑑∪𝑓𝑗
, 𝐾𝐿 and 𝐾{𝑟𝑒𝑑∪𝑓𝑗,𝐿} 

5.         find  𝑂(𝑥𝑖) 

6.         compute 𝛾𝑟𝑒𝑑∪𝑓𝑗

𝑅 (𝐿) 

7.         compute 𝑆𝑖𝑔𝑅(𝑓, 𝑟𝑒𝑑, 𝐿) = 𝛾𝑟𝑒𝑑∪𝑓𝑗

𝑅 (𝐿) − 𝛾𝑟𝑒𝑑
𝑅 (𝐿) 

8.      end for 

9.      find feature 𝑓𝑖 with maximum value 𝑆𝑖𝑔𝑅(𝑓, 𝑟𝑒𝑑, 𝐿) 

10.    if 𝑆𝑖𝑔𝑅(𝑓, 𝑟𝑒𝑑, 𝐿) > 0 then 

11.        𝑟𝑒𝑑 ← 𝑟𝑒𝑑 ∪ 𝑓𝑗 

12.    else 

13.        return red 

14.    end if 

15. end for 

16. return red 

V. EXPERIMENTS 

In order to make an assessment of RMFRS, the other three 
algorithms, namely MLNB [28], MDDM [29] and PMU [30] 
are compared with the analysis results. Moreover, to stay in 
consistency with these three counterpart algorithms, the 
training and testing set are also utilized. In the meantime, 
MLKNN (K=10) [31] is used to assess the classification 
performances of the algorithms. The specific experimental 
steps are as follows. Firstly, CPSC 2018 Training Set as 
training set, and 117 features were taken as the input of four 
MLFS algorithms. The output result is the optimal feature 
subset for each algorithm. Second, CPSC 2018 Test Set as test 
set, and the four kinds of feature subsets are respectively taken 
as the input of MLKNN. The output results are the occurrence 
probability corresponding to each label as the basis for label 
prediction. Finally, various metrics are used to evaluate the 
classification performance of the MLFS algorithms. 

A. Training Setup 

For the four MLFS algorithms, RMFRS and MLNB is able 
to attain the feature subset directly. Nevertheless, MDDM and 
PMU can only get the feature selection output by obtaining 
the list of features. Hence, in order to gain comparable results, 

the feature rank results determines the number of features that 
will be selected to be  the ultimate feature subset based on the 
length of feature subset with RMFRS algorithm. According to 
the suggestion in [28], two threshold parameters are carefully 
selected respectively, namely, the ratio is given as 0.3, and the 
smooth is set to be 1. The parameter is set as 0.5 for MDDM 
as referred by [29]. The values of β and μ are set from 0.1 to 
0.5 with a step of 0.01 for our proposed RMFRS, so as to 
prove that the performance varies with β and μ. The 
experiments imply that when 𝛿 = 0.03 and μ=0.38, the 
classification performance achieved the best for all evaluation 
metrics.  

B. Evaluation Metrics 

We ended up using both label set prediction and label 
ranking to evaluate the performance of the feature selection 
algorithms[32]. Concretely, Hamming Loss and Micro-F1 are 
selected in label set prediction, and Average Precision, 
Ranking Loss, Coverage, and One-error are selected in label 
ranking. As is known to all, these six criteria illustrate the 
performance comparisons from different aspects. On all these 
criteria, feature selection algorithms generally cannot be 
superior to other algorithms. 

VI. RESULTS 

For the comparability of performances among all MLFS 
algorithms, the feature subset are fed to MLKNN as input. Fig. 
3 shows the variation trend of various evaluation metrics with 
the number of selected features through the six evaluation 
criteria. We take Average precision, Hamming Loss, and 
Coverage as examples for show. In Fig. 3, horizontal axis of 
each graph indicates the number of the chosen features, while 
vertical axis of each graph indicates classification evaluation 
metrics. Moreover, four different colored lines represent 
MDDM, PMU, MLNB and RMFRS, respectively. The 
proposed algorithm RMFRS is the red line. As shown in Fig. 
3, RMFRS can achieve the optimal classification performance 
with the increasing number of selected features. Notice that 
RMFRS has a certain number of features that makes it delivers 
better performance, and it is in line with the actual situation. 
RMFRS selects and ranks the importance of 23 features as 
follows: (1) normalized fuzzy entropy [33], (2) the ratio of the 
number of S waves less than Q waves to the number of S 
waves, (3) sample entropy [33] when embedding dimension is 
1, (4) (the number of P wave)/ (the number of R wave), (5) 
sample entropy when embedding dimension is 2, (6) 
maximum of sample entropy, (7) delay correlation between 
RR interval and one sample sequences after itself [34], (8) 
maximum of approximate entropy [35], (9) dimension of 
maximum of sample entropy, (10) normalized low-frequency 
power, (11) percentage of ΔRR interval greater than 20ms, (12) 
normalized high-frequency power, (13) number of infinite 
sample entropy, (14) dimension of minimum of sample 
entropy, (15) minimum of RR interval, (16) root mean square 
of ΔRR interval, (17) radius of the smallest circle in the 
Lorentz chart which accounts for 60% of the area [36], (18) 
relevant parameters of Lorentz diagram [37], (19) polynomial 
coefficient fitted from least square, (20) variation coefficient 
of ΔRR interval, (21) coefficient of variation of S-wave slope, 
(22) the ratio of the number of ST segment slopes less than 0 
to the number of R waves, (23) maximum of RR interval. 
These 23 ECG features include 4 features in time-domain, 3 
in frequency-domain, 12 in nonlinear and 4 in morphological 
domain. 



339 

   
(a)                                                                                 (b)                                                                                  (c) 

Fig. 3. Performance variations for the four MLFS algorithms based on (a) Average precision, (b)  Hamming Loss, and (c) Coverage.

TABLE I.  PERFORMANCE COMPARISON AMONG FOUR MLFS 

ALGORITHMS 

Evaluation Metrics 
MLFS Algorithms 

MDDM PMU MLNB RMFRS 

Average Precision (↑) 0.7483 0.7155 0.7159 0.8053 

Hamming Loss (↓) 0.1116 0.1075 0.1085 0.1063 

Ranking Loss (↓) 0.1401 0.1523 0.1472 0.1366 

One-error (↓) 0.2219 0.2342 0.2558 0.2021 

Coverage (↓) 0.3001 0.5131 0.3646 0.4018 

Micro-F1 (↑) 0.5621 0.5633 0.5125 0.5874 

To prove the validity of RMFRS, a series of experiments 
are conducted which makes performance comparisons among 
RMFRS, MLNB, MDDM, PMU, and RF-ML. As is shown in 
Table I, various evaluation metrics are illustrated, with the 

optimal results being emphasized in bold. Moreover, “↓” 

means “the smaller the better”, while “↑” conveys that “the 

larger the better”, respectively. From Table I, the following 
conclusions can be easily drawn: (1) RMFRS outperforms 
other comparative algorithms in all evaluation indicators 
except Coverage. (2) Notice that the evaluation metrics of 
RMFRS is highly similar to that obtained by MDDM. These 
experimental results demonstrate that the proposed RMFRS is 
superior than the other existing feature selection algorithms. 

VII. DISCUSSION 

A. Analysis of Superiority 

It is noted that even though the performance of the model 
is greatly improved after feature selection, RMFRS tends to 
have a better working effect than other comparing algorithms. 
The superiorities of RMFRS algorithm in feature selection of 
ECG signals come from two sources: (1) he fuzzy processing 
of ECG signals based on fuzzy rough set model. Even after 
the denoising filter, the extracted ECG features will be fuzzy 
and inaccurate to affect the ECG feature measurement and 
feature selection results. Therefore, the fuzzy rough set theory 
could be applied to do with the fuzziness and uncertainty of 
ECG features, so as to reduce their influence on feature 
evaluation. Then the fuzzy dependence evaluation function 
can be defined to scientifically and reasonably describe the 
correlation between ECG features and features as well as 
between features and arrhythmia labels. (2) The integrity of 
the arrhythmia label space is considered. Interestingly, the 
proposed method is superior to other existing MLFS methods 
in ECG dataset, which shows that the approximate plan given 
in this paper is more superior than that of other existing 
methods. For almost all conventional MLFS algorithms, only 

the relationships within feature space and label space could be 
utilized. When it comes to RMFRS, our purpose is to gain 
additional information and build a stable approximation 
model from ECG feature space to arrhythmia label space. It is 
shown that the core information of arrhythmia labels is of 
great significance for MLFS. 

B. Stability Analysis 

Fig. 4 is drawn to show the results of verifying the stability 
of different MLFS algorithms for the six criteria. Due to the 
large differences in predictive classification performance 
using different evaluation metrics, the results in Fig. 4 are 
normalized to 0.1~0.5 as the stability indexes of different 
evaluation metrics. When the spider web diagram shows 
rounder, it means that the corresponding classification 
algorithm has higher the stability. Specifically, the stability 
value of RMFRS is represented by the red line. We can tell 
from Fig. 4 that RMFRS is superior to the other methods and 
performs stably on six evaluation criteria.  

 

Fig. 4. Spider Web diagram of 6 different evaluation metrics. 

VIII. CONCLUSION 

ECG feature selection algorithm involves two aspects. On 
the one hand, it deals with high dimension. We can remove 
irrelevant features and redundant features in ECG features to 
avoid the loss of key information and “the curse of 
dimensionality”. Besides, it deals with multi-label problem by 
illustrating the correlation between ECG features and 
arrhythmia categories. Therefore, it is a key scientific problem 
to explore the evaluation mechanism of feature importance in 
the multi-label ECG features. In this paper, a novel MLFS 
algorithm is proposed, i.e. RMFRS. Moreover, we define the 
fuzzy dependency to calculate the correlation between 
features as well as between features and the label set, and it 
was used as the evaluation criterion for the importance of 
features. Therefore, a consistent and non-redundant low-
dimensional feature subset was constructed. 
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In this paper, only four commonly used MLFS algorithms 
are discussed. However, more algorithms including DL theory 
with increasing practical applications need to be verified. So 
the next step of work is to enrich database, choose different 
MLFS algorithm, and compare more model of classification 
algorithm to get deeper understanding for different feature set 
and classification of the role and influence. We will put 
forward a more targeted optimization to get more suitable for 
real-time, automatic and accurate detection of arrhythmia in 
dynamic ECG feature set and multi-label algorithm. 

ACKNOWLEDGMENT 

This work was supported by the Natural Science 
Foundation of Jiangsu Province of China (SBK2020041638), 
the Distinguished Young Scholars of Jiangsu Province 
(BK20190014) and the National Natural Science Foundations 
of China (62001111 and 81871444). 

REFERENCES 

[1] https://www.who.int/gho/publications/world_health_statistics/2018/en
/. 

[2] E. J. Topol. “High-performance medicine: the convergence of human 
and artificial intelligence,” Nature Medicine, vol. 25, no. 1, pp. 44-56, 
2019. 

[3] H. Blackburn, A. Keys, E. Simonson, P. Rautaharju, and S. Punsar, 
“The electrocardiogram in population studies-a classification system,” 
Circulation, vol. 21, no. 6, pp. 1160-1175, 1960. 

[4] C. Y. Liu, X. Y. Zhang, L. N. Zhao, et al, “Signal quality assessment 
and lightweight QRS detection for wearable ECG SmartVest system,” 
IEEE Internet of Things Journal, vol. 6, no. 2, pp. 363-1374, 2019. 

[5] G. H. Tison, J. Zhang, F. N. Delling, and R. C. Deo, “Automated and 
interpretable patient ECG profiles for disease detection, tracking, and 
discovery,” Circulation: Cardiovascular Quality and Outcomes, vol. 
12, no. 9, pp. e005289(1)-e005289(12), 2019. 

[6] M. Dash, and H. Liu, “Feature selection for classification,” Intelligent 
Data Analysis, vol. 1, no.3, pp.131-156, 1997. 

[7] C. Kamath, “ECG beat classification using features extracted from 
teager energy functions in time and frequency domains,” IET Signal 
Processing, vol. 5, no. 6, pp. 575-581, 2011. 

[8] C. P. Shen, W. C. Kao, Y. Y. Yang, et al, “Detection of cardiac 
arrhythmia in electrocardiograms using adaptive feature extraction and 
modified support vector machines,” Expert Systems with Applications, 
vol. 39, no. 9, pp. 7845-7852, 2012. 

[9] R. J. Martis, U. R. Acharya, and L. C. Min, “ECG beat classification 
using PCA, LDA, ICA and discrete wavelet transform,” Biomedical 
Signal Processing and Control, vol. 8, no. 5, pp. 437-448, 2013. 

[10] K. Polat, B. Akdemir, and S. Günes, “Computer aided diagnosis of 
ECG data on the least square support vector machine,” Digital Signal 
Processing: A Review Journal, vol. 18, no. 1, pp. 25-32, 2008. 

[11] F. Melgani, and Y. Bazi, “Classification of electrocardiogram signals 
with support vector machines and particle swarm optimization,” IEEE 
Transactions on Information Technology in Biomedicine, vol. 12, no. 
5, pp. 667-677, 2008. 

[12] S. Krimi, K. Ouni, and N. Ellouze, “ECG signal classification using 
hidden Markov tree,” International Review on Computers and Software, 
vol. 5, no. 6, pp. 615-619, 2009. 

[13] U. R. Acharya, H. Fujita, O. S. Lih, et al, “Automated detection of 
arrhythmias using different intervals of tachycardia ECG segments 
with convolutional neural network,” Information Sciences, vol. 405, pp. 
81-90, 2017. 

[14] O. Faust, A. Shenfield, M. Kareem, et al, “Automated detection of atrial 
fibrillation using long short-term memory network with RR interval 
signals,” Computers in Biology and Medicine, vol. 102, pp. 327-335, 
2018. 

[15] G. J. Wang, C. S. Zhang, Y. P. Liu, et al, “A global and updatable ECG 
beat classification system based on recurrent neural networks and 
active learning,” Information Sciences, vol. 501, pp. 523-542, 2018. 

[16] Y. Xia, N. Wulan, K. Q. Wang, and H. G. Zhang, “Detecting atrial 
fibrillation by deep convolutional neural networks,” Computer in 
Biology and Medicine, vol. 93, pp. 84-92, 2018. 

[17] A. Y. Hannun, P. Rajpurkar, M. Haghpanahi, et al, “Cardiologist-level 
arrhythmia detection and classification in ambulatory 
electrocardiograms using a deep neural network,” Nature Medicine, , 
vol. 25, no. 1, pp. 65-69, 2019. 

[18] F. F. Liu, C. Y. Liu, L. N. Zhao, et al, “An open access database for 
evaluating the algorithms of electrocardiogram rhythm and 
morphology abnormality detection,” Journal of Medical Imaging and 
Health Informatics, vol. 8, no. 7, pp. 1368-1373, 2018. 

[19] J. Behar, A. Johnson, G. D. Clifford, et al, “A comparison of single 
channel fetal ECG extraction methods,” Annals of Biomedical 
Engineering, vol. 42, no. 6, pp. 1340-1353, 2014. 

[20] J. Behar, J. Oster, and G. D. Clifford, “Combining and benchmarking 
methods of foetal ECG extraction without maternal or scalp electrode 
data,” Physiological Measurement, vol. 35, no. 8, pp. 1569-1589, 2014. 

[21] J. Pan, and W. J. Tompkins, “A real-time QRS detection algorithm,” 
IEEE Transactions on Biomedical Engineering, vol. 32, no. 3, pp. 230-
236, 1985. 

[22] T. Sharma, and K. K. Sharma, “QRS complex detection in ECG signals 
using locally adaptive weighted total variation denoising,” Computers 
in Biology and Medicine, vol. 87, pp. 187-199, 2017. 

[23] H. X. Shang, S. S. Wei, F. F. Liu, et al, “An improved sliding window 
area method for T wave detection,” Computational and Mathematical 
Methods in Medicine, pp. 1-11, 2019. 

[24] A. A. Suárez-León, C. Varon, R. Willems, et al, “T-wave end detection 
using neural networks and support vector machines,” Computers in 
Biology and Medicine, vol. 96, pp. 116-127, 2018. 

[25] S. Datta, C. Puri, A. Mukherjee, et al, “Identifying normal, AF and 
other abnormal ECG rhythms using a cascaded binary classifier,” in 
2017 Computing in Cardiology, 2017. 

[26] B. Schlkopf, and A. Smola, “Learning with kernels,” in: Proceeding of 
the 21th International Conference on Machine Learning, 2001, pp. 
639-646. 

[27] Y. W. Li, Y. J. Lin, J. H. Liu, et al, “Feature selection for multi-label 
learning based on kernelized fuzzy rough sets,” Neurocomputing, vol. 
318, pp. 217-286, 2018. 

[28] M. L. Zhang, J. M. P. Na, and V. Robles, “Feature selection for multi-
label naive Bayes classification,” Information Sciences, vol. 179, pp. 
3218-3229, 2009. 

[29] Y. Zhang, and Z. H. Zhou, “Multilabel dimensionality reduction via 
dependence maximization,” ACM Transaction Knowledge Discovery 
Data, vol. 4, pp. 1-21, 2010. 

[30] J. Lee, and D. Kim, “Feature selection for multi-label classification 
using multivariate mutual information,” Pattern Recognition Letter, 
vol. 34, pp. 349-357, 2013. 

[31] M. L. Zhang, Z. H. Zhou, “ML-KNN: a lazy learning approach to 
multi–label learning,” Pattern Recognition, vol. 40, pp. 2038-2048, 
2007. 

[32] M. Semelka, J. Gera, and S. Usman, “Sick sinus syndrome: a review,” 
American Family Physician, vol. 87, no. 10, pp. 691-696, 2013. 

[33] C. Y. Liu, O. Julien, R. Erik, et al, “A comparison of entropy 
approaches for AF discrimination,” Physiological Measurement, vol. 
39, no. 7, pp. 74002(1)-74002(18). 

[34] M. Bsoul, H. Minn, and L. Tamil, “ApneamedAssist: Real-time sleep 
apnea monitor using single-lead ECG,” IEEE Transactions on 
Information Technology in Biomedicine, vol. 15, no. 3, pp. 416-427, 
2011. 

[35] S. M. Pincus, “Approximate entropy as a measure of system 
complexity,” Proc Natl Acad Sci USA, vol. 88, pp. 2297-2301, 1991. 

[36] G. Y. Bin, M. G. Shao, G. H. Bin, et al, “Detection of atrial fibrillation 
using decision tree ensemble,” in 2017 Computing in Cardiology, 2017. 

[37] S. Sarkar, D. Ritscher, and R. Mehra, “A detector for a chronic 
implantable atrial tachyarrhythmia monitor,” IEEE Transactions on 
Biomedical Engineering, vol. 55, no. 3, pp. 1219-1224, 2008. 

 



341 

A Robotic Sensor Node for Mechanical Property 

Detection of Material on Asteroid Surface  
 

Jun Zhang*  

School of Instrument Science and 

Engineering 

Southeast University 

Nanjing, China 

j.zhang@seu.edu.cn 

Liuchen Chen  

School of Instrument Science and 

Engineering 

Southeast University 

Nanjing, China 

220203518@seu.edu.cn 

Maozeng Zhang 

School of Instrument Science and 

Engineering 

Southeast University 

Nanjing, China 

354926364@qq.com 

Qixuan Li 

School of Instrument Science and 

Engineering 

Southeast University 

Nanjing, China 

1017454559@qq.com 

Yizhuang Ding  

School of Instrument Science and 

Engineering 

Southeast University 

Nanjing, China 

220203519@seu.edu.cn  

Minghan Qin 

School of Instrument Science and 

Engineering 

Southeast University 

Nanjing, China 

550749788@qq.com  

Abstract—In recent years, asteroid exploration has attracted 

increasing attention from research institutes. One of the main 

tasks in the exploration is to acquire the material composition 

and mechanical property on the surface of the planets. This 

paper proposes an impacting based material composition and 

mechanical property detection method with a new kind of 

robotic sensor nodes. The sensor nodes have a cylindrical body 

and a conical head. During landing, the spacecraft launches the 

sensor nodes with a high speed to the surface of the asteroid. The 

sensor nodes impact the surface and record the vibration 

information with an accelerometer. We also used the sample 

entropy and detrended fluctuation analysis algorithms to obtain 

two characteristics of the signal. Then, the cluster analysis 

method was employed for vibration signal processing to 

determine the material composition and mechanical property on 

the surface of asteroids. We conducted experiments to validate 

the proposed method. The results of this paper can provide 

guidance for design of a detector for assisting of landing, 

anchoring, and sampling on asteroids to reduce the risks and 

increase the probability of success in these operations.  

Keywords—Asteroid, exploration, robotic sensor node, 

mechanical property detection, vibration detection, signal 

processing 

I. INTRODUCTION  

With the development of deep space exploration 
technologies, asteroid exploration has gradually become a 
hotspot in recent decades [1]. Asteroids are small objects 
orbiting the Sun. They are thought to contain material from 
ancient times and are important for studying the origin of the 
solar system. Asteroids are also rich in mineral resources. For 
example, the asteroid Psyche contains 500 million tons of iron, 
50 million tons of nickel, and hundreds of millions of tons of 
other rare metals as estimated [2]. It is foreseeable that with 
the maturity of technologies such as large-thrust rockets and 
sampling returns, asteroids can be used as the next destination 
for humans to mine mineral resources [3]. Some asteroids and 
comets even contain water. These asteroids can be used as a 
supply station for astronauts in deep space exploration [4]. 
Moreover, near-Earth asteroids have the risk of hitting the 
Earth. Studying the mechanism of asteroid orbital evolution 
and planetary defense strategy are crucial to human 
civilization [5-7].  

So far, nearly 20 missions related to small celestial bodies 
have been launched at home and abroad [8], either flying over, 
or orbiting, or landing on the small bodies, or sampling as well 
as returning. All of them aimed to carry out scientific 
exploration of small celestial bodies in different forms. In the 
subsequent deep space exploration planning, NASA and 
JAXA actively promoted the implementation of small object 
sampling return tasks, mainly including the OSIRIS-REx [9],  
Hyabusa I [10], and Hyabusa II [11] asteroid sampling return 
missions.  

The surface matter of asteroids mainly includes regolith, 
soil, pebbles, boulders, rock, and craters as reported [12]. The 
shape and surface material of the explored comet and asteroids 
are quite different [13-17]. There are many challenges in 
asteroid exploration because of the small gravity field [18] and 
unwell-known material composition, distribution, and 
mechanical property [19] which are quite different from the 
ones on Mars and Moon. Hence, landing and sampling on 
asteroids are extremely challenging and cannot take the same 
methods and strategies used on Mars and Moon.  

The landing process includes several stages: lander bypass 
detection, close-range detection, landing point selection, and 
descent process planning [20]. In the landing process the 
surface topographic feature, material composition, 
distribution, and mechanical property should be detected. In 
the bypass detection stage, the lander uses radar or laser 
rangefinder to scan the asteroid appearance. The scanning data 
is processed by the software, and the three-dimensional model 
of the asteroid is reconstructed [21-22]. The rough data of the 
surface terrain can be obtained from the 3D model. Based on 
these data, several areas of interest should be selected [23]. 
The areas should be flatter, with no large raised hills or cliff 
gullies around them. Then the lander descents a certain height 
close to the observation area of interest. By using radar 
scanning, the lander draws a high-precision three-dimensional 
topographic map [24] and detects the composition of the 
asteroid surface, such as the distribution of the weathering 
layer, rock layer, and gravel heap. The lander also could 
employ the imaging ladar sensor sensors to sense the large 
rocks, meteorite pits, etc. on the surface and obtain the  key 
geomorphological features [25]. Based on the detection of the 
topography, material composition, and distribution in several 
areas of interest, the lander synthesizes radar and image data 
to select a landing site [26].  
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After soft landing on the small bodies, anchoring [27-28] 
usually should be performed to fix the lander on the planet 
before sampling and other tasks. The material composition 
and mechanical property on the planet’s surface decide the 
degree of difficulty of anchoring and sampling, the anchoring 
force and sampling efficiency. Hence, before anchoring and 
sampling, the material composition and mechanical property 
on the surface of asteroids also should be detected for 
preparing the anchoring and sampling tools and operation 
sequences. Detecting the mechanical properties of the asteroid 
surface provides strong support for the landing of the 
spacecraft on asteroids. At the same time, the material 
composition and mechanical property can also give 
information for the design and control of the mobile robots on 
the surface of asteroids [29-30].  

Although the radar has been used to detect the composition 
and distribution of the surface materials in the planning of 
asteroid probe landing process and the regolith of Moon [31], 
it cannot detect the mechanical properties such as compressive 
strength and friction properties. Lacking these information 
will pose difficulties in contact buffering of lander landings 
and anchoring and sampling strategies planning [32-33]. 
Except for the usually used scientific instruments like radar, 
imaging ladar, laser rangefinder, near-infrared spectroscopy, 
impacting tools are simple and efficient devices for material 
composition and mechanical property detection of the asteroid 
surface. J. Biele et al. [34] reported the mechanical properties 
including strength and layering of two sites of the comet 
67P/Churyumov-Gerasimenko based on the data recorded in 
the bounding and multiple landings of Philae. N. I. Kömle et 
al. designed a tethered harpoon as an anchoring device for 
Philae to detect the surface mechanical with an accelerometer 
sensor [35]. Unfortunately, the harpoon failed to fire in the 
mission [36]. K. Seweryn et al. also developed a low-velocity 
penetrometer for detecting the geotechnical properties of the 
planetary regolith [37]. Y. Ling et al. presented a method for 
rock identification with the sampling head rock during 
regolith sampling [38].   

In this paper, an asteroid surface material composition 
detection method is proposed based on impacting with a new 
kind of robotic sensor nodes. The nodes can be shot into the 
asteroid surface to form a sensing network for a large area 
detection before landing, anchoring, and sampling. The 
system is overviewed in Section II. The detection method is 
talked about in Section III. The sensor node design and 
experimental validation are given in Section IV and V, 
respectively.  

II. SYSTEM OVERVIEW 

As shown in Fig. 1, in this paper, a scheme based on 
collision perception between small robotic sensor nodes and 
asteroids is proposed to detect the composition of substances 
and identify their mechanical properties. In the landing 
process, the lander senses the thickness of the weathering 
layer and selects the landing site with the image sensor. After 
selecting a proper site, the lander launches the sensor nodes 
with a given speed to the surface of the asteroid. The speed 
could be decided by mathematical modeling and experimental 
tests. The sensor nodes will hit the surface. The impact will 
create vibration signals. The sensor nodes can analyze the 
signal and classify the type of the material and estimate its 
mechanical properties. The sensor nodes form a wireless 
sensor network and collect the material information of a large 
area. 

The sensor node impacting based method can provide 
future information for landing site determination. The method 
also can be used to determine the anchoring strategy before 
landing. This is very important because there is little time for 
anchoring when the lander touches on the microgravity 
surface of the asteroid. If the mechanical property of the 
asteroid is known well, the sampling method and sampling 
tools selection will be easier.  

In this research, the impacting based perception 
mechanism needs to be studied. The relationship between the 
vibration under the conditions of different material 
composition with different mechanical properties, and 
different emission velocities should be investigated. On this 
basis, the sensor node will be designed to validate the 
proposed method.  

III. METHOD 

The composition of the surface material is obtained by 
shooting several small sensor nodes at a certain speed against 
the surface of the asteroid. The material mechanical properties 
detection is based on the sensor nodes. The vibration signal 
collecting by the sensor nodes is the first step. As shown in 
Fig. 2, we launch the sensor node into different materials, 
carry out multiple groups of measurements of the same 
material. Then, we analyze the data obtained and process the 
data of different materials to judge the composition of the 
samples. The accuracy and robustness of the scheme are also 
verified by analyzing the experimental data. This section 
mainly introduces the signal processing method used for the 
property determination and classification of the material.  

 
Fig. 2.  Conditions showing different acceleration signals obtained from 

the impacts between the sensor node and the different samples.  

 
Fig. 1.  Scenario of the robotic sensor node based material mechanical 
property detection of asteroid surface.  
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The collision signal is a short data signal. To better handle 
the noisy short data signals common in physiological signals, 
Pincus proposed the algorithm of approximate entropy 
(ApEn). From a statistical point of view, the algorithm 
continues to maintain a similar conditional probability when 
the vector in the reconstruction space of the system increases 
from m dimension to m+1 dimension, reflecting the 
probability of a new pattern appearing in a time series during 
its evolution. And then measure the complexity of the time 
series. Therefore, ApEn algorithm can process short-term 
signals and has strong anti-interference ability, which is 
suitable for mixed signals composed of deterministic 
components and random components. 

Although ApEn has many advantages, its calculation 
result is a biased estimate and lacks good relative consistency 
due to the self-matching included in the calculation process. 
To solve this shortcoming, Richman and Moorman developed 
a new algorithm named sample entropy (SampEn) which has 
better consistency than ApEn. The main steps of the SampEn 
algorithm are as follows:  

Step 1: Assuming that the time series is X = {x1, x2, ···, xN}, 
and then take m consecutive points to form a vector Xm(i) = [xi, 
xi+1, ···, xi+m─1], i = 1, 2,···, N─m. There are N─m m-
dimensional vectors in total. 

Step 2: Define the distance between vectors Xm(i) and Xm(j) 
as d[Xm(i), Xm(j)] = max(|xi+k─xj+k|), where k=0, 1, ···, m─1, i, 
j = 1, 2, ···, N─m, i ≠ j.  

Step 3: Set the threshold to r, and count the number of 
elements in the N ─ m vectors that do not include Xm(i),whose 
distance to the element Xm(i) is less than the threshold, and 
record the number as the template matching number Nm(i). Let 
𝐶𝑚

𝑟 (i) = Nm(i)/(N─m─1). The average of 𝐶𝑚
𝑟 (i) is: 

   𝛷𝑚(𝑟) =
∑ 𝐶𝑚

𝑟 (𝑖)𝑁−𝑚
𝑖=1

𝑁 − 𝑚
                           (1) 

Step 4: Increase the dimension of the space to m + 1, and 
calculate Φm+1(r) according to the above steps. 

Step 5: The SampEn of the time series X is: 

      SampEn(m, r) = lim
𝑁→∞

ln Φm(r)/Φm+1(r)              (2) 

when N is a finite number, SampEn is calculated as: 

      SampEn(m, r, 𝑁) = ln Φm(r)/Φm+1(r)                 (3) 

The algorithm is used to calculate the SampEn of 
acceleration data collected from different kinds of materials 
experimental tests.  

Except for the SampEn algorithm, the Detrended 
Fluctuation Analysis (DFA) algorithm is also selected to 
obtain the complexity and regularity of the materials. The 
main steps of the algorithm are as follows: 

 Step 1: Assuming that the time series is X = {x1, x2, ···, 
xN}, then we can obtain the integrated time series as 

 𝑦(𝑖) = ∑ [𝑥(𝑗) − �̅�]
𝑖

𝑗=1
                          (4) 

where �̅� is the mean of the time series X. 

Step 2: Divide the time series y(i) into intervals of length 
s without overlapping. The number of the intervals is B=[N/s]. 

Step 3: Detrend all the intervals 

𝑦𝑠(𝑖) = 𝑦(𝑖) − 𝑝𝑚(𝑖)                             (5) 

Where pm(i) is the n-order fitted polynomial of interval m. n = 
1, 2, 3, ∙∙∙.  

Step 4: Calculate the mean square error of each interval 
after filtering the trend 

𝐹𝑠
2(m) = 𝑦𝑠

2(𝑖) =
1

𝑠
∑ 𝑦𝑠

2[(𝑚 − 1)𝑠 + 𝑖]          (6)

𝑠

𝑖=1

 

Step 5: Calculate the square roots of B detrending 
subintervals to obtain the DFA fluctuation function 

𝐹(s) = √
1

𝐵
∑ 𝐹𝑠

2(m) 

𝐵

𝑚=1

                           (7) 

If the logarithmic curve of F(s) and s has a linear relationship 

lg(𝐹(s)) = lg (𝑐) + 𝛼lg (𝑠)                        (8) 

then, we can obtain the power-law wave equation  

𝐹(s) = c𝑠𝛼                                         (9) 

The slope α (DFA scale index) of the straight line can be 
calculated by the least square method. The difference in the 
scale index α reflects the correlation of the time series. 

Based on the two algorithms above, we can obtain two 
characteristics, the SampEn and scale index α. Then, the 
Cluster Analysis method can be used for classifying the  
surface materials with different compositions. 

IV. ROBOTIC SENSOR NODE DESIGN  

A. Mechanism 

To verify the feasibility of the impacting based method, 
we have designed a simplified version of the sensor node, 
which is made up of a hollow cylinder body and a conical head 
as shown in Fig. 3. The vibration signal recording mechanism 
and components are inside the body installing on the frame. In 

 
Fig. 3.  Mechanism and components of the robotic sensor node. 
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order to avoid damage to the sensor module, we designed a 
simple buffer mechanism which consists of two slide ways, 
two linear bearings, a slider, and four springs. The inertial 
sensor unit is mounted on the upper side of the slider. The 
mechanism can reduce the impact acceleration of the sensor 
unit when the sensor node hits the too hard rocky surface of 
asteroids. The control board and battery are installed on the 
upper floors of the frame.  

B. Hardware 

We use the WT931 module produced by wit-motion as the 
acceleration sensing component of the sensor node. This 
module integrates a high-precision gyroscope, accelerometer, 
and geomagnetic sensor, and adopts a high-performance 
microprocessor and algorithm to process the data of the sensor 
node. The acquisition frequency of the module can be set up 
to 500Hz. In this work, we mainly use the data from the three-
axis accelerometer. The data collected by the accelerometer is 
passed to an STM32F103 MCU via the I2C bus. Then the 
MUC saves the data to the 16GB SD card manufactured by 
Kingston Company through the RS232 interface. The SD card 
is placed in the Openlog card slot and can be removed from 
the sensor node at the end of the experiment, and the data is 
imported into the computer through the USB3.0 card reader. 
The sensors and MCU are powered by a 3.7V polymer lithium 
battery with the capacity of 1000mAh. 

C. Software 

The software system of the node is mainly programmed 
and designed by Keil uVision5 and downloaded to our MCU. 
The function of the software is to read the original 
hexadecimal data of JY901. Then the data is transmitted to the 
Openlog module by the MCU. The Openlog module holds the 
data in .txt form of the original acceleration data. After that, 
the .txt file is read and processed with a PC, and the triaxial 
acceleration information can be obtained. Finally, the 
acceleration of each impacting motion is processed by 
MATLAB, and the influence of different materials on the 
acceleration of the nodes is analyzed. 

V. EXPERIMENTS 

A. Prototype and Test Platform 

A prototype of the sensor node was implemented for 
experimental studies. We made a 304 steel cylinder body with 
a diameter of 60 mm and a length of 180mm. A top cover and 
a bottom cover were installed at both ends of the body. A 

stainless steel cone with a bottom diameter of 60mm and a 
height of 103mm was also designed attached to the bottom 
cover to simulate the head of the sensor node. The internal 
circuit of the sensor node is mounted on an L-shaped metal 
plate and is fastened to the inside of the cylinder by screws. 
The prototype of the sensor node is shown in Fig. 4 with the 
total height of 28 cm and mass of about 1.5 kg.   

As depicted in Fig. 5, in order to simulate the scene of the 
sensor node penetrating the asteroid surface, we designed a 
platform for experimental tests. The sensor node was fixed on 
the platform with a rope above a sample bucket. Different 
kinds of sample simulants were contained in the bucket to 
simulate different experimental materials. When the 
experiment was carried out, we cut the hanging rope of the 
sensor node. The sensor node fell into the bucket and 
eventually stopped moving under the action of the simulants.  

B. Different Sample Simulant Detection Tests 

We used four kinds of substances i.e. lime powder, sand, 
gravel, and rock-sand mixture as sample simulants in the 
experimental tests. In the experiments, the sensor nodes fell 
freely from the height of 100mm above the surface of the 
simulants. Each sample simulant measurement was repeated 
30 times. The collected acceleration data were used for 

 
Fig. 4.  Prototype of the robotic sensor node.  

 
Fig. 5.  Experimental setup for the material mechanical property detection.  

 
Fig. 6.  The change of the accelerations during the impacts of the three 

kinds of materials.  
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classifying. The data recording frequency was set as 500Hz. 
We took the acceleration value of the impacting direction in 
each set of the measurement data for processing by MATLAB.  

C. Vibration Signal Processing and Sample Classifying 

In order to compare the collected acceleration data easily, 
we find the maximum of each recorded data set to align the 
data sets. The 300 data points of each data set were selected 
for the processing and classification. The change of the 
acceleration in the measurements is shown in Fig. 6. The 
results show that the lime powder has the largest acceleration 
change than the other materials. This was caused by the too 
loose property of the lime powder. The sensor node touched 
the bottom of the sample container as we found in the 
experiments. The sand produced acceleration signals with 
good consistency and had the smallest extremum but the 
longest decay time. The gravel also caused large acceleration 
which had large fluctuations but short decay time. The rock 
and sand mixture had the  most complicated changes in the 
four kinds of materials and the largest fluctuations which 
showing the characteristics of the mixture. The maximum 
acceleration and the decay time could be used to identify the 
material composition roughly.  

We also used sample entropy to analyze the entropy value 
distribution of the acceleration data. Fig. 7 shows the entropy 
results of the four kinds of sample simulants. It can be seen 
from the figure that the entropy value of the lime powder and 
sand are significantly higher than that of the other two 
materials. This shows that the time series generated by 
impacting gravel and rock-sand mixture have a low degree of 
disorder, while the time series generated by impacting lime 
powder and sand have a high degree of disorder.  

Fig. 8 shows the DFA analysis results. It can be seen from 
the distribution of α that the impact time series under the four 
simulants have a non-power-law long-range correlation. 
Based on the two characteristic values of sample entropy and 
DFA scale factor α, cluster analysis was conducted on the data 
sets. The number of iterations was set as 15 times. The 
clustering results are shown in Fig. 9. The four materials 
correspond to 120 recorded time series.  

The clustering results indicate that Type II and III are 
relatively similar, while Type I and IV are significantly 
different from the other two types. Types I, II, III, and IV 
correspond to lime powder, sand, gravel, and rock-sand 

mixture, respectively. It can be judged that the impact data 
under these four materials can be distinguished. 

VI. CONCLUSIONS AND FUTURE WORK 

This paper proposes a detection method based on sensor 
nodes to sense the surface of asteroids. Several small sensor 
nodes are driven into the surface of the planet by the asteroid 
lander, and the measured node acceleration is fed back to the 
control processing unit to determine the mechanical properties 
of the asteroid surface material. This determines the 
composition of the surface material of the asteroid. The 
method has the advantage of low complexity and high stability. 
In this paper, the effectiveness of this scheme is verified by 
experiments. It is concluded that gravel is the most effective 
material for the deceleration of the sensor node, which is in 
line with our expectations. The four materials were classified 
by processing their acceleration signals with the sample 
entropy and detrended fluctuation analysis algorithms, and the 
cluster analysis method.  

Future work will focus on designing landing simulation 
platforms for field experiments. More kinds of material will 
be used in the tests to obtain larger data sets for material 
classification. The compressive hardness, angle of internal 
friction, cohesion, etc. on the influences of the acceleration 
signal will be investigated quantitatively to classify the 
material more precisely.  

 
Fig. 7.  The distribution of the entropy value for the impacting data of the 

different kinds of materials.  
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Fig. 8.  The distribution of the scale index α for the impacting data of the 

different kinds of materials.  
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Fig. 9.  The clustering results of the impacting data of the different kinds 
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Abstract—A method for simultaneous test with multi-

satellite was presented in this paper for the problem of 

production and high-efficiency thermal vacuum test with multi-

satellite. Which was applied in the vacuum thermal test of a 

certain type of satellites after theoretical analysis and numerical 

simulation. This method was proved to be effective and feasible 

by the test and on-orbit results. Simultaneous test with multi-

satellite saved test time in contrast with that with single satellite, 

which also reduced test and labor costs and improved the cost-

effectiveness.  

Keywords—batch satellites; thermal vacuum test; 

simultaneous test with multi-satellite; cost-effectiveness  

I. INTRODUCTION  

In order to verify the overall function and performance of 
the spacecraft in space environment and ensure the reliable 
operation of the spacecraft in orbit, it is necessary to carry out 
sufficient vacuum thermal test (including thermal balance test 
and thermal vacuum test) on the ground. Among them, the 
thermal balance test is mainly to verify the correctness of 
thermal design, assess the capability of thermal control 
subsystem, obtain the temperature data of the whole spacecraft 
and update the mathematical model of thermal analysis; The 
thermal vacuum test is for each satellite to be launched, to 
expose the defects of the satellite in design, material and 
manufacturing process, eliminate early failures, and evaluate 
the performance of the entire satellite [1]. Spacecraft vacuum 
thermal test is the most complicated, cost-intensive, and time-
consuming test project in the development process. It is also 
an effective and necessary means to improve the reliability of 
spacecraft in orbit [2].  

 In recent years, the microsatellite industry has grown 
stronger, and a large number of resources including many 
commercial companies which have entered the field, and plan 
to establish various microsatellite constellation projects. 
Google's "O3b Networks" plan that includes 120 satellites 
constellation has completed 3 launches of 12-satellite 
satellites. SpaceX successfully launched six OrbCOMM-G2 
communications satellites in July 2014, followed by Elon 
Musk's 400-satellite Constellation plan to build a global high-
speed Internet; In August 2015, Samsung also proposed the 
"Air Internet" plan, aiming to launch 4600 low-orbit 
microsatellites and build a global low-cost air network [3]. It 
can be seen that the satellite industry is developing towards 

mass and miniaturization. Meanwhile, all countries in the 
world are committed to reducing the development cost of 
space projects [4], among which parallel test is one of the 
effective methods to reduce the development cost. Beijing 
Satellite Environmental Research Institute once completed the 
thermal vacuum environmental strain test of two satellite 
antenna arrays in the KM4 space simulator [5]. 

The traditional single-satellite thermal test method of 
spacecraft has a long development cycle, high cost and low 
efficiency. In order to adapt to the rapid, flexible and low-cost 
development and production requirements of current batch 
satellites projects, this paper puts forward the method of multi-
satellite thermal test at the same time. Compared with the 
traditional single satellite thermal test in a vacuum chamber, 
multi-satellite thermal test in a vacuum chamber at the same 
time will encounter the following problems and challenges: 

⚫ The consistency of the temperature field at the high 
and low temperature end of multiple satellites tested at 
the same time. Due to the mutual thermal interference 
between the satellites and the different positions of the 
satellites in the vacuum chamber, the thermal 
environment conditions of the satellites are 
inconsistent, resulting in inconsistent temperature 
fields of the satellites. On the one hand, it is difficult to 
control the temperature, on the other hand, some stand-
alone units may not meet the temperature index 
requirements of the thermal vacuum test; 

⚫ The problem of inconsistent heating and cooling rates. 
Due to the inconsistency of thermal environmental 
conditions between satellites, the rise and fall rates are 
inconsistent, which increases the difficulty of 
temperature control and extends the test time; 

⚫ The problem  of test duration. Compared with single-
satellite test, multi-satellite test increases the thermal 
load of vacuum simulator. On the other hand, mutual 
shielding reduces the view factor of the satellite against 
heat sink, resulting in a slower cooling rate. In addition, 
the control difficulty of the multi-satellite 
simultaneous test itself increases, thus extending the 
total test duration. If the cumulative total time of multi-
satellite simultaneous test is not significantly reduced 
compared with the single test of multiple satellites, it 
unable to achieve the purpose of the multi-satellite 
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simultaneous test to improve the cost-effectiveness 
ratio. 

Based on a batch satellite project, the feasibility analysis 
of multi-satellite simultaneous test was carried out in this 
paper. Subsequently, the parallel thermal vacuum test of three 
satellites entering the vacuum chamber at the same time was 
completed. The test results met the requirements of the 
mission and the on-orbit functions and performance of the 
satellite during its lifetime were normal. 

II. FEASIBILITY STUDY OF MULTI-SATELLITE TEST 

A. The Theoretical Analysis 

In order to explore the influence factors of satellite 
temperature in vacuum chamber, the theoretical analysis is 
carried out. The theoretical basis of thermal test is the 
radiation heat transfer system of two closed cavities composed 
of two diffuse gray surfaces as shown in Fig.1 [6], where A is 
a fully convex surface, similar to the satellite in the vacuum 
chamber, and B is a closed cavity, similar to the vacuum 
chamber. 

 

Fig.1.   A radiative heat transfer system consisting of two objects 

Heat transfer ∅𝐴,𝐵 between A and B  can be written as: 

∅𝐴,𝐵 =
𝐴𝐴(𝐸𝑏𝐴 − 𝐸𝑏𝐵)

(
1
𝜀𝐴

− 1) +
1

𝑋𝐴,𝐵
+

𝐴𝐴

𝐴𝐵
(

1
𝜀𝐵

− 1)
 

𝐸𝑏 = 𝜎𝑇4 

In the formula: 𝐴𝐴 is the surface area of A; 𝐸𝑏𝐴 and 𝐸𝑏𝐵 
are the black body radiation intensity of A and B; 𝜀𝐴and 𝜀𝐵 are 
the emissivity of A and B surface; 𝑋𝐴,𝐵  is the radiant 

interchange factor of surface A to B. It can be seen that the 
satellite surface temperature as follows:    

𝑇𝐴 = 𝑓(𝑇𝐵 , 𝐴𝐴, 𝐴𝐵, 𝜀𝐴, 𝜀𝐵 , 𝑋𝐴,𝐵). 

Taking three satellites as an example, physical modeling 
and calculation of three-satellite simultaneous test are carried 
out. The positions of the three satellites in the tank are shown 
in Fig.2. The numbers 1, 2, and 3 are the satellite numbers. 
The satellites are simplified to a 1m regular hexahedron with 
a distance of 0.7m. The vacuum tank has a diameter of 3.5m 
and a depth of 5.5m. Simplify and assume as follows [7]: 

⚫ The internal heat source is the same, and the external 
heat flow is simulated by the infrared heating cage, 
which is an isothermal body with uniform surface 
temperature; 

⚫ To simplify the heat exchange between satellites, 
mainly considering the shielding of the heat sink 
between each other, that is, it is assumed that the 
temperature difference between the three satellites is 
not large, and the radiative heat exchange between 
each other is negligible relative to the heat exchange 
with the heat sink; 

 
Fig.2.   The layout of three satellites in vacuum chamber 

Due to symmetry, only the differences between satellite 1 
and satellite 2 are analyzed. Referring to the radiative heat 
transfer system of a closed cavity composed of two dusty 
surfaces, the following heat transfer calculation formulas can 
be written for satellite 1 to vacuum tank (indicated by 
subscript KM) and satellite 2 to vacuum tank respectively: 

∅1,𝐾𝑀 =
𝐴1(𝐸𝑏1 − 𝐸𝑏𝐾𝑀)

(
1
𝜀1

− 1) +
1

𝑋1,𝐾𝑀
+

𝐴1
𝐴𝐾𝑀

(
1

𝜀𝐾𝑀
− 1)

 

∅2,𝐾𝑀 =
𝐴2(𝐸𝑏2 − 𝐸𝑏𝐾𝑀)

(
1
𝜀2

− 1) +
1

𝑋2,𝐾𝑀
+

𝐴2
𝐴𝐾𝑀

(
1

𝜀𝐾𝑀
− 1)

 

In engineering, the calculation method of view factor of 
two parallel surfaces as shown in Fig.3 is as follows [6] : 

𝑋𝑖,𝑗 =
[(𝑊𝑖 + 𝑊𝑗)

2
+ 4]

1/2
− [(𝑊𝑗 − 𝑊𝑖)

2
+ 4]

1/2

2𝑊𝑖
 

𝑊𝑖 = 𝑤𝑖/𝐿 

𝑊𝑗 = 𝑤𝑗/𝐿 

 
Fig.3.   Calculationg method of view factor 

If the same external heat flux is considered, the 
temperature difference of each satellite in the thermal 
equilibrium state can be calculated, and let ∅1,𝐾𝑀 = ∅𝑠,𝐾𝑀 , 

∅2,𝐾𝑀 = ∅𝑠,𝐾𝑀, available: 

𝑇1
4 − 𝑇𝐾𝑀

4

𝑇𝑠
4 − 𝑇𝐾𝑀

4 =
1

𝐶1𝑠
；

𝑇2
4 − 𝑇𝐾𝑀

4

𝑇𝑠
4 − 𝑇𝐾𝑀

4 =
1

𝐶2𝑠
 

Generally, the surface temperature and surface emissivity 
of the vacuum chamber are fixed[8]. It can be seen from the 
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analysis that the larger the values of 𝑋1,𝐾𝑀 and 𝑋2,𝐾𝑀 are, the 

smaller the 𝐴𝑠/𝐴𝐾𝑀  and the 𝜀ℎ  are, the larger the values of 
𝐶1𝑠  and 𝐶2𝑠  are and the closer to 1. Therefore, in order to 
reduce the temperature difference between multi-satellite test 
and single-satellite test, we should try to increase the view 
factor between satellite and thermal sink, reduce the ratio of 
satellite surface area to thermal sink internal surface area 
𝐴𝑠/𝐴𝐾𝑀, or reduce the 𝜀ℎ of satellite surface emissivity. 

According to the geometric size of the existing satellites, 
vacuum chambers of appropriate specifications and the 
number of satellites tested at the same time should be selected 
to make the surface area of the satellites and the internal 
surface area of the heat sink relatively small. At the same time, 
the distance between satellites should be as far as possible in 
the layout, and each other can be stagger to reduce the 
shielding effect, thus increasing the angular coefficient of the 
satellites to the heat sink. 

The effect of satellite surface emissivity 𝜀ℎ was analyzed 
as follows. 

Fig.2 shows 𝑋1,𝐾𝑀 = 0.913，𝑋2,𝐾𝑀 = 0.826，𝐴𝑠/
𝐴𝐾𝑀 ≈ 0.075  and 𝜀𝐾𝑀 = 0.9  were substituted into the 
expression, and several typical satellite surface emissivities of 
0.9 (black paint), 0.85 (white paint), 0.6 (polyimide film), and 
0.03 (equivalent emissivity of MLI) were taken. Table I shows 
the variation. 

TABLE  I.   THE VARIATION OF 𝐶𝑠1 AND 𝐶𝑠2 WITH 𝜀ℎ CHANGES 

𝜺𝒉 𝑪𝒔𝟏 𝑪𝒔𝟐 𝑪𝒔𝟐/𝑪𝒔𝟏 

0.9 0.921545 0.841592 0.91324 

0.85 0.925551 0.849012 0.917304 

0.6 0.946166 0.888262 0.938801 

0.03 0.99715 0.99372 0.996561 

It can be seen from the data in the table that as 𝜀ℎ decreases, 
the values of 𝐶𝑠1 and 𝐶𝑠2 increase significantly and are closer 
to 1, that is, the difference in heat exchange between each 
satellite during the multi-satellite test and its individual test is 
smaller . Since satellite 2 is blocked on both sides, compared 
with satellite 1, the heat flow between satellite 2 and a single 
satellite is quite different. 

TABLE  II.  RELATIONSHIP BETWEEN CHANGES IN 𝜀ℎ (𝑻𝒔=305K) 

(TEMPERATURE UNIT: K) 

𝜺𝒉 𝑻𝟏 𝑻𝟏 − 𝑻𝒔 𝑻𝟐 𝑻𝟐 − 𝑻𝒔 

0.9 311.2 6.2 318.3 13.3 

0.85 310.8 5.8 317.6 12.6 

0.6 309.2 4.2 314.1 9.1 

0.03 305.2 0.2 305.5 0.5 

TABLE  III.  RELATIONSHIP BETWEEN CHANGES IN 𝜀ℎ (𝑻𝒔=265K) 

(TEMPERATURE UNIT: K) 

𝜺𝒉 𝑻𝟏 𝑻𝟏 − 𝑻𝒔 𝑻𝟐 𝑻𝟐 − 𝑻𝒔 

0.9 270.4 5.4 276.5 11.5 

0.85 270.1 5.1 275.9 10.9 

0.6 268.6 3.6 272.8 7.8 

0.03 265.1 0.1 265.4 0.4 

The value of 𝐶𝑠2/𝐶𝑠1 characterizes the difference in heat 
transfer between satellites during the multi-satellite test. 
Similarly, as 𝜀ℎ decreases, the closer the value of 𝐶𝑠2/𝐶𝑠1 is 

to 1, the difference in heat transfer between the satellites is 
smaller. 

Based on the results in Table 1, the variation relationship 
of the temperature difference among satellites with the 
variation of 𝜀ℎ was further obtained. Assuming that the heat 
sink temperature TKM=100K, Ts=305K and Ts=265K were 
taken to analyze the temperature difference between satellites 
at high and low temperatures. The calculation results are 
shown in Table II and Table III. The results show that under 
the same external heat flow conditions, the equilibrium 
temperature of satellite 1 and satellite 2 is higher than that of 
a single satellite, and as the surface emissivity of the satellite 
decreases, the temperature difference also decreases. When 
the surface of the satellite is fully covered with MLI(multi-
layer insulation blanket), the temperature difference at the 
high and low temperature ends is less than 0.5℃. The 
temperature difference between the satellite 2 and the single 
satellite test is roughly twice that of the satellite 1 and the 
single satellite test. By comparing Table II and Table III, it can 
be seen that as the equilibrium temperature increases, the 
temperature difference between the multi-satellite test and the 
single-satellite test also increases slightly. 

Therefore, the MLI should be coated in accordance with 
the satellite technical status during the test, and the coating 
should be as complete as possible to reduce heat leakage, 
which can reduce the temperature difference between 
satellites and that between a single satellite during the test. 

Based on the above analysis and combined with the actual 
situation of the project, the scheme of three satellites entering 
KM3 vacuum chamber at the same time for thermal vacuum 
test was adopted. Fig. 4 shows the satellite layout in the 
chamber. Satellite 2 is staggered by a certain distance from 
satellite 1 and satellite 3 in the Y direction, thus increasing the 
angular coefficient of each satellite and heat sink. (Note: Due 
to interference with the satellite's extruded portion (not 
shown), satellite 2 was installed with a rotation of 180° around 
the Z-axis relative to satellite 1.) 

Surface ±Y of the satellite is the main heat dissipation 
surface, while surface ±X of the satellite is mainly covered 
with MLI. During installation, surface ±Y is oriented towards 
heat sink, and surface ±X is opposite to each other, thus 
reducing thermal interference between satellites. 

 
Fig.4.  The actual layout of three satellites in vacuum chamber for thermal 

vacuum test 

B. Simulation Analysis 

In order to analyze the balance temperature difference and 
cooling rate difference of each satellite in the test scheme more 
accurately, the thermal simulation model based on a certain 
satellite model was used to carry out numerical analysis and 
verification of multi-satellite simultaneous test. 

1) Simulation modeling 

Fig. 5 shows the satellite is divided into nodes. The yellow 
area outside the satellite is the heat dissipation surface, the 
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light blue area is MLI blanket, the green area inside the 
satellite is the structure panel, and the dark blue is the stand-
alone instrument. The coordinate system in the picture is the 
satellite body coordinate system of the No.2 satellite. 

  

Fig.5.  The geometry model of 3 satellites (left: the surface of 3 satellites, 

right: inside of 3 satellites) 

Fig. 6 shows the layout in the KM3 vacuum chamber. 

 
Fig.6.  The layout of three satellites in vacuum chamber 

The vacuum chamber was set as the constant temperature 

boundary condition (-180℃ ), the surface emissivity was 

0.9[9], and the actual external heat flow of the satellite was 
given for simulation calculation. The temperature of three 
satellites and single satellite were calculated respectively. 

2) Equilibrium temperature deviation analysis 

 
Fig.7.  The temperature curve of onboard computer  

  
Fig.8.  The temperature curve of TM&TC units 

The external heat flow under a certain high temperature 
condition was selected for calculation, and the temperature 
curve of thermal balance of two typical instruments, the 
onboard computer and the TM&TC unites, was analyzed, as 
shown in Fig.7 and Fig.8. 

During the single satellite test, there was no shielding or 
interference, so the overall temperature was lower. During the 
three-satellite test, satellite 2 had the highest temperature 
because it was in the middle position, and satellite 3 had the 
lowest temperature because part of the heat dissipation surface 
on plane +X was opposite to heat sink. The maximum 
temperature deviation of the three satellites from each other 

and from the single satellite was not more than 2℃. 

3) Analysis of cooling rate in thermal vacuum test 

The multi-satellite thermal vacuum test mainly involves 
three aspects of temperature rising rate, temperature falling 
rate and temperature stability control[10], among which the 
temperature rising rate and temperature temperature-property 
are basically the same as those of a single satellite, which will 
not be described in detail in this paper. For cooling, due to the 
influence of occlusion, there is a partial effect. 

Analyze the cooling rate of the three- satellite 
simultaneous test and the single- satellite test, and use a 

uniform initial temperature of 25℃ to start cooling. Take the 

battery as an example, as shown in Fig.9. 

 
Fig.9.  The cooling temperature curve of battery 

Fig.9 shows that the cooling process of the three satellites 
in the simultaneous test is basically the same as that of the 
single satellite test, and the cooling rate of the single satellite 
test represented by the blue curve is slightly faster. 

From the data, the average cooling rates of a single satellite 
and the three satellites tested simultaneously from 25℃ to 0℃ 
were 5.559℃/h, 5.505℃/h, 5.489℃/h and 5.506℃/h, 
respectively. The cooling rate of single satellite is the fastest, 

but it is only 0.070℃/h faster than that of satellite 2 at the same 

time. Therefore, it can be concluded that the time for a single 
test conducted with three satellites at the same time will not 
be significantly longer than that for a single satellite. 

The theoretical analysis provided the idea of three-satellite 
simultaneous test and the principle of reducing the difference 
between the three-satellite simultaneous test and the single-
satellite test, and determined the basic scheme of the test. The 
results of the simulation analysis further indicated the 
feasibility of three-satellite simultaneous test and provided the 
basis for the subsequent test. 

III. TEST AND FLIGHT VERIFICATION 

A. Ground Environment Test 

The multi-satellite simultaneous test was verified in a 
certain type of positive sample thermal test. The test satellite 
has a body size of about 1m×1m×2m, and the test was carried 
out in a KM3 space environment simulator. The satellite 
layout in the chamber is shown in Fig.4. In the test, infrared 
heating cage was used to simulate external heat flow, and four 
high and low temperature cycles were completed[11]. After 

Satellite 1 

 

Satellite 2 

 
Satellite 3 
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each rise and drop to the expected temperature, the test entered 
the stage of high and low temperature maintenance. 

1) Thermal vacuum temperature control 

In the thermal vacuum test, three satellites all choose 
battery temperature as reference. Fig.10 shows the rise and fall 
curves of the three satellite batteries in a test. 

 
Fig.10 The curve of the battery temperature during thermal test 

It show that each thermal test goes through four cycles of 
high and low temperature, and the temperature curves of the 
three satellites tested at the same time have a good coincidence, 
indicating that the rising and cooling rates of the three 
satellites are basically the same, the temperature control of the 
three satellites simultaneously meets the requirements of the 
test specification, and the scheme has passed the test 
verification. 

2) Statistics of satellite test time of each group 

5 group satellites (3×5 satellites) had been completed 

thermal test base on the multi-satellite test method.  Because 
of different test start time, the each group test duration is a 
little different. The five groups of satellite thermal vacuum 
tests took 7 days, 7 days, 8 days, 8 days and 8 days 
respectively, a total of 38 days. If a single six-day test was 
conducted on each satellite alone, it would take 90 days. It can 
be seen that the simultaneous test with three satellites could 
save 57.8% of the test time, and the number of tests could be 
reduced from 15 to 5. 

B. On Flight Verification 

 
Fig.11 Onboard computer temperature results in orbit 

At present, all in-orbit satellites verified by multi-satellite 
simultaneous test work well, and their performances meet the 
requirements, among which, the computer temperature is 
shown in Fig. 11. Moreover, many satellites have reached the 
design life and extended service stage successively, and the 
satellites work normally. The on-orbit flight shows that the 
simultaneous thermal test of three satellites can fully assess 
the performance of the satellite under vacuum thermal 
environment. 

IV. CONCLUSION 

At present, the satellite industry is developing towards 

miniaturization and mass production[12]. Efficient vacuum 

thermal test is an effective way to meet the rapid and flexible 

production and development requirements of batch satellites, 

reduce the development cycle and increase the efficient cost 

ratio. 
⚫ The analysis shows that the larger the view factor of 

the satellite to heat sink, the smaller the ratio of the 
satellite surface area to heat sink surface area, the 
lower the satellite surface emissivity, the smaller the 
temperature difference between the satellites under the 
same heat flow condition, and the smaller the 
temperature deviation from the single satellite 
independent test. 

⚫ Under the condition of existing satellite surface 
characteristics, reasonable arrangement and 
orientation of satellites can effectively reduce the 
differences between satellites, thus improving the 
consistency of temperature field and test accuracy of 
thermal balance test, and reducing the difficulty of 
temperature control during thermal vacuum test. 

⚫ The method of multi-satellite simultaneous test has 
been verified on a certain project, and the test cost, 
including funds, labor and duration cost have been 
greatly reduced, which greatly improves the efficiency 
ratio of the test.  

The multi-satellite test method presented in this paper 

can be used as a reference for each kinds of small satellite 

test verification. 
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Abstract—Satellite control and data processing unit is the 

core of satellite information system, which is the key to realize 

autonomous flight, autonomous management and improve 

reliability and security of satellite. Currently, the improvement 

of the performance of single-core processor is restricted by 

Moore's law and the power consumption wall. The computing 

power of the satellite control and data processing unit using a 

single-core processor can no longer meet the requirements of 

the satellite's increasing control frequency, autonomous 

operation capability, and fault diagnosis capability. Based on 

the research of multi-core processors and the analysis of 

satellite control and data processing systems, this paper 

proposes an architecture of satellite control and data 

processing unit embedded software system based on multi-core 

processor, which significantly improves the processing 

performance of satellite information systems. Based on this 

architecture, it is possible to further improve the autonomous 

operation capability and fault diagnosis capability of the 

satellite system. 

Keywords—multi-core, satellite control, satellite data 

processing, software architecture 

I. INTRODUCTION 

Today, developing software running on satellite control 
and data processing unit to realize orderly management and 
integrated data processing of various components of satellites, 
especially micro satellites, is the key point of satellite 
software development. With the increasing requirements of 
satellite system in terms of control frequency, autonomous 
operation ability, fault diagnosis ability and other aspects, the 
single-core processor, restricted by Moore's Law and 
influenced by power wall factors, cannot further improve its 
computing power when its power is limited, and gradually 
becomes the bottleneck of satellite control and information 
system design. In addition, the power consumption of 
satellite control and data processing unit is particularly 
prominent compared with the system on the ground due to 
the resources and environment constraints of satellite system. 

Multi-core processors have greater advantages in 
computing power and energy consumption. Therefore, the 
use of multi-core processor in the design of satellite control 
and data processing units is an inevitable choice to improve 

the processing capacity of satellite information systems. 

However, because of high concurrency and resource 
competition, it is difficult to develop software systems on 
multi-core processor. There are mainly the following aspects: 

1) Parallel programming of multi-core processors is 
different from single-core processors. The tasks processed by 
the multi-core processor are executed by multiple cores 
simultaneously, and the execution sequence need reasonable 
arrangement and comprehensive design by software 
developers. 

2) Due to the high concurrency of multi-core processors, 
complete management are required for access to various 
system resources. 

3) Due to the high real-time requirement of satellite 
control and data processing, the operation timing sequence of 
each core should be planned as a whole and synchronization 
is needed in proper moment. 

4) It is more difficult to debug parallel programs of multi-
core processors than that of single core processors. The time 
sequence of multi-core processor processing tasks is variable, 
in which the conditions that may cause program errors may 
not be fixed each time, that is, the recurrence rate of the same 
location is low, which increases the time for developers to 
debug. 

Therefore, we need to fully consider the inter-core 
mechanism in the software system design to realize perfect 
and orderly data and peripheral management [1]. On this 
basis, multi-core task allocation and operation timing design 
are reasonably carried out, so that the high real-time and 
timing dependency of satellite control and management can 
be satisfied. 

II. MULTICORE MANAGEMENT MECHANISM 

A. Multi-Core System Architecture 

The Multi-core System Architecture [2] is shown in Fig. 
1. Each core runs an operating system separately, and each 
operating system manages different applications. Data 
sharing and synchronization between cores can be managed 
by a multi-core unit. If a large amount of data is to be 
transmitted, efficiency can be improved by sharing memory. 

*Junwang He is the corresponding author. (e-mail: hjw10407@163.com). 
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B. Multi-core Unit Design 

Multi-core can realize parallel execution of programs. By 
distributing tasks to different cores, the execution efficiency 
of system tasks can be greatly improved, thus increasing the 
control frequency of the system. Although multi-core can 
greatly improve the execution efficiency of the system, it 
also increases the complexity of the system. The problem of 
communication and synchronization between cores should be 
solved first. Therefore, it is necessary to design a Multi-Core 
Unit for inter-core data transmission and inter-core control 
[2]. The structure of the multi-core unit is shown in Fig. 2. 

 

C. Message Unit 

The messaging Unit (MU) module enables two cores in 
an SoC to communicate and coordinate messages (for 
example, data, state, and control) via the MU interface. The 
MU also provides the ability for one core to signal the other 
core using interrupts [2]. 

The specific design of MU module is shown in Fig. 3. 
The MU module is divided into two sides. Each side is 
connected to the processor through the bus and interrupt 
controller. Each register is 32-bit wide. TX/RX registers are 
used to transmit and receive data information between cores. 
The state and control register is used to show the transmitting 
and receiving state of data, and also to control the masked 
state of MU universal interrupt [3]. The interrupt module can 
generate interrupt requests to notify the core that data is 
available to transmit or receive. 

 

D. Semaphores 

Multi-core processors can realize parallel execution of 
programs, thus greatly improving the execution efficiency of 
programs. However, parallel execution of programs will 
cause race conditions, so we need a secure locking 
mechanism to control access to shared data structures, shared 
hardware resources, and shared memory. Software can use 
these locking mechanisms to achieve synchronous access to 
shared data or resources, prevent race conditions, and 
maintain memory consistency. 

In a single core processor system, a variable can be 
defined to implement the locking mechanism. When 
different threads need to access the shared resources, they 
can first access the variable to decide whether to obtain the 
right to access the shared resources. However, unlike the 
lock mechanism within a single core, the lock mechanism 
between cores is difficult to implement with simple variables, 
so a hardware implemented lock is very necessary. 

The Semaphores provides robust hardware support 
needed in multi-core systems for implementing semaphores 
and provides a simple mechanism to achieve "lock and 
unlock" operations via a single write access [3]. The 
Semaphores module implements hardware-enforced 
semaphores as an IPS-mapped slave peripheral device as 
shown in Fig. 4. 

 

The feature set includes[3]: 

1) Once locked, the gate can and must be unlocked by 
locking core. 

2) The number of implemented gates is specified by a 
hardware configuration define. 

3) Cores lock gates by writing "core_number+1" to the 
appropriate gate and must read back the gate value to verify 
the lock operation was successful. 

4) Each hardware gate appears as a 16-state, 4-bit state 
machine. If the gate value is 0, the state is unlocked, and if 
the gate value is n(n>0), the lock is used by the core (n-1). 

E. Shared Memory 

In a multicore system, different tasks can be assigned to 
different processor cores in order to improve the operating 
efficiency of the system. For example, more time-consuming 
programs such as peripheral data acquisition can be executed  
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on cores with weak computing power, while processor cores 
with strong computing power are dedicated to processing 
these data and executing some algorithm which demands 
large computing power. Pipeline operation can greatly 
improve the operating frequency of the system. Message unit 
can be used to share a small amount of data between cores. 
When the amount of data exceeds 10K bytes, the data 
sharing efficiency of message unit will be greatly reduced. 
Therefore, another more efficient data sharing method is 
necessary: shared memory. 

Shared memory is the fastest of all communication 
mechanisms, because it can read and write shared memory 
directly without sending byte by byte, which saves a lot of 
time, and the size of shared memory can be customized. A 
synchronization mechanism is required for access to shared 
memory between processes in a single core system, as well 
as for shared memory between multiple cores. Compared 
with other methods, interrupt is more suitable for multi-core 
synchronization, as shown in Fig. 5. 

 

In order to further improve the data transfer efficiency of 
shared memory between multi-core, we adopt the mechanism 
of no-copy-send and no-copy-receive, as shown in Fig. 6. 
The sending and receiving steps are as follows [3]: 

 

1) The application on core A obtains the shared buffer 
pointer allocated by the driver and fills in the data to be sent 
in this memory. 

2) Notify the kernel that the data is completed and ready 
to be sent. 

3) Processor A notifies processor B to prepare to receive 
data through interruption and sends the address pointer of the 
buffer to B. 

4) Application on core B obtains the address pointer of 
the buffer and directly reads the data of the buffer. 

5) Processor B releases the buffer in preparation for the 
next data transfer. 

III. TASK DISTRIBUTION AND TIME SEQUENCE DESIGN 

A. Task Overview 

Satellite control and data processing unit is composed of 
multiple subsystems, including satellite service management, 
attitude control, telemetry and remote control, energy 
management, thermal control, status acquisition, et al. Each 
subsystem function is implemented as a thread, and the 
operation timing is related to the importance and dependency 
of the subsystem, the important thread would run first. In 
order to ensure the order and effectiveness of the 
arrangement of each subsystem, satellite service 
management use semaphores to strictly controls the timing of 
each thread. The first thread which runs in satellite control 
and data processing unit is the satellite management thread, 
whose main function is to ensure that the other sub-system 
threads running normally, followed by the data acquisition 
thread, which collects all kinds of sensors carried by the 
satellite to sense the satellite state and provide inputs for 
threads follow up. There are RS422 asynchronous serial port, 
synchronous serial port, can, RS485 asynchronous serial port, 
et al. on the communication bus between the sensor and the 
satellite. The communication architecture is request-response 
mode. The advantage of this method is that passive 
transmission does not always occupy the communication 
bandwidth and is more efficient. The shortcoming is also 
obvious. There is a time interval between the request and the 
response. It takes time for the satellite to send the telemetry 
request, and the sensor response takes more than 10ms. For 
example, the 422 serial port can wait in parallel, saving time; 
but CAN bus nodes waits in serial waiting, when the sensor 
on the satellite communicates in CAN bus mode, the waiting 
time will be very considerable, and the dual-core system can 
solve the above problems. 

B. Task Distribution 

Dual-core and multi-core processors, especially 
processors that can run asynchronously with multiple cores, 
can achieve true multi-threading, rather than multi-threading 
implemented by the operating system through thread suspend 
and resume switching. The advantages of the multi-core 
system are self-evident. The disadvantage is that when the 
task is executed in the multi-core system, the communication 
delay caused by the inter-core communication is 3 to 5 times 
that of the intra-core communication [4-5]. In this paper, 
dual-core system is studied, which can make full use of its 
advantages and avoid its disadvantages by rationally 
allocating dual-core tasks according to the characteristics of 
satellite operations and their respective priorities. 

The dual-core processor selected in this paper includes a 
Cortex-M4 core and a Cortex-M0+ core (respectively Core A 
and Core B). Cortex-M4 has an FPU, which handles 
floating-point operations more than 100 times that of Cortex-
M0+, suitable for Floating-point operations, such as the four-
element solution of attitude control threads; Cortex-M0+ 
does not have FPU, so it is suitable for integer operations and 
time sequence control. Both cores can perform data 
interaction by enabling peripherals, and have the right to 
enable the same peripheral. 

Based on the characteristics of the satellite tasks and 
dual-core, the collection task is suitable for Core B, collect 
sensor data through the bus, and send instructions to the 
sensor; other tasks than the collection task run in Core A, 
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Core A manages Core B through inter-core communication 
[6], Core B sends the collected data to Core A. Core A 
performs the follow up tasks on the satellite. Core A and 
Core B run asynchronously. Core A uses the data collected 
by Core B in the previous cycle and enables the cycle Core B 
collection. A and Core B are running simultaneously to 
achieve high efficiency. 

C. Time Sequence and Synchronization Design 

In order to run dual-core efficiently and reduce the 
waiting time of one Core A and Core B, dual-core operation 
timing sequence should be rationally designed. Take Fig. 7 
as an example to introduce the typical operation timing of 
Core A and Core B. 

Among them, C1: Core A requests Core B data, C2: Core 
A enables Core B to collect data, C3: Core A completes data 
processing in this cycle and transmits data under telemetry. 
R1: Core B return data response, R2: Core B peripheral 
telemetry receive complete response. The meaning of each 
time period in the Fig. 7 is shown in TABLE I. 

T0, T1, T2 and T3 should have the relationship which is 
showed in Equation 1. 

  () 

The unit of time T0 of each cycle is millisecond. In order 
to ensure the entire second operation of the satellite, formula 
1 is adopted. 

• Core B running process 

Core B responds to three interrupt requests, C2 interrupt 
request, C1 interrupt request, C3 interrupt request, and the 
priority of them is decreasing in order. Define two types of 
shared memory: Core A and Core B. Shared memory 1: Core 
B sent sensor data to Core A; Shared memory 2: Core B sent 
remote control data to Core A. When Core B receives the 
Core A C2 request, it collects the sensor data in the main 
loop and writes the data to Shared memory 1. When Core B 
receives an interrupt request from Core A C1, Shared 
memory 1 is sent. When Core B receives the earth station 
remote control instruction, it fills the Shared memory 2 with 
the instruction data and sends the Shared memory 2 to Core 
A. 

 

TABLE I.  TIME PERIOD MEANING 

Period Meaning 

C1~C2 Core A delayed acquisition time 

R2~R1` Core B reserved time 

C1~C3 Core A data processing time T1 

C2~R2 Core B runtime T2 

C1~C1` Cycle time T0 

C3~C1` Core A telemetry download time T3 

• Core A running process 

All threads except the data acquisition/collection thread 
are running on Core A, and the operating system is 
responsible for managing each thread in the same way as the 
satellite control and data processing software used in single-
core processor. Among them, the operation time T1 of Core 
A and the telemetry downlink time T3 of Core B have a 
sequential logical relationship and cannot overlap. Among 
them, the operation time T1 of core A and the downlink time 
T3 of telemetry data of Core B have a sequential logical 
relationship and cannot overlap. The request C2 sent by Core 
A to Core B should be before C1'. Moving C2 to the right 
can improve the timeliness of core B collecting sensor data. 
Analyzing Fig. 7 and Equation 1, we can calculate the 
optimal dual-core operation under the following three 
different conditions. According to the principle of highest 
efficiency, we can reasonably arrange the dual-core timing. 

The situation shown in Fig. 8 depends on Core B running 
time. Core B running time T2 is greater than Core A running 
time T1 and Core B telemetry down pass time T3. 

 

 

 

The situation shown in Fig. 9 depends on Core A 
operation time T1 and Core B telemetry data transmission 
time T3, and the moment when Core A notifies Core B to 
acquire data is moved to the beat start moment. In this way, 
it is not necessary to judge the starting timing of Core B, and 
the situation that the response time R2 for receiving 
completion from the core exceeds the next beat can be 
avoided. 

Fig. 10 shows the ideal situation of dual-core task 
arrangement. The master core starts the acquisition of data 
from the slave core at an appropriate time, so that the 
acquisition completion time of the slave core coincides with 
the beat end time, thus realizing the most efficient data 
acquisition and the highest dual-core operation efficiency. 
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In summary, the starting timing of each moment should 
be reasonably arranged based on the principle of highest 
efficiency, combined with the best timeliness and 
considering the time margin, as shown in Fig. 7. 

IV. IMPROVED PERFORMANCE 

Table II shows measured data of processing margin from 
a satellite under development which use AT697F processor 
in control and data processing unit. AT697F is an radiation-
hard single-core processor which is widely used in a lot of 
spacecrafts.  

TABLE II.  A MEASURED TIME ON SINGLE-CORE PROCESSOR 

Cycle ID Typical time used Margin 

A 109ms 16ms 

B 77ms 48ms 

C 87ms 38ms 

D 88ms 37ms 

E 79ms 46ms 

F 79ms 46ms 

G 77ms 48ms 

H 75ms 50ms 

TABLE III.  AN EVALUATED TIME ON DUAL-CORE PROCESSOR 

Cycle ID Typical time used Margin 

A 59ms 66ms 

B 47ms 78ms 

C 57ms 68ms 

D 58ms 67ms 

E 49ms 76ms 

F 49ms 76ms 

G 57ms 68ms 

H 55ms 70ms 

 
If we use the designed software architecture on a dual-

core processor whose core has similar performance with the 
single-core of AT697F, we could achieve a evaluated 
processing margin as Table III. Nearly, a control frequency 
of 16Hz could be achieved while 8Hz control frequency on 

single-core processor. Then, the attitude stability 
performance of satellite could be improved due to a higher 
control frequency. 

V. CONCLUSION 

This paper designs an architecture of satellite control and 
data processing unit embedded software system based on 
dual-core system. Compared with the single-core processor 
system, it distribute the tasks based on characteristics of core 
and requirement of each task, giving full play to the 
advantages of the dual-core processor, improving the 
performance of the satellite control and data processing 
software, and having certain reference significance for the 
design of other multi-core satellite computer system. 
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Abstract—Ionospheric scintillation, characterized by deep 

fluctuation of signal intensity on amplitude and phase, poses 

threats to the global navigation satellite system (GNSS) tracking 

performance, even causing degradation in position and 

navigation in accuracy, integrity and continuity. To achieve 

higher performance of ionospheric scintillation detection, a 

method of machine learning is implied to attain automatic 

detection. Three levels of scintillation intensities and two types 

of scintillation features are investigated and compared. Based 

on data from São José dos Campos, Brazil (23.2S, 45.9W), 

training validation and prediction results show 99% accuracy 

approximately and above 96%, respectively.  The analysis will 

provide useful guidance on ionospheric scintillation detection to 

make of great signification on design of advanced GNSS receiver 

and research of atmospheric layer and space weather. 

Keywords—ionospheric scintillation, machine learning, 

scintillation intensity, scintillation feature 

I. INTRODUCTION 

Ionospheric scintillation, refers to the phenomenon of 
rapid fluctuation of signal intensity and phase jittering when 
the radio frequency signals pass through the ionospheric 
electron density irregularities[1][2]. Normally, it frequently 
occurs in  equatorial, auroral, and polar regions where 
particularly suffused with free electrons with long duration. 
Numerous factors will conduct in ionospheric scintillation, 
including solar activity, geomagnetic storm, local electric field, 
electrical conductivity, wave interaction and so on[3].  

In the equatorial region, occurrence of strong ionospheric 
scintillation will pose a threat to the global navigation satellite 
system (GNSS) receiver tracking performance, including 
cycle slips, phase errors and increased carrier Doppler shifts 
[4]. In severe cases, the receiver measurements which the deep 
simultaneous signal fading during ionospheric scintillation on 
all three signal bands rarely occurs, will be plagued with 
serious destruction, causing in deep amplitude fading and a 
series of errors on carrier tracking loop, even leading to a 
degradation in position and navigation solution accuracy, 
integrity and continuity [5]. The loss of lock on carrier 
tracking loop, caused by increased Doppler frequency shift 
during equatorial ionospheric scintillation, may occur when 
the total Doppler frequency shift exceeds the preset bandwidth 
of tracking [6]. 

As two types of representative scintillation indicators used 
to describe the intensity of ionospheric scintillation 
occurrence, amplitude scintillation implies the signal-to-noise 
ratio (SNR) drop rapidly and the signal interruption. Its 
corresponding amplitude scintillation index 4S is described as 

the standard deviation of the normalized signal intensity. 
Typically, there will be regarded as weak ionospheric 
scintillation occurrence during the signal propagating through 
the ionosphere, when 4S index is below 0.2. Similarly, the 

value of 4S  index between 0.2 and 0.5 will be considered as 

medium ionospheric scintillation. Once 4S is above 0.5, we  

consider as strong scintillation event which frequently occurs 
around the magnetic equatorial region between local sunset 
and midnight and especially most intense during the period of 
solar maximum year [7][8]. Another typical index  is 

defined as the standard deviation of the detrended carrier 
phase measurements, normally leading to phase cycle slip and 
even the loss of lock of signal to reduce the receiver 
performance in carrier tracking loop [9][10]. 

 A series of efforts and researches have made to decrease 
the interferences on the systems that rely on radio frequency 
signals passing through the atmospheric layer, such as GNSS. 
Particularly, the problems of how to detect and eliminate the 
factor of ionospheric scintillation, have been drawn much 
attention in scientific field as well as industry. In the previous 
researches, the typical two scintillation indicators 4S  and 

are normally choose to identify the occurrence amplitude and 
phase scintillation. Once the observation exceeds the 
predicted  value of 4S  and  , there will be regarded as 

scintillation event occurring. Moreover, selections of various 
detrending methods as well as corresponding parameters on 
process of scintillation calculation will affect the final outputs 
of 4S  and  , such as discrete wavelet filtering, continuous 

wavelet filtering, Butterworth filtering and polynomial fitting 
[11][12]. Based on above analysis, apart from two main 
scintillation indictors, it will be more convincing and suitable 
to take more scintillation features into consideration on the 
detection of scintillation events.  

According to above analysis on previous detection 
methods, the support vector machine (SVM) model is 
proposed to detect the events of amplitude ionospheric 
scintillation, with GPS L1 data collected in equatorial region 
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located at São José dos Campos, Brazil (23.2S, 45.9W) from 
2013 to 2015. Moreover, with more scintillation features 
being selected to train the model to overcome the drawbacks, 
SVM models based on two types of features will be 
investigated. 

The rest of the paper is organized as follows. Section 2 
introduces the data collecting process and a brief description 
on selection of ionospheric scintillation samples, as well as the 
detection model. Section 3 presents SVM training results 
based on samples of  three levels of scintillation and two types 
of features, with corresponding comparisons analyzed. A 
conclusion and recommendations for future work are given in 
section Ⅳ. 

II. METHODOLOGY 

A. Support Vector Machine 

As one of the most widespread used model in machine 
learning algorithms, SVM has been utilized in various 
research fields as a technique of classification and regression. 
The core of SVM is to find the optimal hyperplane by given 
samples with some features to achieve classification, further 
being applied to predict and classify novel data. There are 
several types of kernel function can be configured in SVM 
model, such as linear kernel, back propagated neural network 
(BPNN) kernel and radio basic function (RBF) kernel which 
can be also called Gaussian kernel [8]. Four features of 
ionospheric scintillation will be considered and the RBF 

kernel 
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is selected in the SVM model 

here, where  represents the hyper-parameter of kernel scale. 

Assuming that m  groups of training data set 
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y i m=x are given, while ( )i nx represents ith  

features set with four elements which means that 4n = .  
( )  1, 1
i

y = − stands for the label of scintillation event with 1 for 

scintillation occurrence and -1 for non-scintillation. The m  

labels should be labelled manually and then used to train the 
SVM model for the first time. After optimum SVM 
classification being trained, the remaining data set without 
training can be utilized to predict corresponding labels which 
reflect whether ionospheric scintillation events occur. The 

SVM model can be established as y b= +Tw x , where w  and  

b  are variables to decide the optimum detection boundary. 

The process of finding the optimum hyperplane can be 
transformed into maximum the decision boundary and 
described as following mathematical solution. 
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where b 2，w and 
i
 represent the weights, bias and 

slack variables of each training data set, respectively. C stands 

for the hyper-parameter which indicates the largest tolerance 
on training data points exceeding the boundary to prevent over 

fitting. After combining with the Lagrange multiplier and dual 
form, the problem in (1) can be transformed as follows. 
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where the coefficients 
i

i m =, 1,..., can be solved by QP 

function in Matlab. Thus, the satisfied value of w can be 

obtained according to the hidden condition. Meanwhile, 
coefficient b can be also gotten by  substituting the data point 

that is support vector in the detection boundary into the 
formula of SVM model. 

B. Data Collection System 

All of data set used here are based on the data collected 
during the last peak of the solar cycle at the low latitude site 
of São José dos Campos, Brazil (23.2S, 45.9W) from 2013 to 
2015. The collection system location is shown in Fig. 1. Since 
2012, a GNSS data collection system has been collecting 
segments of raw GNSS (multiple frequency/ constellation) IF 
data at periods of high ionospheric scintillation. The GTEC 
free front-end are exploited to record the GPS IF signals by 
generating zero intermediate-frequency data streams with 8 
bits resolution I/Q samples at 20MHz complex sampling rate 
[13]. In this paper, 50 segments of raw IF GPS L1 data in three 
years from 2013 to 2015, are processed to train SVM models 
and predict new scintillation events. 

In equatorial region, the amplitude scintillation index 4S  is 

considered as important element to capture the scintillation  
characteristics. Besides, the carrier frequency will be also 
regarded as another factor, which the distribution disturbance 
is affected by different intensities of ionospheric scintillation. 
Fig. 2 shows an example of distribution between the standard 
carrier frequency and 4S with PRN 1, 11, 31 and 32 at 

01:00:19-02:00:19 on January 31st, 2013. It indicates that the 
frequency measurement performs approximately linear 
relation with corresponding 4S  overall. The 4S can be 

obtained as follows. 
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where M  represents the number of noise iN  as well as /I Q  

samples used to measure one wide band power WBP and  

narrow band power NBP . Furthermore, the difference of   

NBP and  WBP  is calculated to explore the connection 

between NBP , WBP and the raw signal intensity rawSI  [11]. 
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The value of M  is set to 40 for that GPS navigation data 
rate is 50Hz, and normalized standard deviation 4S is defined 

as the amplitude scintillation index rawSI  shown as following. 

 
Fig. 1.  Location of the data collection system on the map 

 
Fig. 2.  The distribution between the standard carrier  frequency and S4 
with PRN 1, 11, 31 and 32 at 01:00:19-02:00:19 on 1/31/2015. 
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where   stands for the average value over the interval. The 

interval time is set to 10s and combines with the moving 
window for 1s. 

Based on 1Hz of 4S output frequency, all the data are 

divided into 1mintue blocks without overlap, and 
corresponding mean value 4,meanS  and maximum value 4,maxS  

of are regarded as two features of scintillation in each block. 
Similarly, the corresponding carrier frequencies after 
standardization can be also processed based on same block 
partition to output another two features mean value of standard 
carrier frequency meanFreq and maximum value maxFreq . Thus, 

the features of samples can be described as 
( ) ( ) ( ) ( ) ( )

4 4( , , , )
i i i i i

,mean ,max mean maxS S Freq Freq=x . It should be mentioned 

that these features are outputted with the detrending process 
before standardization to reduce other interference [11][13]. 
To make comparison, another type of features group without 
detrending will be trained and test. In this way, the influence 
of selection of detrending methods and parameters on the 
outcome values of features can be eliminated.  

III. TRAINING AND VALIDATION 

A. Sample Selection 

The data training and testing in this paper are collected 
during the last peak of the solar cycle at the low latitude site 

of São José dos Campos, Brazil (23.2S, 45.9W) from 2013 to 
2015. There are all 50 segments of data are available and each 
of them contains one hour of data with several numbers of 
PRNs can be observed. To reduce the effect of multipath, the 
PRNs with elevation above 30° can ben remained and selected. 
According to the  times of 4 0.2S  exceeding 30 within 1min, 

the label of scintillation event will be set as 1, and  vice versa. 
In addition, three groups of PRNs are organized based on 
intensities of scintillation. In each of group, PRNs from each 
segment of data are selected and several PRNs in certain 
segment of data are the same to other groups, because there 
are only one level of scintillation occurring during the data 
collecting period. TABLE I shows the PRNs for training and 
testing on three levels of scintillation intensities. On the whole, 
there are 2832 data points in each level of scintillation group 
and the radio of scintillation events over non-scintillation in 
the group of strong scintillation data, is 2.02:1, 1:1.18 for 
medium scintillation data and 1:3.07 for weak scintillation 
data approximately. 

TABLE I. PRNS FOR TRAINING AND TESTING ON THREE LEVELS OF 

SCINTILLATION INTENSITIES 

Data 
Start 
Time 

PRN 

Strong Medium Weak 

3/20/2013 1:00:11 1 11 32 

3/25/2013 1:00:01 11 23 20 

3/25/2013 2:00:01 1 20 32 

3/26/2013 0:00:02 1 31 32 

3/26/2013 1:00:02 11 20 32 

3/26/2013 2:00:03 1 1 23 

7/18/2013 21:00:14 8 7 23 

10/13/2013 23:59:59 24 2 12 

10/22/2013 23:00:08 2 24 12 

10/23/2013 1:00:07 29 12 12 

10/24/2013 23:00:07 2 24 12 

10/27/2013 22:59:59 24 2 12 

10/27/2013 23:59:59 29 5 12 

10/29/2013 1:00:02 25 12 29 

10/30/2013 2:00:04 25 21 29 

11/18/2013 0:00:01 25 29 29 

11/18/2013 1:00:01 25 21 21 

11/18/2013 23:00:02 5 29 25 
11/23/2013 0:00:08 21 29 29 

11/28/2013 0:00:09 18 21 29 

11/28/2013 1:00:08 18 29 21 

12/4/2013 23:00:05 21 25 29 
12/9/2013 23:00:02 25 29 21 

12/11/2013 23:00:05 25 21 29 

12/12/2013 0:00:05 18 29 21 
12/12/2013 23:00:11 25 29 29 

12/13/2013 23:00:08 25 29 21 

12/13/2013 0:00:10 18 21 21 

12/14/2013 0:00:07 29 18 21 
12/15/2013 23:00:01 18 25 21 

12/16/2013 0:00:01 18 29 21 

12/18/2013 23:00:05 18 21 29 

1/30/2014 1:00:04 14 22 22 

1/30/2014 0:00:04 14 22 22 

2/25/2014 23:59:41 11 19 32 

2/27/2014 1:00:03 1 32 32 

2/27/2014 0:00:04 19 31 31 

3/3/2014 23:00:07 3 19 14 

3/3/2014 0:00:06 31 11 32 

3/9/2014 23:59:59 1 31 31 

3/12/2014 0:00:01 11 31 31 

3/23/2014 23:00:10 11 32 32 

3/24/2014 0:00:10 1 31 23 

11/19/2014 0:00:09 25 21 21 

11/27/2014 0:00:11 18 29 21 

12/20/2014 0:00:12 22 18 21 

1/31/2015 1:00:19 19 32 4 

2/7/2015 0:00:09 32 4 14 

Before SVM model training, k folds validation is 
configured which means that In the training process, the input 
training samples will be  divided randomly into k parts with 
each k-1 parts for training model and the remainder for testing 
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the trained model to obtain the test accuracy. The value of k 
will be configured as 10 which is the default. 

B. Training and Validation 

To evaluate the performance of each SVM classification, 
the training samples with strong scintillation shown in the 3th 
column on TABLE I are selected, while the other two samples 
with medium and weak scintillation(in the 4th and 5th 
columns) are considered as testing the trained model, 
respectively and vice versa. On the process of SVM training 
and validation, the Box Constraint C and Kernel Scale  are 

considered as follows: 0=2
c

C ,
0 { 5, 4.5, 4,...,9.5,10}C  − − − and 

0=2
 ,  0 5, 4.5, 4,...,4.5,5  − − − . Based on above hyper-

parameter ranges, each couple of hyper-parameters for each 
training samples will be tried to reach the optimization with 
10 folds cross validation. After 10 times of training, the 
current hyper-parameter C and  as well as corresponding 

average accuracy will be outputted. Moreover, samples with 
two types of features will be trained and compared. TABLE II 
shows the two optimal hyper-parameters C and  , as well as 

corresponding validation accuracy. As can be seen, all of the 
accuracies are above 99% with excellent performances on the 
condition of three levels of scintillation intensities and two 
types of features. It can be implied that the training samples of 
features without detrending process also contain the 
characteristics of ionospheric scintillation so the trained 
models can be of sufficient performance. 

(a1) (a2)

 
(b1) (b2)

 

 

(c1) (c2)

 
Fig. 3.  Performances of training results on RBF kernel SVM models 

based on three levels of scintillation intensities and two types of features. (a1) 
Strong scintillation features with detrended process. (a2) Strong scintillation 
features without detrended process. (b1) Medium scintillation features with 
detrended process. (b2) Medium scintillation features without detrended 
process. (c1) Weak scintillation features with detrended process. (c2) Weak 
scintillation features without detrended process. 

TABLE II. ACCURACIES AND HYPER PARAMETERS ON THREE LEVELS OF 

SCINTILLATION INTENSITIES AND TWO TYPES OF FEATURES 

Training Results 
(RBF Kernel) 

Scintillation Intensity 

Strong Medium Weak 

 Features With Detrended Process 

Accuracy 99.33% 99.12% 99.36% 

Box Constraint C 256 724 181 

Kernel Scale   2.8284 8 2 

 Features Without Detrended Process 

Accuracy 99.47% 99.19% 99.40% 

Box Constraint C 91 724 512 

Kernel Scale   1 4 8 

Furthermore, to analyze the details of samples, 
corresponding confusion matrixes  are shown in Fig. 3. On 
each panel of confusion matrix, the samples number and rate 
have been marked out . It should be noted that there are also 
several scintillation events with predict classes marked as 1 
can be detected even though the true classes are marked  as 0, 
which means that the detection method proposed in this paper 
can classify some scintillation events with  not above 0.2. This 
phenomenon will be of great significance on the research of 
atmosphere and space weather and improvement on design of  
scintillation detection receiver. 

C. Testing and Prediction 

On the condition of trained SVM classification models, a 
series of tests are operated based on two levels of scintillation 
datasets and two types of without corresponding  training 
datasets. TABLE III shows the prediction performances of 
SVM models on different training models and testing samples. 
Comparing two prediction results, on the condition of  
medium scintillation training samples with detrending process 
features, the testing samples accuracy with strong scintillation 
(99.29%) shows slightly less than that with weak scintillation 
(99.40%), with same phenomenon as condition of features 
without detrended process. It can be illustrated that the SVM 
model trained by medium scintillation samples lack enough 
distinct characteristics to classify some scintillation events 
from medium and weak scintillation events. Based on trained 
models with other  scintillation intensities as well another type 
of features, this phenomenon can be also identified.  

Especially, as can be seen on the whole, all of the 
accuracies are above 96.5% with great performance. 
Moreover, the prediction accuracies achieve 99% 
approximately ranging from 98.59% to 99.40% based on 
features with detrending process, while accuracies range from 
96.75% to 99.29% based on features without detrending 
process. It means whether features are detrended, the 
scintillation events can be classified and detected successfully 
with high accuracy above 96% based on these processes of 
training and testing. 

TABLE III.  PREDICTION PERFORMANCES OF SVM MODELS ON 

DIFFERENT TRAINING MODELS AND TESTING SAMPLES 

Prediction Accuracy 
Training Samples 

Strong Medium Weak 

Testing 
Samples 

 Features With Detrended Process 

Strong N/A 99.29% 99.15% 
Medium 98.59% N/A 99.12% 

Weak 99.26% 99.40% N/A 
 Features Without Detrended Process 

Strong N/A 98.45% 99.01% 
Medium 96.75% N/A 99.01% 

Weak 98.06% 99.29% N/A 
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IV. CONCLUTION 

The RBF kernel SVM classification model configured as 
10 folds and cross validation is proposed to achieve sample 
training and testing, according to strong, medium and weak 
scintillation samples as well as features with/without 
detrending process. Comparisons on different scintillation 
intensities and features  present great validation and prediction 
accuracies overall, which are approximately 99% and  above 
96%, respectively. In the future research on ionospheric 
scintillation detection, relevant hyper-parameters will be 
further optimized and more automatic methods will be 
explored. Meanwhile, more scintillation data of Beidou 
navigation system as well as data collected from other 
locations will be utilized to  fulfill the sample dataset, which 
provide helpful guidance on design of scintillation detection 
GNSS receiver as well as research on atmosphere and space 
weather. 
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Abstract—The noise signal produced by solar radio bursts 

(SRBs) is one of the significant factors influencing the navigation 

signal. The study of the detection of SRBs is meaningful to the 

steady operation of navigation system. Taking advantage of the 

influence of SRBs on Global Navigation Satellite Systems (GNSS) 

signal, a SRBs detection method based on support vector 

machine (SVM) model has been proposed. First, the carrier-to-

noise ratio, positioning errors of three directions, geometric 

dilution of precision (GDOP) and the number of satellites loss-

of-lock are input to preprocess to obtain the eigenvector and 

mark whether the SRBs occurs. Then the optimal classifier is 

obtained by inputting the sample points into SVM classifier for 

learning. When the new eigenvectors enter the classifier, it will 

be classified automatically. The average accuracy of SRBs 

detection reaches more than 93%. This detection method of 

SRBs based on SVM model can be realized all-time, all-weather 

and with high efficiency, high accuracy and simple process. 

Keywords—GNSS signal, solar radio burst, support vector 

machine model 

I. INTRODUCTION  

With the wide application of Global Navigation Satellite 
Systems (GNSS) and other satellite technologies in modern 
society, the influence of solar radio bursts (SRBs) intensity on 
GNSS signal has become an extremely important problem [1]. 
After Klobuchar's early work, the threat of SRBs to GNSS 
signals has been widely recognized [2]. Many scholars have 
conducted extensive research on the interference of some L-
band SRBs on GPS in December 2006 [3-5]. Subsequently, 
Mohamed et al. Reference [6] studied the effect of SRBs on 
GPS signal, including signal-to-noise ratio, loss-of-lock and 
phase tracking. Huang et al. Reference [7] selectively 
analyzed the impact of SRBs event on GNSS performance and 
positioning error in several typical regions in China on 
December 13, 2006. A recent study shows that large SRBs are 
not limited to periods near the maximum sunspot [8]. 

In recent years, a number of methods of automatic 
detection and classification of SRBs have been proposed. Ma 
et al. [9] proposed a method for the classification of SRBs 
based on multimodal depth learning. The network can 
effectively learn the representation of solar radio spectrum. 
Subsequently, Chen et al. Reference [10] achieved better 
classification results than Ma et al. by utilizing convolutional 
neural network (CNN) to classify the solar radio spectrum. 
Singh et al. Reference [11] proposed a method that can 
distinguish the dynamic spectrum with SRBs and without 
SRBs automatically. 

Most of the methods need to utilize radio telescopes to 
obtain observation data, and then classify SRBs according to 
the spectrums. Because radio telescopes are expensive and 
sparsely distributed. People urgently need a method to detect 
SRBs in real time and efficiently without utilizing radio 
telescopes. Zhu et al. Reference [1] proposed a solar radio 
bursts detection method based on GPS carrier-to-noise ratio 
decline. Firstly, the solar altitude angle of the observation site 
is calculated, then the "  falling point" and "  rising point" are 
selected to determine the trough time interval of a single 
satellite in a single observation site. Finally, the detection 
results of SRBs are obtained by integrating time intervals of 
multiple satellites and multiple observation sites. The SRBs 
on December 13, 2006 were detected by the above method. 
Under the L2 frequency of GPS, when the flux density above 
800 SFU , the average accuracy of intense L-band SRBs is 
more than 80%. However, the test item of this method are 
single, and can get better results only when the SRBs intensity 
is strong. 

In this paper, a method of SRBs detection based on support 
vector machine (SVM) model [12—14] is proposed. The test 
items generated by GNSS signal are comprehensively 
examined to detect whether the SRBs occur. This method is 
feasible for the detection of SRBs. The detection results can 
not only show the occurrence time of SRBs in a single station, 
but also demonstrate whether multiple stations are affected by 
SRBs at the same time. Compared with the traditional method, 
this method does not rely on radio telescope and has low cost. 
And it combines a variety of factors, the recognition accuracy 
and efficiency are relatively improved. 

II. DETECTION MODEL 

This paper analyzes the carrier-to-noise ratio (C/N0), 
positioning error, geometric dilution of precision (GDOP) and 
satellite loss-of-lock of multiple observation sites to detect 
whether there are SRBs. 

A. Preprocess Data 

Calculation of the eigenvectors corresponding to the 
nonoccurrence of SRBs and the occurrence of SRBs at 
different times in the observation site respectively. The 
eigenvectors include the C/N0 reduction, the positioning error, 
GDOP and the number of satellites loss-of-lock of the 
observation site. 

Firstly, the C/N0 of each satellite in the observation site, 
positioning errors of three directions, GDOP and the number 

*Xuefen Zhu is the corresponding author. (e-mail: zhuxuefen@seu.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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of satellites loss-of-lock are input to data preprocessing. 

Take the average of the current C/N0 reduction value of 
each satellite as the C/N0 reduction value of the observation 
site, and record it as x1, measured in unit  dBHz.  

 1

1

/
N

i

i

x snr N
=

=  (1) 

Where snri is the C/N0 reduction value of each satellite, 
that is, average value of C/N0 of the satellite measured at the 
first 8 times minus the C/N0 at current time. N is the number 
of satellites captured.  

The positioning error of the observation site consists of the 
positioning errors in three directions under the local Cartesian 
coordinates coordinate system. The standard deviation of the 
three directions is taken as the positioning error of the 
observation site, which is recorded as x2, measured in unit m. 
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Where ri(i = 1, 2, 3) represents the positioning error in 
different direction of the observation site at current time  
respectively. 

GDOP and the number of satellites loss-of-lock can be 
expressed by specific numbers, which are recorded as x3, x4 
respectively. 

B. Get Sample Points 

The labels corresponding to the eigenvectors of the 
nonoccurrence of SRBs and the occurrence of SRBs are 
assigned as -1 and 1 respectively. A set of trained sample 
points is obtained by combining eigenvectors and labels. 

The C/N0 reduction value of the observation site x1, the 
positioning error of the observation site x2, the GDOP x3 and 
the number of satellites loss-of-lock x4 are combined into the 
eigenvector x. The sample points are formed as follows: 
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i i i ii i
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 the occurrence of SRB

i
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-1， 

1，  
 (4) 

Where x(i) represents the eigenvector of the sample, y(i) 
represents the label of the sample, the number of  the sample 
points is n, that is, i = 1, 2, 3, …, n. And (x(i), y(i)) represents 
the sample point. 

C. Get a Trained Classification Model 

To build an unknown nonlinear SVM binary classification 
model, the discriminant function is defined as 

 ( ) ( )T
g x w x b=  +  (5) 

Where Φ(x) is a high-dimensional linear mapping function, 
which maps the 4-dimensional eigenvector x to M-
dimensional, that is ℝ4→ℝM, and M >> 4. For mathematical 
optimization, the objective of the classification problem is 

modified to determine w∈ℝM, b∈ℝ.  

Calculation of the maximum separation hyperplane. 
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Where ξi is the slack variable of each sample, and the 
larger ξi is, the farther away the sample point is from the group. 
C is a hyperparameter, and the size of C represents the 
importance of the loss of objective function caused by outliers. 
The larger C is, the more attention is paid to outliers, and the 
tolerance of sample points beyond the maximum boundary is 
indicated [15].  

Solve the Lagrangian multipliers. 
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Where αi, y(i) are Lagrangian multipliers and data 

classification labels respectively, and y∈{-1, 1}, n is the 

number of samples, i = 1, 2, 3, …, n. 

Furthermore, 
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where x(s) is the eigenvector of the sample corresponding 
to the Lagrangian multiplier αi ≠ 0, that is, the support vector, 
and y(s) is the corresponding label. 

The calculated w
0

 and b
0

 are substituted into the 

expression of nonlinear SVM classifier model. 
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where k(x(i), x) = ΦT(x(i))·Φ(x), the RBF is selected as the 
kernel function, which is defined as 
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Where σ is the kernel parameter. 

 ( ) ( )( )( )iT
f x sign w x b=  +  (14) 

When f(x) = ‑1, the SRB does not occur. When f(x) = 1, the 
SRB occurs. 

Mark the sample points as X = (x(1), x(2), …, x(n)), which is 
a 4×n matrix. Mark the label as Y = (y(1), y(2), …, y(n)), which 
is a 1×n row vector. The above matrix and vector are 
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combined into Z = (X; Y) as the  sample matrix, which is a 5×n 
matrix. 

The sample matrix is input into the Classification Learner 
in MATLAB, the cross validation is chosen and the fold k is 

set. That is to say, 
k

n
k

− 1
of n samples of matrix Z is 

randomly selected as training samples for machine learning (k 

= 2, 3, 4, …), and the remaining n
k

1
 samples are used to test 

the learned model. The Gaussian nonlinear SVM classifier 
model is selected, parameters C, 1/(2σ2) [16] are set. After 
training, the average accuracy is obtained. 

The values of parameters C and 1/(2σ2) are changed, and 
then a new average accuracy is obtained. Repeat this step until 
the preset time is reached. 

By comparing the average accuracies of all parameters, the 
hyperparameter C and kernel parameter 1/(2σ2) corresponding 
to the maximum accuracy are found out as the optimal 
parameters, and the training model with this parameters 
setting is the optimal classification model. 

D. Check Whether SRB Occurs 

The eigenvector is extracted from the C/N0 of each satellite 
captured, positioning errors of three directions, GDOP and the 
number of satellites loss-of-lock of the observation site to be 
detected, which is expressed as X = (x(1), x(2), …, x(N)), N is the 
total number of sample points to be detected. 

X is input into the classification model, if the eigenvector 
x(t) makes f(x(t)) = -1, the SRB does not occur; otherwise, if 
f(x(t)) = 1, the SRB occurs. 

III. TRAINING AND VALIDATION  

In order to train SVM, the C/N0 of each captured satellite, 
positioning errors of three directions, GDOP and the number 
of satellites loss-of-lock of  KUNM, TWTF and XIAN at 
1:00:00-3:59:30 (UTC) on December 13, 2006 are selected. 
Information from IGS data center of Wuhan 
University(ftp://igs.gnsswhu.cn/). 

The sampling interval is 30s, and each observation site has 
360 times in total. 

A. Detection Experiment Process 

The flow chart of SRBs detection is shown in Fig.1. 

Firstly, the data are preprocessed, the C/N0 reduction value, 
the positioning error, the GDOP and the number of satellites 
loss-of-lock of the observation site are taken as eigenvectors. 
Based on the fact that SVM is a binary classifier, the 
occurrence of SRB is marked as 1, the nonoccurrence is 
marked as -1. Then labels and eigenvectors are combined into 
sample points. To obtain a trained classification model, an 
unknown nonlinear SVM binary classification model is built, 
and the optimal parameters are obtained by cross validation of 
training samples and comparison of average accuracies. 

A. Single Observation Site Detection Process 

Take KUNM as an example, after data preprocessing and 
label allocation, the sample points of KUNM at different times 
are obtained. Table Ⅰ lists 5 relatively representative sample 
points. Other sample points are processed in the same way, 
which are not described in detail. 

Start

Input carrier-to-noise ratio, three  

positioning errors, GDOP and the 

number of satellites loss-of-lock 

of the observation site 

Data preprocessing

Training sample

Eigenvector 

extraction

Label 

classification

Set parameter C and 

σ value

RBF processing, 

cross validation

Average accuracy

Optimal parameters c 

and σ

Classification model

(k-1)n/k

Compare Determine

repeat

n/k

Testing sample

Classification model

End

 

Fig.1  Flow chart of SRBs detection. 

TABLE I.  SAMPLE POINTS CORRESPONDING TO DIFFERENT TIME OF 

OBSERVATION SITE KUNM 

In Table Ⅰ, “ / ” represents unable to get position or GDOP. 

The 360 sample points are input into matrix Z, the cross 
validation fold is set to k = 5, the parameters are changed. 

 C = 2-1, 1, 2, 22, 23, 24, 25, … 

 1/(2σ2) = 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, … 

Then, the average accuracy with different parameters is 
obtained by comparison. 

When C = 23 = 8, 1/(2σ2) = 0.5, the classifier has the 
highest average accuracy of 94.7%, so the training model with 

Time Sample point 

2:00:00 (-0.40625, 3.82452, 1.8,0,-1) 

2:59:30 (-0.47222, 9.86594, 2.2,1,1) 

3:31:30 (7.67708, 11.80417, 16.2,4,1) 

3:36:00 (11.44792, /, /,5,1) 

3:52:00 (-0.06548, 7.79374,2.1,1,-1) 
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this parameters setting is the optimal classification model. The 
confusion function with the optimal parameters setting is as 
shown in the Fig. 2. 

 

Fig.2  Confusion matrix of SRBs prediction results in KUNM. 

Each column of the confusion matrix represents the 
forecast category, each row represents the real category of 
data. The larger the total percentage of the matrix diagonal, 
the better the classifier performs. 

As shown in the Fig. 2, 92% of the sample points without 
SRBs and 97% of the sample points with SRBs are classified 
correctly. 

B. Detection Results of Multiple Observation Sites 

In TWTF, when C = 8, 1/(2σ2) = 8, the classifier has the 
highest average accuracy of 96.7%. The confusion function 
with the optimal parameters setting is shown in Fig. 3a. 

In XIAN, when C = 64, 1/(2σ2) = 2, the classifier has the 
highest average accuracy of  95.3%. The confusion function 
with the optimal parameters setting is shown in Fig. 3b. 

 

(a) 

 

(b) 

Fig.3 (a)  Confusion matrix of SRBs prediction results in TWTF. (b)   

Confusion matrix of SRBs prediction results in XIAN. 

IV. CONCLUSION 

Based on the SVM model, a new method for detecting 
SRBs is proposed. SVM learns the distinguishing features 
from the training data to maximize the margin of separation 
between the two classes. The method makes a comprehensive 
examination of the tested items generated by GNSS signals, 
and comprehensively judges whether SRBs occur by detecting 
the C/N0, positioning error, GDOP and the number of satellites 
loss-of-lock of the observation site.  

A large amount of different observation sites data 
collected facilitated the training and testing of the SVM 
detector. Through several experiments, the proposed detection 
algorithm is proved high reliability. The overall accuracy is 
above 93% for historical SRB events. 

Compared with the traditional method, the major benefit 
of this method is that it does not require the radio telescope, 
and can achieve all-time, all-weather detection. The method 
processes large quantities of data at the same time and the 
detection results demonstrate whether multiple stations are 
affected by SRBs. It not only saves cost, but also improves the 
detection efficiency and accuracy. The proposed method and 
the relevant experience in this paper can be conducive to 
maintain the normal operation of the satellite navigation 
system. 
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Abstract—Blade tip timing (BTT) as a noncontact 

measurement technique is developed to monitor the health 

condition of aero-engine rotor blades. The circumferential 

placement of BTT sensors plays an important part in identifying 

blade vibration parameters. If the placement is suboptimal, the 

reconstructed displacement signal can be sensitive to the 

measurement noise while certain useful information is lost. This 

paper presents an optimal placement of blade tip timing sensors 

considering multi-mode vibration using evolutionary 

algorithms. The installation angle of BTT sensors around the 

casing is taken as the design variable and the inaccessible angle 

of the casing is taken as the constraint condition. Particle swarm 

optimization (PSO) algorithm is the preferred optimization one 

in this work due to its strong robustness and fast convergence. 

The condition number of the design matrix of blade multi-mode 

vibration reconstruction model is taken as the fitness function of 

PSO, the minimum of which corresponds to the optimal sensor 

positions. Simulation experiment results show that compared 

with the random placement of BTT sensors, the more blade 

modes required to be identified along with the circumferential 

Fourier fit algorithm employed, the more prominent the 

advantage of the proposed method is. 

Keywords—Blade tip timing, sensor optimal placement, 

evolutionary algorithms, aero-engine blades 

I. INTRODUCTION  

Rotating blades are important parts of aero-engine. The 
harsh operation environment of aero-engine makes the blades 
vibrate easily, which can lead to the high cycle fatigue (HCF) 
crack and other damages [1]. Airlines invest huge amounts of 
money in engine maintenance and monitoring every year. 
Condition based maintenance is pursued by current airlines for 
ensuring flight safety and reducing the cost of operation and 
maintenance of aero-engine [2]. The vibration state of the 
blades could be changed due to the fatigue cracks and other 
damages [3]. Therefore, it is necessary to monitor the 
vibration parameters of blades in real time to know the 
operation condition and detect the damage of blades in the 
early period after damage growth. Online monitoring provides 
sufficient data for the evaluation of operation condition of 
aero-engine and is significant to reduce the cost of 
maintenance and ensure the safety of operation. 

Traditionally, the strain gage gluing on the surface of the 
blade is commonly used to measure the dynamic stress of the 
rotor blades. However, such a contact measurement technique 
is limited to finite blades and then the strain gage often fails to 
record useful data in harsh operating condition. The 
noncontact method should be developed to monitor the 
operation condition of the blades efficiently. Recently, blade 
tip timing (BTT) as a noncontact measurement technique that 
can measure all the blade of the same stage has been 
developed to monitor the health condition of aero-engine rotor 
blades. BTT sensors are installed on the casing to detect the 
arrival time of the rotor blades. The vibration displacement of 
blade tip can be derived from sensor data and further vibration 
parameters including vibration frequency, amplitude and 
phase can be identified by specific algorithms.  

However, the data collected by BTT sensors is under-
sampled because a blade can pass through a BTT sensor only 
one time in a revolution. In other words, the sampling 
frequency equals to the rotation frequency, if it has only one 
BTT sensor. Frequency aliasing can result from traditional 
spectrum analysis methods in Nyquist sampling theorem. In 
this case, it is difficult to identify blade vibration parameters 
accurately [4]. Although there exist some data processing 
algorithms working well for BTT signals [5], if the placement 
is suboptimal, the reconstructed displacement signal can be 
sensitive to measurement noise while certain useful 
information is lost [6]. Diamond et al. [6]proposed a BTT 
sensor placement method, but only considered a single 
vibration mode of blade. The actual vibration state of aero-
engine blades may be a multi-mode one, which means 
multiple natural frequencies of blades are simultaneously 
excited during the operation.  

This paper presents a placement method of BTT sensors 
for identifying the multi-modal vibration of blades using 
evolutionary algorithms. It reduces the identification errors of 
multi-mode vibration parameters of blades using 
circumferential Fourier fit (CFF) and improve the evaluation 
accuracy of operation state of blades. 

II. BLADE TIP TIMING TECHNIQUE 

The radial vibration of the blades can be controlled by the 
high precision dynamic balance of the rotor. The most * Baijie Qiao is the corresponding author. (e-mail: qiao1224@xjtu.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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dangerous vibration of rotating blade is the circumferential 
vibration, which may lead to reduce the HCF life. Therefore, 
the circumferential vibration displacement of the blades in the 
tangential direction can be monitored by BTT system. The 
schematic diagram of BTT system is shown in Fig. 1. 

Sensors are installed in the radial direction on the casing 
of aero-engine. When the blades pass through the BTT sensors, 
the reflected intensity of the signal increases suddenly and the 
arrival time of the blades can be accurately measured by 
setting the threshold of signal reflection intensity. If the blades 
operate without vibration, the arrival time of blades is 
expressed in the form of equally spaced pulses as shown in 
Fig. 2. 

The vibration of the blades in the circumferential direction 
changes the arrival time of blades as shown in Fig. 3. If the 
blades arrive early, it means the amplitude of the blades 
vibration is positive. The lag of the blades means the negative 
amplitude of the blades vibration. 

The vibration displacement of blades d  can be calculated 

according to the rotation frequency 
nf , blade radius R  and 

time difference t .  

 2 nd v t f R t=  =    (1) 

When the blades rotate s  cycles, the BTT system can 

collect s n  points of vibration displacement, where n  is 

the number of the BTT sensors. It means the sampling 

frequency 
sf  equals to n f , where f  is the rotation 

frequency. In most cases, the natural frequency of the blades 

of interest is more than 2 n f  . In most situations, it is 

difficult for sampling data to satisfy the theorem of Nyquist 
sampling. Therefore, some special algorithms are developed 
to process BTT signals.  

 

Fig. 1 Schematic diagram of BTT measuring the vibration of the rotor blade 

 

Fig. 2 Measuring pulses of the blade tip without vibration 

 

Fig. 3 Measuring pulses of the blade tip with vibration 

III. MATHEMATICAL MODEL OF BLADE VIBRATION 

The blade has infinite degrees of freedom in theory as 
continuums. A continuous blade is discretized by finite 
element method, and only the first m  order vibration modes 

are considered. Dimitriadis et al. [7] stated that if only a single 
vibration mode is considered, the vibration equation of the 
blade can be expressed as follows:  

 
sin(2π ) cos(2π )y A ft B ft C= + +

  () 

where A , B  and C  are the parameters with respect to 

the amplitude, phase and offset of the vibration response. f  

is the vibration frequency of the blade. When the synchronous 
vibration of the blade occurs, the relationship between the 
vibration frequency of the blade and the rotation frequency is: 

 
EOf f= 

 () 

where f  is the rotation frequency of the blade and EO 

denotes the engine order. Furthermore, Eq. (2) can be 
rewritten as 

 
sin(2π EO ) cos(2π EO )y A f t B f t C =   +   +

  () 

The rotation phase angle is defined as: 

 
2πi f t =

  () 

Substituting Eq. (5) into Eq. (4): 

 
sin(EO ) cos(EO )i iy A B C = + +

  () 

If the first m  order vibration modes of blades are 

simultaneously considered, the natural frequencies of first m  

order are 1 2, ,..., mf f f . Then the engine orders of the blade are 

given in the following equation: 

  1 2

1 2

EO , ,... , = EO ,EO ,...,EOm

m

f f f

f f f

  
 

=  
 

  () 

Therefore, the displacement of certain a blade measured 

by thj  BTT sensor can be analytically expressed： 

 
1

[ sin(EO ) cos(EO ) ]
m

j i i j i i j i
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Furthermore, the blade displacement measured by n  BTT 

sensors can be expressed in a matrix-vector form: 

 
y =Ηx

  () 

where H  is called the design matrix, defined as: 

 

1 1 1 1 2 1 2 1

1 2 1 2 2 2 2 2

1 1 2 2

sin(EO ) cos(EO ) sin(EO ) cos(EO ) 1

sin(EO ) cos(EO ) sin(EO ) cos(EO ) 1

sin(EO ) cos(EO ) sin(EO ) cos(EO ) 1n n n n

   

   

   

 
 
 =
 
 
 

H

  () 

( )
T1

1 1 2 2 ...n A B A B C =x  is an unknown vector of 

multi-mode vibration parameters. 
1 T

1 2( ... )n

ny y y =y  is 

the displacement vector measured by n  BTT sensors in the 

same revolution. x  can be calculated by CFF  

 
-1x = H y

  () 

The number of sensors n  should satisfy Eq. (12) to ensure 

Eq. (11) having a solution.  

 2 1n m +   () 

where m  is the number of EOs. 

Such a procedure including Eqs. (8)-(12) is namely the 
circumferential Fourier fit method, assuming the rotation 
speed is constant in a revolution. Order tracking method is 
used by CFF to identify the amplitude and phase of the 
vibration [8]. CFF looks at one blade from all sensors. 
Therefore, the signal is a representation of the behavior of one 
blade through a revolution. The condition number of H  gives 
the ratio of the maximum and minimum singular values. Then, 
the condition number of H is defined as: 

 
1cond( ) −=H H H

  () 

The small condition number means that the placement of 
BTT sensors is orthogonal approximately. In other words, 
there exists little information redundancy. The smaller the 
condition number of H  is, the less sensitive CFF is to noise 
in measurement. 

IV. PARTICLE SWARM OPTIMIZATION 

After the text edit has been completed, the paper is ready 
for the template. Duplicate the template file by using the Save 
As command, and use the naming convention prescribed by 
your conference for the name of your paper. In this newly 
created file, highlight all of the contents and import your 
prepared text file. You are now ready to style your paper; use 
the scroll down window on the left of the MS Word 
Formatting toolbar. 

Particle swarm optimization (PSO) is preferred in this 
paper due to its efficiency and convenience. The condition 
number of the design matrix is taken as the fitness function of 
PSO. The installation angle of BTT sensors is taken as the 
design variable and the inaccessible angle of BTT sensors is 
taken as the constraint condition. The PSO procedure for BTT 
sensors optimal placement includes the following steps: 

Step 1: Initialization: N  groups of the installation angle of 

n  BTT sensors are randomly generated. It should generate a 

random matrix 
0Ψ  of N  rows and n  rows within the 

constraints of the circumferential accessible angle on the 

casing. 
0Ψ  represents the placement of N  groups of BTT 

sensors at the initial state, when iteration 0iter = . The 

velocity of PSO 
0( )N nV  is randomly initialized within the 

constraint range. 

Step 2: The condition number of the design matrix for N  

groups of BTT sensors is calculated separately. The minimum 

value of the condition number is recorded as 
min  and the 

placement of BTT sensors corresponding to 
min  is recorded 

as 
min 1( ) nθ . The placement of N  groups of BTT sensors is 

recorded as 
N nΘ , which is the initialization of the historical 

optimum installation angle for each group of BTT sensors. 

Step 3: The velocity of PSO 
1iter +V  is updated: 

 

1 1

2 min

rand(0,1)( )

rand(0,1)(repmat( , ) )

iter iter iter iter

iter

C

C N

+ = +

+ −

V V Θ -Ψ

θ Ψ   () 

where   is the inertia factor, 
1C  and 

2C  are the constants, 

rand(0,1)  represents random numbers on intervals (0, 1), 

minrepmat( , )Nθ  represents copying a group of optimal 

placement of BTT sensors minθ  to N  dimensions for 

guaranteeing the additivity of the matrix. 

Step 4: The design variable of PSO 
1iter +Ψ  is updated: 

 1 1iter iter iter+ += +Ψ Ψ V
  () 

Step 5: The history of optimal installation angle for each 
group of BTT sensors Θ , optimal installation angle for all 

groups of BTT sensors minθ  and the minimum condition 

number min are updated. When the accuracy of fitness 

function does not reach the set value, repeat steps 3, 4 and 5 

and 1iter iter= + . After the iteration, minθ  is the installation 

angle of the BTT sensors, which is helpful in identifying the 
multi-mode vibration parameters. 

V. ILLUSTRATIVE EXAMPLE 

A non-torsion blade is established to verify the proposed 
method as shown in Fig. 4. The blade is 48 mm long, 20 mm 
wide and 1 mm thick. First three natural frequencies are 
considered. The first three natural frequencies of blades are 
listed in Table Ⅰ. 

 

Fig. 4 A blade model 
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When the vibration frequency of the blade is close to the 
natural frequency, the amplitude of the vibration increases 
significantly and the blade is inclined to induce crack. 
Therefore, it requires to focus on EO which may excite the 
natural frequencies of the blade. Here, assuming the rotation 
frequency of the blade is 100 Hz, the EOs required to be paid 
attention as follows: 

 

 
1 2 3

333.08 1806.03 2076.52
3, 18, 21

100 100 100
EO EO EO=  =  =    (16) 

According to Eq. (8), the blade vibration equation 
involving three modes at the same time is written by the 
following equation: 

 
1 1 1 1 2 2

2 2 3 3 3 3

sin( ) cos( ) sin( )

cos( ) sin( ) cos( )

i i i i

i i i

y A EO B EO A EO

B EO A EO B EO C

  

  

= + +

+ + + +
 (17) 

where iy  is the displacement measured by the thi  BTT 

sensor, 
i  is the installation angle of the thi  BTT sensor. 

There are seven unknown parameters in Eq. (17). Seven BTT 
sensors are required to measure the displacement at least. 
Installation angle of the BTT sensors is limited to 

U [0,360 )=  and the matrix 300 7U Ψ  of placement of 

BTT sensors is generated randomly. The design matrix for 
each group of BTT sensors is calculated. Take the first group 
of BTT sensors as an example, the initial installation angle is 
generated randomly: 

(12.1 , 76.8 , 83.7 , 117.5 , 189.6 , 303.7 , 339.7 )=θ   

Then the corresponding design matrix is: 

sin(3 0.21) cos(3 0.21) sin(18 0.21) cos(18 0.21) sin(21 0.21) cos(21 0.21) 1

sin(3 1.34) cos(3 1.34) sin(18 1.34) cos(18 1.34) sin(21 1.34) cos(21 1.34) 1

sin(3 1.46) cos(3 1.46)

sin(3 2.05) c

sin(3 3.31)

sin(3 5.30)

     

     

 

= 





H

sin(18 1.46) cos(18 1.46) sin(21 1.46) cos(21 1.46)

os(3 2.05) sin(18 2.05) cos(18 2.05) sin(21 2.05) cos(21 2.05)

cos(3 3.31) sin(18 3.31) cos(18 3.31) sin(21 3.31) cos(21 3.31)

cos(3 5.30) sin(18 5.30) cos(18 5.30)

   

    

    

  

1

1

1

sin(21 5.30) cos(21 5.30) 1

sin(3 5.93) cos(3 5.93) sin(18 5.93) cos(18 5.93) sin(21 5.93) cos(21 5.93) 1

 
 
 
 
 
 
 
 

  
       

  

The condition number of H  calculated by Eq. (13) is 
46.37. 

The condition number of all groups of BTT sensors can be 
calculated by Eq. (13). And the result is defined as a vector 

300 1R φ .  

After the calculation, the optimal placement of BTT 
sensors is: 

min (31.7 , 56.6 , 89.7 , 120.4 , 146.1 , 184.9 , 215.2 )=θ

And the placement of BTT sensors is shown in Fig. 5. 

 

Fig. 5 The optimal placement of BTT sensors 

CFF is used to verify the reconstruction performance of 
blade vibration parameters. The basic principle is expressed in 
Eq. (9). According to the measurements of seven BTT sensors 
and the design matrix of the placement of BTT sensors, the 
vibration parameters can be calculated by Eq. (11). 

The rotation frequency of the blades is 100Hzf =  and 

the vibration parameters in Eq. (17) is: 

1 1 2 2 3 385; 73; 54; 32; 28; 19; 12A B A B A B C= = = = = = =   

The Gaussian white noise is used to simulate the 
uncertainty in the measurement. Measurement uncertainty is 
expressed by signal-to-noise ratio: 

 SNR 10 lg
signal

noise

P

P
=    (18) 

where signalP  and noiseP  present the effective power of 

signal and noise.  

When SNR=5 dB, data points collected by optimal 
placement of BTT sensors and reconstructed signals by using 
CFF are shown in Fig. 6. Fig. 6 illustrates that the 
reconstructed signal matches well with the original signal. 
Although some measurement points deviate from the original 
signal, the reconstructed results are not greatly affected. 
Because the condition number of the design matrix is small, 
the variation of measurements has little influence on the 
solution of vibration parameters. A randomly generated 
placement of BTT sensors is used as a comparison. 1,000 
groups of placement of BTT sensors are generated randomly. 
A group with the minimum condition number is chosen as a 
control group. 

The installation angle of BTT sensors of the control group 
is: 

( )85.2   132.2   152.2   200.5   262.7   285.8   312.4=θ   

The corresponding BTT sensors placement is shown in Fig. 
7. 

TABLE I.  FIRST THREE NATURAL FREQUENCIES oF THE BLADE 

Modal Natural frequency 

Mode 1: 1st bending 333.08 Hz 

Mode 2: 1st Torsion 1806.03 Hz 

Mode 3: 2nd bending 2076.52 Hz 
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Fig. 6 Comparing reconstructed signal using BTT sensors optimal placement 

with the original signal and noisy signal in a revolution 

 

Fig. 7 The random placement of BTT sensors 

The condition number of optimal placement of BTT 
sensors is 1.71 while the condition number of control group is 
3.83. Data points collected by random placement of BTT 
sensors and reconstructed signals by using CFF are shown in 
Fig. 8. 

 

Fig. 8 Comparing reconstructed signal using BTT sensors random placement 

with the original signal and noisy signal in a revolution 

Fig. 8 illustrates that the reconstructed signal has large 
errors compared with original signal particularly near the peak 
points. The measurements of BTT sensors are closer to the 
original signal compared with that in Fig. 6. However, the 

condition number of the design matrix is larger than optimal 
placement. It leads to the poor robustness. The reconstructed 
signal is easier to be influenced if the measurements have a 
small change. If the placement is suboptimal, the 
reconstructed signal is sensitive to measurement noise. 

Furthermore, relative errors of vibration parameters are 
quantitatively used to express the difference between two 
different schemes of placement of BTT sensors. 

The equation for calculating relative errors is given as: 

 

3
2 2 2

1

3
2 2 2

1

[( ) ( ) ] ( )

= 100%

( )

i i i i

i

i i

i

A A B B C C

A B C


=

=

− + − + −



+ +





  (19) 

where iA , 
iB  and C  are the parameters set in Eq. (17), and 

iA , iB  and C  are the vibration parameters calculated by 

CFF. The case runs 1,000 times repeatedly with the different 
noise. The averaged relative error of vibration parameters of 

the optimal placement is 1 15.1% =  and the averaged relative 

error of vibration parameters of the random placement is 

2 21.8% = . 

As for the computing time, under the condition of 
identifying three modes, it takes 0.65s with 2.2GHz CPU and 
8G memory to calculate the optimal placement of the BTT 
sensors by using MATLAB. If the placement of BTT sensors 
is randomly generated, it requires to generate 500, 000 times 
to obtain the same condition number of the design matrix and 
it only consumes 180s. Meanwhile, the more blade modes 
required to be identified along with the circumferential 
Fourier fit algorithm employed, the more prominent the 
advantage of the proposed method is. 

To verify the effectiveness of the method, the optimal 
placement of BTT sensors are compared with other scholars 
used such as “5+2” method, which could eliminate some 
aliased components of synchronous vibration [9]. According 
to “5+2” method, installation angles of seven BTT sensors are 
set as: 

( )5 2 0   72   120   144   216   240   288+ =θ  

However, the condition number of “5+2” placement is 
166.05 10 , which means that the design matrix is a singular 

matrix. Therefore, Eq. (11) should be extended as: 

 
†

x = H y   (20) 

where †
H  is the Moore-Penrose pseudoinverse. Similarly, 

“5+2” placement is used to reconstruct the simulation signal 
generated by Eq.(17). 1000 trials are tested under the signal-
to-noise ratio of 5dB. One of the reconstructed result is 
illustrated in Fig. 9. The averaged relative error of vibration 

parameters of the optimal placement is 3 30.12% = .  

Comparing Fig. 6, Fig. 8 and Fig. 9, it can be inferred that 

it is useful to improve the accuracy of reconstructed signal by 

reducing the condition number of design matrix. Although 

the signal can be reconstructed by Moore-Penrose 

pseudoinverse using “5+2” placement, the accuracy is lower 

than the optimal placement and random placement.  
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Fig. 9 Comparing reconstructed signal using BTT sensors random placement 

with the original signal and noisy signal in a revolution 
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Abstract—Composite insulators are important and 

fundamental electrical equipment in power systems. However, 

the internal defects caused by long-term outdoor operation also 

cause great damage to the power system. For the purpose of 

eliminating the internal insulation breakdown which is caused 

by internal conductive defects of composite insulator, this work 

proposed a method for detecting internal conductive defects of 

composite insulator based on Eddy current thermography 

(ECT). This method uses the external excitation source to heat 

the conductive defects, internal defects can be detected through 

processing and analyzing the thermal image sequence captured 

by thermal camera. The effectiveness of this method is verified 

by analyzing original thermal image sequence. The detection 

effect of defects has been enhanced by using Principal 

component analysis (PCA) and independent component analysis 

(ICA) methods. The theoretical and experimental results 

indicate that Eddy current thermography has a broad 

application prospect in the detection testing of conductive flaws 

in composite insulators. 

Keywords—composite insulator, conductive defects, Eddy 

current thermography, principal component analysis, independent 

component analysis 

I. INTRODUCTION 

As an important element of power transmission system, 
composite insulator has been widely employed for their low 
weight, high mechanical strength, strong anti-pollution 
flashover ability[1]. However, with the increase of service time, 
composite insulators will be affected by the external 
environment, such as high electric field, high humidity, and 
high temperature. Due to the particularity of on-site operation, 
composite insulators are prone to generate internal defects, 
which may lead to insulation failure and even power 
interruption[2]. Some of the research from on-site composite 
insulators shows that, there are hidden defects in the interior 
of the composite insulator after a long period of operation, 
causing insulation failure of the composite insulator. 
Insulation failure induced by the inner conduction of 
composite insulator is one of the severe faults of composite 
insulator, which may threaten the normal running of power 

delivery system[3]. As shown in Fig. 1, the core rod of the 
composite insulator from power lines are hydrolyzed under 
the erosion of electricity, and the epoxy resin core rod is in the 
shape of dry wood, which may cause the composite insulator 
to break. Recently, several composite insulator rupture 
accidents may be caused by the development of inner 
conductive defects, posing a heavy threat to the safety and 
stability of power transmission system[4]. Thus, it is urgent to 
investigate an effective nondestructive testing method for the 
internal conductive defects of composite insulators. 

 

Fig. 1. Broken composite insulator caused by internal conductive defects 

Recently, several non-destructive testing (NDT) methods 
are employed for detecting of inner failure of composite 
insulators, spanning the large spectrum, such as ultrasonic 
testing, X-ray, electric field measurement, infrared 
measurement, and ultraviolet imaging. However, these 
methods have their own limitation. For instance, coupling 
agent should be applied when using ultrasonic method[5], X-
ray diffraction method process is time-consuming and harmful 
to human body[6], the electric field measurement method is 
difficult to locate the defect[7], infrared temperature 
measurement and ultraviolet imaging method are highly 
susceptible to interference testing environment[8,9]. Besides, 
these methods are not effective in detecting inner conductive 
defects in composite insulators. In recent years, some new 
nondestructive testing methods are being used to detect inner 
conductive defects of composite insulators, such as nonlinear 
ultrasonic[10], terahertz wave contrast method[11], optical pulse 
thermography[12], laser shearography[13], which brings new 
ideas for detecting inner defects of composite insulators.

*Liming Wang is the corresponding author. (e-mail: wanglm@sz.tsinghua.edu.cn). 
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Eddy current thermography (ECT), combining the 
superiorities of eddy current testing technology and infrared 
thermography, was proposed since the 1990 s[14]. Eddy current 
thermography can realize the deep internal defects in 
connective material such as metal fast, noninvasively and 
accurately. A diagram of ECT is presented in Fig. 2. A period 
of eddy current generated by the external high-frequency 
electromagnetic induction excitation unit is guided to the coil 
above the specimen, which will generate Joule heat inside the 
specimen. eddy current distribution or internal thermal 
conductivity will be affected for the existence of faults, which 
will reflect on temperature field distribution of the surface. 
Thermal image sequence of the temperature distribution of the 
surface, captured by infrared thermal imager, is analyzed by 
specific processing method for the purpose of the detection of 
defects detailly. 

In the previous work, ECT has been applied to the 
detection of non-conductive defects (like surface cracks) of 
conductive materials (such as alloy)[15,16]. C. Xu et al. used 
ECT method for the detection of undersurface defects of 
GFRP composites, which applied a steel unit for the induction 
heat generation[17]. Y. He et al. used ECT method with 
excitation of pulse and lock-in modes for the purpose of the 
detection of photovoltaic cells and modules, achieving visual 
measuring of flaws in photovoltaic cells and modules[18]. 
Despite eddy current thermography has  great effect in the 
detection of conductive materials, the detection of conductive 
defects in nonconductive materials has not been reported. 
Conductive defects are an important source of accidents of 
composite insulators. Therefore, it is urgent to investigate the 
feasibility of nondestructive testing of internal conductive 
defects by using ECT. 

 

Fig. 2. Schematic of ECT System. 

In present work, ECT is applied for the detection of the 
inner conductive flaws of composite insulators. Principal 
component analysis (PCA) and independent component 
analysis (ICA) are applied to improve the detection effect. 
Firstly, in section Ⅱ, the principle of ECT is deduced 
mathematically ,and the principles of PCA and ICA are 
proposed. Besides, experimental step is introduced in section 
Ⅲ. In section Ⅳ, thermal image sequence of composite 
insulator specimen is analyzed preliminarily. Moreover, 
tensor decomposition method (such as PCA, ICA) is applied 
to enhance the display of defects. Finally, conclusion is 
examined in Section Ⅴ. 

II. METHODOLOGY AND THEORY 

A. Eddy Current Thermography 

The physical process of ECT can be roughly divided into 
two processes, namely electromagnetic heating process and 
heat conduction process. In electromagnetic heating process, 
eddy current is generated in the material tested under 
electromagnetic induction, which will generate joule heat due 

to the resistance effect inside the material. During the heating 
period, joule heating power Q can be described as: 

 
2 21 1

eQ J E  
 

= =  (1) 

Where E is defined as electric field intensity, Je is defined as 
current density, σ is defined as electrical conductivity, while τ 
is excitation loading time. The joule heat generated by 
electromagnetic heating will propagate within the material, 
and the propagation process follows the heat conduction 
equation. The process above can be described as[19]: 
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Where T is the temperature, k is the thermal conductivity, Cp 
is regarded as the specific heat, ρ is defined as the density, and 
t is the heat conduction time. The change of thermal diffusion 
will be reflected on the surface of the specimen. Besides, the 
basic law of infrared radiation is described as follows, which 
is called Stephen-Boltzmann law: 

 
4

sbj T =  (3) 

Where σsb reflects the Stephen-Boltzmann constant, ε is 
emissivity of the specimen, and T reflects the absolute 
temperature of the specimen. 

B. Principle of PCA, ICA 

PCA is a statistical means that converts the original data 
into a set of linearly independent variables, which is called the 
principal component[20]. The goal of this process is to retain as 
much primary variable information as possible by these 
principal components transformed from original data. Besides, 
major influencing factors of original variable are extracted, 
and the initial higher dimensional space data is transformed 
into lower dimensional space data, which make data easier to 
visualize. In effect, PCA method can be regarded as a set of 
linear equations, that is, to acquire l (l < q) some variables new 
yi,, each variable is a linear array of the initial variable xi, 
which can be described as follows: 
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 (4) 

The essential purpose of ICA is for searching for the 
optimal linear transformation of the observed mixed signals 
for the purpose of the separation of independent source signals, 
which is based on the statistical independence of origin data[21]. 
Each independent component can reflect a specific data 
change trend. The observed signal Y(t) captured by the 
thermal imager should be standardized to generate n-
dimensional vector with the zero mean Y'(t) = [y1', y2',..., yn'], 
which is linearly aliased from n new independent signals with 
zero mean S(t) = [s1, s2,..., sn]. This processing is able to be 
shown as follows: 

 ( ) ( ) ( )
1

= = 1,2, ,’
n

i i
i

b st i nt
=

=Y BS  (5) 

Where B is a full rank matrix which is termed as mixing 
matrix. The ultimate goal of ICA processing is to obtain the 
matrix of linear transformation WICA, which can transform 
independent source signal as: 
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 ( ) ( ) ( )’ICA ICAt t t= =X W Y W BS  (6) 

C. Thermal Conduction from Inner Conductive Defects 

In this work, inner conductive defect on the interface of 
composite insulator can be regarded as heat source, which is 
generated by induction heating, while normal nonconductive 
material in composite insulator won’t be affected by the eddy 
current induction. After the heating period, thermal 
conduction in the composite insulator can be divided as at 
least two parts, which are respectively direct heating area and 
thermal diffusion area. As shown in Fig. 3, these two parts 
have different thermal distribution, which can be reflected on 
the surface of composite insulator. However, the difference of 
these two parts may be difficult to sperate, for false defect 
areas affected by thermal diffusion area may appear. 
Therefore, the separation of true and false defect areas can 
effectively improve the conductive defects detection effect of 
composite insulator. 

 

Fig. 3. Different thermal distribution of composite insulator. 

III. EXPERIMENTAL SYSTEM AND SAMPLE 

A. Experimental System 

The experimental system can be seen in Fig. 4, which is 
composed of electromagnetic induction heater, water cooling 
system, infrared thermal camera and the control and data 
processing system. The electromagnetic induction heater can 
generate eddy currents with oscillation frequency of 100-150 
kHz. Beside, the input voltage range of the electromagnetic 
induction heater is from 180 V to 240 V, while maximum 
working current of that is 1 kA. The water cooling system is 
provided with 0.2-0.3 MPa cooling water pressure for cooling 
the induction coil. The infrared thermal camera with the band 
range of spectral response from 1.5 m to 5.1 m, which is 
Telops FAST M200, carries the infrared radiation into the 
control and data processing system, and the resolution of the 
camera is able to attain 640×512 pixels. The frame frequency 
of the infrared thermal camera in the testing is up to 210 Hz, 
besides its highest frame frequency can reach 5600 Hz in 
window mode. The control and data processing system is 
integrated with industrial computer, digital silicon box, 
control box, display and keyboard. Data processing software 
is a secondary development program based on RevealIR, 
which can display transmitted data in real time and processing 
origin data to attain more accurate failure recognition results. 

 

Fig. 4. The experimental system. 

B. Sample 

Composite insulators are mainly composed of epoxy glass 
fiber reinforced plastic (that is the main material of mandrel) 
and silicone rubber (that is the main material of sheath and 
umbrella skirt). During production and on-site operation, the 
conductive defects may exist at the sheath or the interface part 
between the core rod and the sheath. For the sake of simulating 
the conductive defects of composite insulators, steel needle is 
buried in the middle of the composite insulator at the interface 
between the core rod and sheath artificially, as shown in Fig. 
5. Composite insulator sample without umbrella skirt has a 
glass steel core rod with the diameter of 16 mm, while the 
silicone rubber sheath’s thickness is 5 mm. The steel needle 
buried in the composite insulators has a length of 80 mm and 
a diameter of 1.8 mm. 

 
Fig. 5. The composite insulator sample. 

IV. RESULTS AND DISCUSSION 

A. Analysis of Original Thermal Image Sequence 

In the test, the electromagnetic induction heater generated 
an eddy current with frequency of 100 kHz, and input current 
of 600 A, while the excitation loading time is 0.5 s. The 
infrared thermal camera captured the surface temperature of 
sample insulator in real time, with a frequency of 30 Hz and a 
duration of 40 s. Some thermal images from original thermal 
sequence are shown in Fig. 6. It can be concluded form Fig. 6 
that high-temperature spots will appear on the surface of 
sample after heating phase, while high-temperature spots will 
gradually diffuse and the boundary of the these spots will 
fuzzy. This dynamic process can be seen from Fig. 6. In the 
thermal image of frame 120, the defect area is just showing up, 
while defects area is shown clearly in the thermal image of 
frame 170. As thermal wave conduct, the contour of defect 
area begins to diffuse, like the image shown in Fig. 6(c). At 
frame 800, the boundary of defect area is blurred, which can 
be seen in Fig. 6(d). 

In detection of conductive material with nonconductive 
defects using eddy current thermography method, the 
detection effect would start to be better and then become 
worse with the passage of time[22]. However, it is different 
when this method is used to the detection of conductive 
defects of nonconductive material. Fig. 7 shows thermal 
responses of different point from the specimen composite 
insulator under testing. It can be conducted that there are at 
least two different thermal responses in this specimen, for 
point A and D are the direct heating areas, while point B and 
C are heat diffusion affected areas. By combining Fig. 6 and 
Fig. 7, the whole thermal response process can be conduct. 
That is, the real defect area will appear first, and the false 
defect area will appear as time goes on with the influence of 
lateral thermal diffusion. This phenomenon will blur the real 
defects and affect the final real detection effect. 
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(a) 120th frames                     (b) 170th frames 

   

(c) 360th frames                     (d) 800th frames 

Fig. 6. Origin thermal images with different frames. 

 

Fig. 7. Thermal responses of different point. 

B. PCA and ICA of ECT 

As analyzed above, detection effect will become worse 
with the increase of testing time. Methods combined whole-
process thermal image will solve this problem. In order to 
acquire better detection effect, PCA and ICA methods have 
been applied in this task.  

In the detection test, the original thermal image sequence 
collected by the infrared thermal camera is composed of 
thermal image of P frame M×N pixels, which constitutes the 
three-dimensional tensor of M×N×P. When the tensor in three 
dimension is analyzed and processed, each frame image 
should be vectorized so as to transform the original three-
dimensional tensor into a matrix of MN×P in two dimension. 
Each column of the matrix in two dimension corresponds to a 
frame of the image sequence, and each row corresponds to the 
temporal response of infrared radiation of a pixel point. 
Obtained two-dimensional matrix can be analyzed by PCA 
and ICA methods. The results of PCA are shown in Fig. 8, 
while the results of ICA are shown in Fig. 9. 

As shown in Fig. 8, four principal components are 
extracted to enhance the display of different areas. In first 
principal component, the overall thermal image display is very 
similar, while the defect area and part of the heat diffusion area 
are highlighted. In the second principal component, the 
amplitude of coil is the highest, and the amplitude of defect 
and thermal diffusion area is the lowest. In the third principal 
component, the thermal diffusion area which is near the defect 
area has the highest amplitude, while the lowest amplitude is 
located at conductive defect area, thus highlighting the display 
of the defect. In the fourth principal component, the amplitude 

of coil and background is the highest, while the amplitude of 
thermal diffusion affected area is lower. It can be seen that, 
both the first and the second principal components highlight 
the location of defects, but these two principal components 
highlight in different ways. Besides, the second principal 
component also highlights the display of the coil. In addition, 
both the second principal component and the fourth principal 
component highlight the thermal diffusion area. It was found 
that the principal component analysis did not separate the 
defect areas well. 

  

(a) 1st PC                              (b) 2nd PC 

  

(c) 3rd PC                              (d) 4th PC 

Fig. 8. Results of PCA. 

  

(a) 1st IC                              (b) 2nd IC 

  

(c) 3rd IC                              (d) 4th IC 

Fig. 9. Results of ICA. 

As shown in Fig. 9, different independent component 
shows different thermal image. In independent component 1, 
the amplitude of the excitation coil is higher, while the 
amplitude of conductive defect area and thermal diffusion area 
is lower. In independent component 2, the amplitude of the 
conductive defect field is the highest, the amplitude of the heat 
diffusion region is higher. Among independent component 3, 
the amplitude of the thermal diffusion area is the highest. 

                

              

 
 
 
  
 
  
 
  
  
 

 

  

   

   

   

   

                

              

 
 
 
   
   
  
  
 

 

  

   

   

   

   

                

              

 
 
 
   

  
 
  
  
 

 

  

   

   

   

   

                

              

 
 
 
  
 
  
 
  
  
 

 

  

   

   

   

   



377 

besides, the amplitude of the coil and other areas is high, while 
the amplitude of the conductive defect region and near defect 
thermal diffusion field is very low. It can be concluded from 
the comprehensive analysis that independent component 1 
strengthened the part of the excitation coil, independent 
component 2 strengthened defect area, and independent 
component 3 strengthened peripheral thermal diffusion area. 

Comparing the results of PCA and ICA, it can be found 
that most of the results of PCA can enhance the thermal 
diffusion area, but do not separate each area well. The results 
of ICA can separate the results of each area well, while the 
enhancement of defect areas is not as good as that of PCA. 
The reason for this phenomenon may be: (1) PCA 
decomposed the original data in an orthogonal way, while the 
true distribution of the data may not conform to the orthogonal 
distribution. (2) The transient response of thermal wave of the 
coil is mixed with the transient response of thermal wave of 
the insulator, which affects the data distribution processed by 
PCA. (3) PCA made the variance of its projection on each PC 
as large as possible, enhancement of the data conforms to the 
original statistical distribution, while ICA seeks the optimal 
linear variation of data, and the results obtained do not 
necessarily conform to the original. (4) Images are vectorized 
both in PCA and ICA, resulting the spatial distribution of 
images is ignored. 

V. CONCLUSION 

In this work, ECT is explored to conductive defects 
detection visually. Due to the influence of thermal diffusion, 
the detection effect of defects will gradually deteriorate with 
the increase of testing time. Besides, different data processing 
methods can improve the detection effect of defects. As for 
our work, the practicability of ECT for composite insulator 
conductive flaws is verified, through the analysis of original 
thermal image sequence combined with PCA and ICA 
methods. The main conclusions of this work are as follows: (1) 
ECT can be applied to identify the inner conductive flaws of 
composite insulators, with fast detection speed in small 
several decades seconds and intuitive detection results. (2) 
The display of internal conductive defects will be gradually 
blurred by the influence of thermal diffusion. (3) PCA and 
ICA can be used to improve the detection effect of defects, 
where PCA can enhance the display of defects better and ICA 
can separate each area better. In future research, the ECT 
technology could be employed in other fields related with 
conductive defects in nonconductive material; more efficient 
pattern separation methods will be explored. Besides, future 
research will also concentrate on inspecting different 
conductive materials in composite insulator for the purpose of 
the application for in-situ composite insulator detection. 
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Abstract—Parameter estimation hasn’t been investigated in 

terahertz non-destructive testing (NDT) field due to the lack of 

the prior distribution knowledge of terahertz signals. In this 

study, a statistical model of terahertz signal is proposed to model 

the terahertz echo signal. The critical issue mainly focuses on 

how to obtain the optimal parameter estimation from the 

complex terahertz echo signal. Therefore, we provide two 

estimators: the maximum likelihood estimation (MLE) based on 

expectation maximization algorithm (EM), and the lasso 

estimation based on the sparse representation. Simulation and 

experiments have been implemented to analyze the fitting 

performance of the proposed model. The results validate the 

effectiveness and applicability of the statistical model, and 

indicate that the Lasso estimator outperforms the EM estimator 

for the parameter estimation of terahertz signal, which provides 

a new statistical distribution model and parameter estimation 

method for the terahertz signal in terahertz NDT. 

Keywords—parameter estimation, terahertz NDT, prior 

statistical model, EM, sparse representation 

I. INTRODUCTION  

Terahertz technique, as a relatively novel and promising 
non-destructive testing approach, has paid great attention and 
extensive applications in various non-polar materials with the 
single or multilayer structures due to its superior properties 
such as high time and spatial resolution, noninvasive, 
noncontact, and nonionizing [1]. Compared with the 
conventional NDT methods such as ultrasonic detection, 
terahertz inspection method can provide higher spatial 
resolution without a liquid couplant due to its short 
wavelength [2]. At present, there have been many reports on 
the applications of terahertz in NDT. For instance, Ryu et al. 
[3] utilized the terahertz time-domain spectroscopy to 
distinguish the preset hidden multi-delamination defects in a 

glass-fiber-reinforced plastic (GFRP) composite laminates, 
and validated the effectiveness of method by deducing the 
Fresnel equations. Fukuchi et al. [4] measured the topcoat 
thickness of thermal barrier coating (TBC) applied to a gas 
turbine blade by using terahertz waves, and the result 
indicated that the obtained thickness agreed with microscope 
observation results. Stoik et al. [5] fulfilled the localization 
and imaging of the voids and cracks inside aircraft composites 
by using terahertz detection and imaging. In addition, Dai et 
al. [6] improved the time resolution of terahertz non-
destructive detection of debonds located in layered structures 
based on wavelet transform. Chen et al. [7] proposed a novel 
frequency-wavelet domain deconvolution (FWDD) method 
for the terahertz reflection imaging, which promotes the 
development of terahertz signal process. 

Despite advances that have been made above in terahertz 
non-destructive testing field, there has never been an 
appropriate statistical model to fit the terahertz signal 
theoretically, and the corresponding parameter estimation 
method has not studied as well, which limits its further wide 
applications.  

In the work, we propose a statistical model to fit the 
terahertz signal based on the Gaussian mixture model. In the 
process, two parameter estimation methods are provided to 
obtain the optimal parameter estimation of terahertz echo 
signal. Then, a series of simulation and experiments are 
implemented to analyze the fitting performance of both 
methods. The result indicates the effectiveness of the 
statistical model and provides a novel insight for the terahertz 
NDT. 

II. MODEL AND PARAMETER ESTIMATION METHODS 

A. Model of Terahertz Signals 

*Liuyang Zhang is the corresponding author. (e-mail: liuyangzhang@xjtu.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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In the pulse-echo terahertz testing, the reflected terahertz 
echo signal from a flat metal plate can be modeled by the  
Gaussian mixture model as 

2 2

1 2
1 2

1 2

( ) ( )
( ; ) *exp( ) *exp( )

t b t b
y t a a

c c


− − − −
= +   

1 1 1 2 2 2 = [   b   c     b   c ]a a  

(1) 

where, 
1a  and 

2a  represent the amplitudes corresponding 

to a narrow (subscript 1) and a broad (subscript 2) Gaussian 
echo model, respectively, which indicates the weight of the 

mixture in the terahertz signal. 
1b  and 

2b  represent the initial 

delay time relating to the location of the reflector. 
1c  and 

2c  

represent bandwidth factors that determine the time duration 
of the echo in time domain, which is associated with the 
attenuation and dispersion of terahertz wave in the 
propagation path. The parameters have intuitive physical 
meanings for the terahertz NDT process. Therefore, the prior 
distributions of the echoes for complicated sample tests can be 
obtained by superimposing the Gaussian mixture models via 
varying the parameters. 

To demonstrate the effectiveness and applicability of the 
mixture model, a parameter estimation based on the 
experimental data is implemented. As shown in Fig.1, the 
terahertz reflected echo (reference echo) in time domain from 
the front surface of the metal plate is illustrated in Fig.1 (a), 
and the corresponding frequency spectrum is shown in Fig.1 
(c). Fig.1 (b) depicts the estimated terahertz echo signal in 
time domain from the obtained experimental data by using the 
a Gauss Newton (GN) algorithm. The estimated parameter   

is [13.35  11.76  0.2  -5.039  11.45  0.7] . The corresponding 

frequency spectrum of  the estimated terahertz echo is shown 
in Fig.1 (d). It is concluded that the Gaussian mixture model 
with specific parameters can fit the terahertz echo signal well 
in both time domain and frequency domain. 

B. Expectation Maximization (EM) Method 

In practical terahertz NDT, the reflected echoes from the 
reflectors are not usually single terahertz echo, but the 
superimposed signal with multiple terahertz echoes. The 

maximum likelihood estimation based on the expectation 
maximization algorithm (EM) is a widely used multi-
parameters estimation method in NDT field [8]. Here, we 
firstly introduce the method to parameter estimation of 
terahertz echoes. Considering the actual terahertz echo is 
composed of M-superimposed dispersive echoes with the 
white Gaussian noise (WGN), and its formulation can be 
expressed as  

 

1

( ; ) ( ; ) ( )
M

m

m

Y t y t e t 
=

= +   (2) 

where, ( ; )Y t  is the observed signal with noise, ( ; )my t  is 

the noiseless single echo component, and the ( )e t  is the white 

Gaussian noise. 

Based on the Gaussian mixture model, we define the 
mY  

as the “unobserved data” set of the mth terahertz echo: 

 ( ; ) ( )m mY y t e t= +  (3) 

The observed signal can be obtained by the linear 
transformation of the unobserved data: 
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M

m

m

Y t Y
=
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It has been proven that the MLE of the parameter vectors 

m  subjected to the unobserved data sets 
mY  can be computed 

and the MLE of m  maximizes the probability density 

function (pdf) associated with the unobserved data set mY . 

Thus, the expectation of mY  can be computed in terms of the 

observed data and the current value of the parameter vectors 
can be expressed as 
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k M

k k
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where, 
1

1
M

m

m


=

= , and (k) is the iteration number. This is the 

E-step in EM algorithm, and the maximization step (M-step) 
utilizes the expectation from E-step to maximize the pdf. In 
the M-step, the parameter vectors are updated by minimizing 

 2
( )

( 1) arg min ( )
m

k
k

mm mY y


 


+ = −  (6) 

In conclusion, the EM algorithm for parameter estimation 

of M-superimposed terahertz echoes with WGN can be 
performed as the following steps: [9] 

Step 1. Make initial guesses for the parameter vectors and 

form matrix as 
(0) (0) (0) (0) (0)

1 2 3[ , , ,..., , ]M    = , then set the 

iteration number 0k =  and maxk A= ; 

Step 2. (E-step) For 1,2,3,...,m M= , compute the (5), 

and obtain the expected terahertz echoes. Here, 1
m M
 = ; 

Step 3. (M-step) For 1,2,3,...,m M= , iterate the (6) and 

set 
( ) ( 1)k k

m m  += ; 

Fig. 1. (a) The measured terahertz reflected echo signal from the front surface 
of the metal plate; (b) The estimated terahertz echo signal; (c) The frequency 

spectrum corresponding to (a); (d) The frequency spectrum corresponding to 

(b). 

(a) (b) 

(c) (d) 
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Step 4. Check the convergence criteria and iteration 

number maximum, if 
( 1) ( ) tolerancek k

m m + −   or k A , 

then stop; 

Step 5. Set  1k k→ +  and go to Step 2. 

C. Lasso-based Parameter Estimation Method 

Another multi-parameters estimation method proposed for 
terahertz superimposed echoes is the least absolute shrinkage 
and selection operator (Lasso) based on the sparse 
representation. Since the measured THz reflected echo signal 

( )Y t can be obtained by the convolution between the THz 

reference signal ( )refy t  and the impulse response function 

( )h t with extra Gaussian noise ( )e t , the convolution model 

can be expressed as 

 ( ) ( ) ( ) ( )Y t y t h t e t=  +  (7) 

In practice, we should consider the discrete form of (7) 
with the sampling period T 

 1

0

N

n n k k n

k

Y y h e
−

−

=

= +  (8) 

where
( )nY Y nT=

, 
( )kh h kT=

. n  and k  represent the 

indices of data sampling points, and N  represents the length 
of measured signal. 

Considering the sparse prior of the impulse response 
function, the sparse decomposition model of measured 
terahertz echo can be established as 

 Y h e= +  (9) 

where,   represents the overcomplete dictionary composed 

of the parameter vectors  1 2= , ,c c  ,   represents the delay 

time, 1c  and 2c  represent the bandwidth factor. h  is the 

sparse vector to be recovered, i.e., it has only few nonzero 
components, which corresponds to the location of the 
parameters in the dictionary  . Therefore, in terahertz signal 

process, the parameter estimation problem can be transformed 
into the recovery problem of the impulse response function 
from the complex measured terahertz echoes, and the kernel 
issue is how to recover the impulse response sequence from 
the superimposed echoes with sparsity and fidelity. 

In this case, the sparse vector h  can be calculated 

accurately by solving the 0l  regularized optimization 

problem, which is expressed as  

0arg min
h

h h


=   s.t.  2Y h −   (10) 

where the 0l  - norm of 
0

h  denotes the number of 

nonzero elements in the vector h .   is the regularization 

parameter with respect to the noise level. 

It is known that the global optimal cannot be guaranteed 

when 0l  regularized optimization problem is solved as shown 

in (10) due to its nonconvexity [10]. It has been demonstrated 

that the nonconvex optimization problem of 0l  - norm can be 

addressed by the convex optimization method such as Lasso 

[11]. Thus, equation (10) can be described as Lasso problem 
as 

2arg min -
h

h Y h


=    s.t.   
1h     (11) 

where 
2

 represents the 
2l  - norm. 

1
h represents the  

1l  - norm of h .   represents the regularization parameter 

that balances the sparsity and fidelity. 

Therefore, the sparse impulse response sequence can be 
obtained by solving (11) using a spectral projected-gradient 
(SPG) algorithm in ref 12]. The parameter vectors of 
measured signal can be also obtained from the obtained h .  

III. SIMULATION 

In this section, a series simulation are performed to 
analyze the performance of EM and Lasso for the parameter 
estimation of superimposed echo signal in terahertz NDT. It 
should be noticed that the present work can be easily extended 
to more complicated cases. 

Initially, we form a synthetic terahertz reflected signal 
composed of three Gaussian mixture models with the 
dispersion and attenuation to simulate the actual measured 
signal as much as possible. The initial parameter vectors   of 

synthetic echo signal are set to  1 2 3, ,   = , detailed 

parameters as shown in TABLE I. The synthetic terahertz 
echo signal contains 4096 data points with a sampling 

frequency 128sF = , as shown in Fig. 2. 

TABLE I.  INITIAL TRUE PARMETER VECTORS 

True 
parameter 1a  

1b  
1c  

2a  
2b  

2c  

1  13.35 11.76 0.2 -5.039 11.45 0.7 

2  8.9 19.76 0.5 -3.359 19.45 0.8 

3  4.45 24.76 0.7 -1.68 24.45 1 

Based on the model (1) of terahertz signal, both EM and 
Lasso method are employed to estimate the optimal model 

Fig. 2. The synthetic terahertz echo signal. 
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parameter. For EM method, an initial guess for the parameter 
vectors is necessary, and the estimation accuracy depends on 
the degree of the initial guess close to the true value. Here, we 
set the initial guess parameter vector as TABLE II. 

TABLE II.  INITIAL GUESS PARMETER VECTORS 

Initial 

parameter 
1a  

1b  
1c  

2a  
2b  

2c  

1  12 11.5 0.15 -5 11 0.7 

2  9 10 0.5 -3 10 0.7 

3  4.5 22 0.6 -2 22 0.9 

As shown in TABLE III, the results obtained by EM 
indicate that the estimation is close to unbiased estimation 
when the measured signal is noise-free. However, when the 
signal to noise ratio (SNR) decreases gradually, the estimation 

accuracy for the amplitude parameter  1 2,a a  and the 

bandwidth factor  1 2,c c  is the same as expected, whereas the 

estimation accuracy for the delay time  1 2,b b  deteriorates,   

that is to say, the estimation performance degrades gradually 
with the increment of the noise level due to the distortion of 
the actual echo parameter caused by the noise, which indicates 
the sensitivity of EM to the added noise.  

For Lasso method based on the sparse representation, an 
initial guess for the parameter vectors is not necessary, and its 
estimation accuracy depends on the construction of a 
dictionary and the selection of the regularization parameter. 
Therefore, we design the overcomplete dictionary based on 
the initial guess range of the parameter vectors. Considering 
the sparse prior knowledge of the impulse response sequence, 
the estimated parameter vectors are illustrated in TABLE IV. 

In TABLE IV, it can be observed that the overall 
estimation performance of the parameter vectors is good, 
especially for the delay time parameters and the bandwidth 
factors. In addition, the method is not affected by the added 
noise, which indicates the potential of Lasso parameter 
estimation method for the time of arrival (TOA) of echo and 
the location of the defects (LOD). 

To quantitatively analyze the estimation performance of 
both methods, the root-mean-square error (RMSE) is defined 
as 

 
2

1

1
  ( ( ) ( ))

N

j

RMSE Y j Y j
N



=

= −  (12) 

where, N  is the length of terahertz echo signal. Y


 and Y  

represent the reconstructed echo signal and the origin echo 
signal, respectively. j  represents the index of the data points. 

In the analysis process, we utilize a Monte-Carlo 
simulation to compute the RMSE of both method with the 
same noise level in 1000 trials. The results are illustrated in 
the right columns of TABLE III and TABLE IV, which 
reveals the Lasso method outperforms the EM method for the 
parameter estimation of terahertz signal with different noise 
levels.  

TABLE III.  THE ESTIMATED PARAMETER VECTORS OBTAINED 

BY EM 

SNR 
(dB) 1a  

1b  
1c  

2a  
2b  

2c  
RM
SE 

No-
noise 

13.35 

8.9 

4.45 

11.76 

16.76 

21.76 

0.2 

0.5 

0.7 

-5.039 

-3.359 

-1.68 

11.45 

16.45 

21.45 

0.7 

0.8 

1 

0 

20dB 

13.3 

8.88 

4.16 

11.76 

16.76 

21.77 

0.2 

0.5 

0.69 

-5.03 

-3.34 

-1.41 

11.5 

16.5 

21.4 

0.7 

0.8 

1.04 

0.00
21 

10dB 

13.48 

8.2 

4.39 

11.76 

16.77 

21.76 

0.2 

0.48 

0.67 

-5.13 

-2.72 

-1.52 

11.46 

16.38 

21.4 

0.71 

0.81 

0.98 

0.00
66 

TABLE IV.  THE ESTIMATED PARAMETER VECTORS OBTAINED 

BY LASSO 

SNR 
(dB) 1a  

1b  
1c  

2a  
2b  

2c  
RM
SE 

No-
noise 

13.34 

8.86 

4.44 

11.76 

19.76 

24.76 

0.2 

0.5 

0.7 

-5.036 

-3.34 

-1.67 

11.45 

19.45 

24.45 

0.7 

0.8 

1 

0 

20dB 

13.31 

8.72 

4.39 

11.76 

19.76 

24.77 

0.2 

0.5 

0.7 

-5.03 

-3.29 

-1.66 

11.45 

19.45 

24.45 

0.7 

0.8 

1 

0.00
2 

10dB 

12.89 

8.19 

3.74 

11.76 

19.76 

24.76 

0.2 

0.5 

0.7 

-4.87 

-3.09 

-1.41 

11.45 

19.45 

24.45 

0.71 

0.81 

0.98 

0.00
65 

IV. EXPERIMENTS 

To further demonstrate the effectiveness of the proposed 

model and the performance of both estimation methods, a 

three-layer thin sample that consists plastic layer, adhesive 

layer and metal layer is measured by the reflective terahertz 

time-domain spectra system under constant temperature and 

humidity environment. The reflected terahertz echo signal of 

the sample is obtained with the sampling period 

=0.0081T ps , sampling data points 4096N = , as shown in 

Fig.3 (a). It can be found that the measured echo signal is a 

complex superposition signal that is composed of the 

effective echo signal, multiple interlayer reflection signals 

and additive noise signal. The effective echo signal in 

measured signal can be reconstructed by EM and Lasso 

methods based on the Gaussian mixture model. It is worth 

noting that the multiple interlayer reflection signals that are 

meaningless to signal analysis are ignored during the 

parameter estimation process. 

TABLE V is the initial guess values of the parameter 

vectors. TABLE VI shows the estimated parameter vectors 

from the EM method and Lasso method. It can be found that 

both method is almost identical in estimating the delay time 

of first two wave packets, however, for the third wave packet, 

there are a significant difference, as shown in Fig.3 (b) and 

(c), which can be attributed to the selection of the initial value 

for EM method.  
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In order to quantitatively analyze the fitting performance 
of the proposed model, RMSE and fitting coefficient (R2) is 
employed. 
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where, Y  represents the measured echo signal. Y


 represents 

the reconstructed echo signal. Y
−

 represents the mean value of 
the measured echo signal. i  represents the index of the data 

points. 

 As illustrated in Fig.3, the fitting coefficient 

(
2 0.9679R = ) for Lasso method is higher than that 

(
2 0.9401R = ) for EM method, and RMSE ( 0.1340 ) for 

Lasso method is lower than that ( 0.1829 ) for EM method, 

which reveals that the effectiveness of the proposed terahertz 

theoretical model, and the superiority of the corresponding 

Lasso method for the parameter estimation of terahertz signal. 

TABLE V.  INITIAL GUESS PARMETER VECTORS FOR EM 

METHOD 

Initial 

parameter 
1a  

1b  
1c  

2a  
2b  

2c  

1  7.6 13.45 0.23 -3 13.12 0.7 

2  6.5 15.75 0.35 -3 15.42 0.9 

3  1 18.45 0.8 -2 18.12 0.5 

TABLE VI.  THE COMPARISION OF ESTIMATED PARAMETER 

VECTORS OBTAINED BY EM AND LASSO METHOD 

Method 1a  
1b  

1c  
2a  

2b  
2c  RMSE 

EM 

7.64 

5.81 

0.26 

13.45 

15.78 

18.52 

0.22 

0.33 

4.71 

-2.91 

-3.23 

0.83 

13.12 

15.45 

18.19 

0.7 

0.74 

0.30 

0.1829 

Lasso 

7.76 

6.54 

-1.46 

13.44 

15.79 

18.11 

0.23 

0.36 

0.34 

-2.99 

-3.74 

1.07 

13.13 

15.55 

17.26 

0.67 

0.78 

0.82 

0.1340 

V. CONCLUSION 

In this work, we first propose a statistical model of 
terahertz echo signal based on the prior knowledge of the 
measured terahertz signal. and the effectiveness in time 
domain and frequency domain. To demonstrate the 
effectiveness of the proposed model, both optimal parameter 
estimation method such as the expectation maximization 
method and the lasso-based method are employed. Then, 
numerical simulation and experiment are conducted to 
analyze the fitting performance of the model by both methods 
for the optimal parameters estimation of terahertz echo signal. 

The results validate the effectiveness of the proposed model 
and indicate that the Lasso estimator outperforms the EM 
estimator for the parameter estimation of terahertz signal, 
which provides a new statistical distribution model and 
parameter estimation method for the terahertz signal in 
terahertz NDT. 
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Fig. 3. The comparision of the fitting performance between the EM 

and Lasso methods. (a) The measured terahertz echo signal; (b) The 

reconstructed echo signal by EM; (c) The reconstructed echo signal by 

Lasso. 
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Abstract—State of health estimation of lithium-ion battery 

based on data-driven methods are influenced by the model input. 

Moreover, utilizing multi-dimensional health indicators as 

model input to estimate battery state of health does not increase 

the estimated accuracy, while it will increase the computational 

burden of the battery model. Therefore, this paper presents a 

prognostic framework based on principal component analysis 

technique to decrease the number of model input, while the 

health indicators are extracted from battery incremental 

capacity curves. Besides, the relationship between health 

indicators and state of health is established by Gaussian process 

regression. In addition, considering the diversity of the battery 

operating condition, this paper analyses the prediction of 

battery state of health under the three aging temperature mode, 

which consider four verified types. Moreover, using eight 

lithium-ion cells which aged at three different conditions to test 

the performance of our approach. The proposed methods have 

a higher accuracy based on the results of three types of errors, 

which show it can get less than 2.5% estimated error.  

Keywords—lithium-ion battery, state of health, principal 

component analysis, incremental capacity analysis  

I. INTRODUCTION  

Lithium-ion battery has applied in many energy storage 
system, such as electric vehicles, e-mobility in general, and 
other battery energy storage systems. Nevertheless, the 
lithium-ion battery performance changes with its continuous 
use, which will directly lead to the degradation for battery 
capacity and further affect the normal use for energy storage 
equipment. Battery management system (BMS) plays a huge 
role in maintaining safe reliable and efficient operation of 
lithium-ion battery. As an important task in BMS, it is 
important to monitor battery capacity degradation and 
optimizing charging and discharging strategy so as to obtain 
accurate battery state of health (SOH) estimation [1,2].  

To address this problem, there has been a large amount 
methods of battery SOH estimation in recent years. Generally 
speaking, these approaches can be classified in two categories, 
the model-based and the data-driven methods. 

The model-based method is aim at building mathematical 
models of battery degradation phenomenon for considering 
the electrochemical mechanism or the physicochemical aging 
mechanism. The two common models based on this method 
are the electrochemical model and the equivalent circuit 
model [3,4]. With the model-based method, the battery 
degradation mechanism can be clearly explained. However, 
the establishment of the battery model not only depends on the 
experimental equipment and load conditions, but also this 
model has high complexity and complex calculations. 

Different from model-based methods, data-driven 
methods can ignore the internal evolution mechanism of 
battery capacity degradation. Based on battery data 
information, the battery capacity degradation model is 
established so as to completing the battery SOH prediction. 
Existing approaches include kernel ridge regression (KRR), 
Monte carlo, Long short-term memory networks (LSTM), and 
so on. Maitane et al. [5] have presented the  battery SOH 
estimation prognostic framework with a low computational 
effort. Bayesian networks modeling battery fade with 
impedance has been proposed in [6]. 

Besides, most data-driven methods are focus on extracting 
the "good features" from the battery raw data, which finds the 
bridge between these features and battery SOH, to building the 

battery capacity degradation ，model. As one of the most 

commonly feature methods, incremental capacity analysis 
(ICA) technique has received widespread attention [7-13]. 
However, there are several issues of these methods, which 
want to overcome: (1) Most references based on ICA technical 
is aim at extracting partial health indicators, as in [7,12,13]. It 
has not enough detailed description on the health indicators 
based on ICA, which lacks of explanation of incremental 
capacity (IC) curve characteristics. (2) In [7,8,12,13,14], they 
have aimed at extracting health indicators, but the redundancy 
of the health feature information has not been considered, it 
has doubted about the idea that the more features the better the 
prediction effect. (3) The influence of temperature on battery 
health cannot be ignored in real application. In [7,12,13,14], 
they have just extracted battery health indicators under one 
temperature mode, which has been shored of analysis of health 
indicators at different temperatures modes, the trend of health 
indicators is doubtful under different temperature mode. 

Based on the above discussion, this paper proposed an 
improved GPR model for accurate battery SOH estimation. 
Multi-dimension health indicators are extracted from IC 
curves, which are extracted all health indictors based on ICA 
technical, as for the base choice for battery model input. 
However, multi-dimension health indicators will increase the 
complexity of the model, and does not improve the prediction 
accuracy. Multi-dimension health indicators are processed by 
the principal component analysis (PCA) algorithm, and the 
processed "health indicators" are used as the new model input 
variable to complete the battery capacity degradation model. 
Besides, considering the diversity of operating condition, 
three temperature condition will be considered in this paper. 
The estimated results show the high efficiency and robustness 
based on eight cells. The main contributions of this paper are 
summarized as follows: 

1) Considering the different operation condition, such as 
charging rate, aging state and temperature, multi- health 
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indicators based on ICA technique has been detailed in this 
paper. 

2) In order to eliminate the negative effect of 
computational burden caused by multi-dimensional input, the 
PCA algorithm reduces the dimensionality of the model input. 
The SOH is estimated effectively with considering the three 
types errors based on our proposed method, which means the 
multiple health indicators do not increase the accuracy of 
battery SOH estimation. 

3) In this paper, the training and testing date set are from 
different data set, which means that in the absence of cell data 
that needs to be predicted, other cell data is trained the model 
to achieve the battery SOH prediction. Based on four types 
compared methods, the SOH estimated result has a high 
accuracy. 

The organization of this paper is arranged as follows. The 
corresponding laboratory battery tests are presented in Section 
II. The related algorithms including PCA and GPR are 
presented in Section III. The health feature extraction method 
based on incremental capacity analysis are shown in Section 
IV. Then, the section V discusses the SOH estimated results. 
Finally, the conclusion is summarized in Section VI. 

II. BATTERY EXPERIMENT 

Fig. 1 shows the lithium-ion battery cell which used in this 
paper. The cell's basic electric parameters are summarized in 
Table I. 

 

Fig. 1. The battery test bench. 

TABLE I.  THE DESCRIPTION FOR THE TESTING BATTERY 

Description Value 

Nominal Capacity 2.5 Ah 

Charge Current 2.5A 

Discharge Current 2.5A 

Charge cut-off voltage 3.6V 

Discharge cut-off voltage 2V 

These LFP/C battery cells were placed in temperature 
control chambers in order to allow stable temperature during 
the test. The temperature values summarized in Table II, 
which refers to the average temperature measured on the 
battery cell during cycling, which not to the ambient 
temperature inside the various temperature chambers, which 
these cells were aged at these three temperature modes, 42.5℃, 

35℃and 25℃ respectively. During the reference test, the 

charging and discharging battery capacity was measured with 
2.5 A (1C-rate) and 10 A (4C-rate) at their own temperature 
condition. The measured voltage and current during one 
reference performance test, are presented in Fig. 2. We have 

eight classes battery data, which these data set can be divided 
into three working mode condition, the cell's working mode 
condition is detailed in Table II.  

TABLE II.  THE WORKING MODE CONDITION FOR BATTERY DATA 

Test Case LFP/C cells Temperature 
Working mode 

condition 

TC1 cell 1,cell 2, cell 3 42.5℃ Mode 1 

TC2 cell 4,cell 5, cell 6 35℃ Mode 2 

TC3 cell 7,cell 8 25℃ Mode3 

 

 Fig. 2. The representation for the whole testing process. 

In this paper, three different modes data are used to verify 
our proposed methods. We select three batteries in different 
temperature modes and observe their capacity degradation. 
Take cell 1, cell 4, and cell 7 as examples, the capacity 
evolution of the these batteries during the aging process is 
presented in Fig. 3. 

 

Fig. 3. The capacity variation of the three LiFePO4/C batteries. 

III. BATTERY SOH BASED ON GAUSSIAN PROCESS 

REGRESSION  

Due to the advantages with nonparametric and 
probabilistic, the Gaussian process regression (GPR) model 
has been used in battery SOH estimation. By using the prior 
knowledge in Bayesian framework, while quantifying the 
prediction uncertainty in a principled way, the GPR model can 
realize to achieve the state prediction. In this paper, our goal 
is to establish the bridge between health indicators and battery 
SOH.  

Consider the input vector x , output vector y  and ( )f x , 

in order to estimate the output y , it can be written as 

( ) ~ ( ( ), ( , '))f x GP m x k x x , where ( ) [ ( )]m x E f x=  and 

( , ') [( ( ) ( ))( ( ') ( '))]k x x E f x m x f x m x= − −  are mean function 

and the covariance function respectively. 

The output function ( )f x  is unknown and normally what 

we obtain is the observed value of the input, as shown in (1) 

Data 

collection

FuelCon
Host computer

Current +

Current - Voltage -

Voltage +Temperature

Climatic 
chamber

LiFePO4 cell

1C 4C

0 10 20 30 40 50

Time(week)

2

2.2

2.4

2.6

cell 1, T=42.5°C

cell 4, T=35°C

cell 7, T=25°C

C
a
p
a
ci

ty
(A

h)



386 

 ( )Y f x = +                                  (1) 

where Y  is the measured value,   is the measure noise and 
2~N(0, )n  . Hence, the prior distribution of observations can 

be expressed as follows: 

 
2~N( ( ), ( , ') I )n nY m x k x x +  (2) 

In addition, if we have original input data 
1[ ,..., ]nX x x= , 

original measure data 
1[ ,..., ]nY y y= $, a new data X  , the 

predicted value f   can be obtained based on the original 

input/measure data, which can be shown as follows, 

 
2( , ) ( , )

~ (0, )
( , ) ( , )

n n
Y K X X I K X X

N
f K X X K X X

 

   

 + 
  

   
 (3) 

where ( , )K X X is a covariance matrix with original input, 

( , )K X X 
 is a covariance matrix with new data, 

( , )K X X 
 is a covariance matrix between original input 

and new data, 
2

n nI is the noise covariance matrix. 

Moreover, our goal is to get the predicted value f 
. 

Before completed the results, the focus point is to get the 

condition distribution on with ,X Y  and X 
, which can be 

shown as follows, 

 | , , ~ ( ,cov( ))f X Y X N f f     (4) 

where f 
 is the mean value of the prediction result of f  , 

cov( )f   is the covariance value of the prediction result of f  , 

which are shown as follow, 

 
2 1

2 1

( , )[ ( , ) I ] ,

cov( ) ( , ) ( , )[ ( , ) I ] ( , )

n n

n n

f K X X K X X Y

f K X X K X X K X X K X X





  −

    − 

= +

= − +
 (5) 

Besides, by using the marginal likelihood to identify the 
parameters, while the marginal log-likelihood can be reached 
the maximum value, which can be written as (6), 

11 1
log( | , ) log | | log 2

2 2 2

T

y y

n
Y X Y K K − = − − −          (6) 

where 
2Iy n nK K = +  refers to the co-variance matrix of Y , 

the   is the hyper-parameter set, then the maximum 

likelihood method can be used to determine parameters set  . 

The gradient descent algorithm is used to solved (6), which 
can be shown in (7)  

1 1

1 2 1

1
log ( | , ) (( ) )

2

( I )

y

i i i

y n n

K K
p Y X tr K

K Y K Y



 

− −

− −

  
 = −

  
 = = +

          (7) 

Based on above analysis, the battery SOH estimation with 
GPR model can be obtained. 

IV. FEATURE PARAMETERS 

Based on the measured laboratory results, in this part, we 
propose battery cell characteristic parameters that can track 
the battery SOH, which are extracted from battery 
experimental data with ICA technique.  

The ICA technique can be used to process battery data, 
while the flat voltage curves are converted into a sequence of 
peaks and valleys, that is the incremental capacity (IC) curve 
[7-11]. Each IC peak and valleys of the IC curves has their 
own shapes, amplitudes and positions under different aging 
states, as presented in [8]. Thus, it is important to extracted the 
useful information from these external characteristics. The 
representation of IC curves for the tested battery at different 
aging states is plotted in Fig. 4. The specific calculation is 
shown in (8). 

 

1

1

t t

t t

c

Q QdQ Q

dV V V V

Q I dt

−

−

−
= =  −


 =
 

 (8) 

Drawing the IC curves with the data of phase 1C in cell 7, 
which is presented in Fig. 4. However, Fig. 4 (a) covers that 
the original curves are not smooth, by using filtering technique 
to the original curves. The processed IC curve is shown in Fig. 
4 (b). 

 

Fig. 4. The evolution of the IC curves for tested battery during the aging 
process,(a) original curves; (b) under filtering technique. 

As shown in Fig. 5, the IC curve under the 1C phase and 
the 4C phase is plotted. In the 1C stage, it can be seen three 
obvious peaks, that are peak 1, peak 3 and peak 5, while also 
has two clear valleys, valley 2 and valley 4. In the 4C stage, it 
can only get one obvious peak, that is peak 6, and two 
inconspicuous valley, valley 7 and valley 8. 

 

Fig. 5. The characteristic of IC curves, (a) under 1C charging rate; (b) under 
4C charging rate. 

Fig. 6 shows the evolution of the IC curves for battery 
under different the operating condition. Based on Table III, we 
extracted the feature from the IC curves, such as the peak 
value, that is position of the peak and ICA value of the peak, 
the slope of the peak, the area of the peak and the same 
characteristic of valley. 
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Fig. 6. The evolution of the IC curves for battery during the aging condition,(a) 
different charging rate; (b) different temperature with 1C; (c) different 
temperature with 4C. 

TABLE III.  THE DESCRIPTION FOR FEATURE PARAMETERS BASED ON 

IC CURVES 

Feature 

Peak 

Right/Left Slope 

Valley 

Area 

Based on above analysis, the focus is that to extract the 
health indicators from the IC curves. According to Fig. 5 and 
Fig. 6, the position of the peak/valley change significantly 
with changes in temperature, aging state, and charging rate. 
And the slope for the IC curves also has tilted change. Besides, 
the area near the peak/valley point is also considered. By using 
simple mathematical calculations, 31 features can be obtained, 
which shown in Fig. 7. Let the notation P to represent the peak, 
and V to represent the valley. 

 

 

Fig. 7. The extracted features based on Cell 7. 

V. ESTIMATED RESULTS AND DISCUSSION 

In this part, we perform the effectiveness of the prognostic 
approach for estimating battery SOH. Eight cells are used for 
verification, while the verified methods under four types with 
different model input, type 1 is that using the health indicators 
with PCA processing; type 2 is that using all health indicators; 
type 3 is that using health indicators based on grey relation 
analysis, while the dimension equals to type 1; type 4 is that 
using health indicators based on randomly selected, while the 
dimension also equals to type 1. Besides, three types errors are 
chosen to measure the estimated accuracy, that are the mean 
absolute error, mean square error and root mean square error. 

Finally, by using the coefficient of determination 2R  to 
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analysis the efficiency of the estimate model, where the larger 

value of the 
2R , the better the model fitting effect. 

Based on Table II, it has three condition battery set, that is 
TC1, TC2 and TC3. Different from other verified method, 
which the training set and testing set are from the same cell. 
In this paper, we choose the cell A in mode I as the training 
set, while the cell B in mode I as the testing set. This 
verification method is more convincing, even in the absence 
of a battery data, it still has an accurate prediction effect on its 
own SOH.  

Besides, in order to select the appropriate number of the 
health indicators, the accumulated variance contribution rate 
of components produced by PCA are presented in Table IV, 
which means that the accumulated variance contribution rate 
of component 1 to component 7 of eight cells have reached 
above 99%. Therefore, we choose these six components as the 
final model input. 

 

 

Fig. 8. The estimated result for (a) TC1, (b) TC2 and (c) TC3. 

Fig. 8 shows the estimated result for TC1, TC2 and TC3 
under four verified methods, which shows that the estimated 
result with type 1 can better track true value. Although, for 
mode 3, the estimated result with type 2 also can get accurate 
result, while the prediction accuracy based on type 1 is not 
much worse than it, this means can explain that even when all 
health indictors are used for training the model, the accuracy 
of the SOH estimation will not be improved. 

 

 

Fig. 9. The estimated absolute error for (a) TC1, (b) TC2 and (c) TC3. 

 

 

Fig. 10. Three errors and coefficient of determination 2R   for different type, 

(a) MAE, (b) MSE (c) RMSE (d) 2R . 

TABLE IV.  ACCUMULATED CONTRIBUTION RATE OF COMPONENTS. 

Cumulative contribution rate (100%) 

  component 1 component 2 component 3 component 4 component 5 component 6 component 7 

TC1 cell 1 76.1% 21.37% 1.6% 0.4% 0.2% 8.27e-02% 2.61e-02% 
 cell 2 79.4% 18.4% 1.1% 0.8% 0.2% 6.71e-02% 2.79e-02% 

 cell 3 83.9% 13.9% 1.3% 0.5% 0.2% 9.93e-02% 5.38e-02% 

TC2 cell 4 88.8% 8.9% 1.2% 0.5% 0.3% 0.2% 7.50e-02% 
 cell 5 84.4% 12.4% 1.6% 1% 0.3% 0.2% 8.83e-02% 

 cell 6 87.9% 9.4% 1.5% 0.7% 0.3% 0.1% 5.39e-02% 

TC3 cell 7 50.7% 35.8% 7.8% 2.7% 1.6% 0.9% 0.3% 
 cell 8 66.5% 25.5% 4.4% 2.3% 0.7% 0.2% 0.1% 

Fig. 9 shows the estimated absolute error for TC1, TC2 
and TC3 under four verified methods, which shows that the 
accuracy of SOH estimation under type 1 is higher than 

accuracy obtained for the other three types, and the estimated 
absolute error under type 1 is more stabler and smaller. 
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TABLE V.  THE THREE ESTIMATED ERRORS FOR TC1 BASED ON 

DIFFERENT TYPE 

Error Type1 Type2 Type3 Type4 

MAE 0.0082 0.0283 0.0095 0.0127 

MSE 1.27e-04 8.49e-04 1.57-e04 2.25e-04 

RMSE 0.0113 0.0291 0.0125 0.015 

TABLE VI.  THE THREE ESTIMATED ERRORS FOR TC2 BASED ON 

DIFFERENT TYPE 

Error Type1 Type2 Type3 Type4 

MAE 0.0067 0.0063 0.0095 0.0127 

MSE 8.65e-05 5.07e-05 1.14-e04 2.02e-04 

RMSE 0.0093 0.0071 0.0107 0.0142 

TABLE VII.  THE THREE ESTIMATED ERRORS FOR TC3 BASED ON 

DIFFERENT TYPE 

Error Type1 Type2 Type3 Type4 

MAE 0.0185 0.0251 0.0277 0.0243 

MSE 4.46e-04 9.85e-04 0.0012 0.001 

RMSE 0.0211 0.0314 0.0353 0.0322 

Fig. 10 and Table V - Table VII show the three types errors 

and the coefficient of determination 
2R  for TC1, TC2 and 

TC3 under four verified methods. For TC1, the MAE and 
RMSE using type1 SOH estimation is about 0.0082 and 
0.0113, while the MSE is approximately 1.27-e04, which is 
slower than other three types. For TC2, the MAE and RMSE 
using type1 SOH estimation is about 0.0067 and 0.0093, while 
the MSE is approximately 8.56-e05. For TC3, the MAE and 
RMSE using type1 SOH estimation is about 0.0185 and 
0.0211, while the MSE is approximately 4.46-e04. Through 

Fig. 10 (d), we find that the 2R  of the type 1 under three mode 

is higher than other three types, which means that based on 
type 1, it can get better battery SOH estimated results. 

VI. CONCLUSION 

This paper proposed the technique for estimating battery 

SOH based on ICA technique. By processing the battery raw 

data with ICA technique, 31 health indicators are extracted 

from IC curves. Besides, the PCA algorithm reduces the 

number of the model input so as to eliminating the negative 

effect of computational burden caused by multi-dimensional 

input; the results show that multi-dimensional input does not 

improve the prediction accuracy. In addition, the training and 

testing data set are from different data set, which is different 

from common verified method. Then, the mean square error 

of the proposed method is less than 5.50e-04 for these three 

mode, which shows the proposed method has a high accuracy. 
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Abstract—The increasing need for reliable and sensitive 

detection methods have been brought about by the design of 

lighter, more flexible or complicated composite structures. In 

the field of vibration-based testing, many studies about the 

assessment of composite structures have been proposed. 

Artificial neural networks(ANNs) have offered a novel route to 

explain the relationship between vibration feature and defect 

status, and an increasing number of ANN frameworks have 

been designed for adhesive defect identification in the composite 

structure. This paper proposed a novel ANN framework based 

on Convolutional Long Short-Term Memory (ConvLSTM) in 

order to identify composite structure with adhesive defect. The 

proposed framework allowed pattern classification of the defect 

accordingly. To verify the feasibility of the proposed approach, 

two specimens with different levels of debonding were tested. 

The obtained results indicate that the classification accuracy 

strongly depended on the proper adaption of ConvLSTM 

Index Terms—Artificial neural networks, adhesive defect 

identification, ConvLSTM. 

I. INTRODUCTION 

Composite structures, such as steel-concrete structures, 
laminated plates, adhesive joints, etc., have been employed 
across a wide range of engineering fields, as they are often 
designed to satisfy specific requirements such as bearing 
capacity, durability, insulation, or corrosion resistance in 
these fields. In recent years, the increasing need for reliable 
and sensitive detection methods have been brought about by 
the design of lighter, more flexible or complicated composite 
structures, and many studies about the assessment of 
composite structures have been proposed in the field of 
vibration-based testing/measurement [1]. The dynamic 
properties of composite structures such as modulus of 

elasticity, natural frequency, stiffness, damping factor, etc. 

can be acquired from vibration responses due to the fact that 
they are, in general, susceptible to the action of dynamic force 
[2]. However, it has also been theoretically and practically 

* Libing Bai is the corresponding author. (e-mail: bailb991@163.com). 

proved that a local defect like delamination, and debonding 
in a reference structure can cause the reduction of local 
structural stiffness, changing the dynamic properties of the 
whole structure [3] and imposing a huge threat to the 
structural safety. Therefore, the detection for the composite 
structure defects is an emergent concern in applications and 
represents a more challenging task in consideration of the fact 
that the relationships between vibration signals and these 
defects are quite complicated or there is no known analytical 
solution at all [4].  

Recently, artificial neural networks(ANNs) have 
presented a great advance in establishing the mapping 
relationship between vibration feature and defect status. An 
increasing number of ANN frameworks have been designed 
for adhesive defect identification in the composite structure. 
The mostly used ANN in adhesive defect identification was 
multi-layer backpropagation network (MLBPN) [5] [6]. 
Since the vibration signals measured in the time domain are 
composed of thousands of samples, the determination of 
suitable feature proxy as training data for ANN becomes a 
very important issue [7]. Although the aforementioned 
methods can identify adhesive defects in composite 
structures, most of them predominantly depend on the choice 
of feature extraction techniques, which usually require 
complex signal processing. Moreover, in ANN based method, 
a neural network was often used as the classifier for defect 
identification where its feature learning capability was 
constrained. There remains a need for a compact ANN 
framework for adhesive defect identification that includes 
both feature extraction and classification parts.  

One may say that the convolutional neural network(CNN) 
is applicable for feature extraction because it can 
automatically extract high-level features from the raw dataset 
and preserve the spatial information [8]. However, in the field 
of vibration testing, signals collected from a sensor network, 
e.g. velocity, acceleration, and displacement are regarded as 
a spatiotemporal sequence, whereas CNN can not take the 
temporal correlations of the sequence into consideration. In 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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contrast to CNN, Convolutional Long Short-Term 
Memory(ConvLSTM) is made up of convolution structures 
in both the input-tostate and state-to-state transitions [9], 
which makes it possible to capture spatiotemporal 
information from the input data, and produce more 
discriminative spatiotemporal feature representations. 
ConvLSTM has proven powerful for capturing 
spatiotemporal correlations from videos, weather maps, and 
traffic flows [10] [11] [12], but few studies have focused on 
vibration signals measured from a sensor network. Inspired 
by the above work, this paper proposed a novel ANN 
framework based on ConvLSTM for adhesive defect 
identification.  

The main objective is to identify composite structure with 
adhesive defect by processing the vibration response 
acquired from a network of transceivers deployed on the 
structure. The proposed framework allowed pattern 
classification of the defect. To verify the feasibility of the 
proposed approach, two specimens with and without 
debonding defect were tested. The obtained results indicate 
that the classification accuracy strongly depended on the 
proper adaption of ConvLSTM. The main contributions of 
this paper are listed as follows: 

(1) Existing methods mainly use ANN as a classifier 
in vibration testing. In many cases, the raw vibration signals 
are preprocessed by advanced signal processing techniques 
to extract distinguishable features. In this paper, in order to 
better utilize the feature extraction capability of ANN, 
ConvLSTM, which can retain the spatiotemporal information 
of vibration signals, is adopted to set up a compact network 
for adhesive debonding identification. Preprocessing the 
input data is simplified since the feature extraction task is 
implemented in the proposed network. 

(2) Extensive experiments are carried out to analyze 
and verify the proposed model. In this paper, to analyze the 
feature extracting performance of the proposed network, we 
collected intermediate outputs of the proposed network under 
different configurations. The ConvLSTM layers’ output 
difference is observed between debonding feature map and 
intact feature map, which indicate that ConvLSTM layers in 
the proposed network have managed to extract features from 
vibration signals. Furthermore, we compare the performance 
of the proposed network with traditional LSTM network. 
Without spatial information, the prediction accuracy of 
LSTM network is noticeably lower than that of the proposed 
network. 

II. METHODOLOGY 

Assume the vibration response of a reference structure in 
the time domain is collected from a sensor network mounted 
on the structure surface. It can be denoted as X = {Xij(t)}, 
where Xij(t) is the vibration response collected from the 
sensor located in (i,j) at time t. As shown in [13], the mapping 
relationship between the excitation load and the response can 
be denoted as: 

 X = M(f(t)) (1) 

Where M is the mapping function between the excitation 
load f and the vibration response. It is worth noting that, in 
general, the relationship between the input and output of 
either linear or nonlinear structures can be described by a 
mapping function. 

 

Fig. 1. The Debonding Identification Neural Network 

Moreover, the mapping function is solely determined by 
the dynamic properties of the structure and when the load is 
invariant, the vibration response varies over the measured 
structures. By labeling vibration responses from different 
specimens as Y = {k}, (1) can be rewritten as: 

 Xk = Mk(f(t)) (2) 

As illustrated in fig. 1, the proposed neural network is 
mainly composed of two parts: feature learning and 
classification. The core structure of feature learning part 
consists of ConvLSTM layers and pooling layers and learns 
spatiotemporal features from the vibration response. The 
classification part uses dense layers as the classifier for the 
final debonding recognition. The key equations of the 
ConvLSTM cell are formulated as: 

 ft = σ(wf ∗ [ht−1,xt] + bf) (3) 

It = σ(wi ∗ [ht−1,xt] + bi) (4) 

Ct ∼= tanh(wc ∗ [ht−1,xt] + bc) (5) 

Ct = ft ∗ Ct−1 + it ∗ Ct ∼ (6) 

ot = σ(wo ∗ [ht−1,xt] + bo) (7) 

ht = ot ∗ tanh(Ct) (8) 

Where sigma is the logistic sigmoid function, ft, it, Ct ∼, 
Ct, ot and ht are respectively the forget gate, input gate, cell 
state candidate, cell state, output gate and hidden state vectors 
of the same size, wf, wi, wc and wo are weights of convolution 
windows, and bf, bi, bc and bo are biases. The pointwise 
product of ft and Ct−1 in (6) means that some information from 
the previous cell state(Ct−1) is removed by ft. The elements in 
ft are numbers between 0 and 1, where a 1 represents keeping 
all previous information while a 0 represents forgetting all 
previous information. Similarly, the pointwise product of it 

and Ct in (6) indicate that some information from candidate 
cell state(Ct ∼) is selected by it. The size of vibration response 
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or the input of ConvLSTM layer X can be denoted as M×N, 
and hidden state or the output of ConvLSTM layer H can be 
seen as the hidden representations of vibration response X 
with size M×N×F(padding=same), where F is the number of 
convolution windows. From (3)-(8), it is known that spatial 
features of X are extracted by these windows and temporal 
features are stored in cell state C. H, C separated into F 
components can be represented as: 

 H = ch(H1,...,Hi,...,HF) (9) 

 C = ch(C1,....,Ci,....,CF) (10) 

Where ch is horizontal concatenate function, Ci denotes the 
temporal feature of X filtered by the ith window, and Hi 

denotes the spatio-temporal feature of X filtered by the ith 
window. To reduce computational complexity, two types of 
pooling layers are used to shrink the size of H. An average 
pooling layer is used to reduce the temporal size of hidden 
states, and a max pooling layer is used to reduce spatial size. 
Depending on the complexity of the input data, multiple 
layers that comprise a ConvLSTM sublayer(a constituent 
ConvLSTM layer), an average pooling sublayer(a constituent 
average pooling layer), and a max pooling sublayer(a 
constituent max pooling layer), can be stacked to achieve the 
desired feature representation for the input data. Therefore, 
the output of the feature learning part stacking N layers can 
be represented as: 

 O = Tn(X) (11) 

Where Tn is the mapping function between X and the nth 
feature extraction layer’s output. The conditional probability 
distribution of each composite structure sample predicted by 
classification part is represented as: 

 Qi(y = i|fl(O)) (12) 

Where fl is the flatten function, Qi is the probability value 
of the ith vibration response xi can be obtained from the  

 

Fig. 2. Specimens for Testing 

 

Fig. 3. Experimental Schematic 

neural network, and i indicates the labels of the composite 
structure samples. The loss function of the whole network can 
be described as: 

 Loss = ∑ Pi
N
i=1 ∗ log(Qi) (13) 

where Pi is the true probability distribution of labels and (13) 
is used to learn the network weights and biases, and is 
optimized by the adaptive moment estimation 
algorithm(Adam) in this work. 

III. EXPERIMENT SETUO AND SAMPLES 

The specimens for testing are shown in Fig. 2, and the 
dimension of these two plates is 30×30×3mm. The 
composite plates were composed of two parts, an aluminium 
and a rubber, which was bonded by epoxy resin.  

The first specimen was an intact specimen with a full 
connection between both parts. The second specimen had an 
artificial debonding of size 2×2mm. Fig. 3 is the 
experimental schematic diagram of the test setup. For each 
measurement, two ends of the specimen are fixed by metal 
strips. The vibrator applied a continuous sinusoidal load with 
a frequency of 5kHz on the surface of the specimen at 
excitation points. The accelerometer network of 8 × 8 was 
mounted on the top of the specimen to collect the vibration 
response. In total, two groups of vibration responses of size 
100000 × 8 × 8 from excitation point 1 have been used to 
testify the proposed identification network. 

Three steps were conducted before training the proposed 
identification network:  

(1) The raw data of vibration responses were denoised by 
the bandpass filter.  

(2) The denoised data were symmetrically dilated in 
spatial dimensions since the spatial size of the data was small. 
It is worth noting that when the spatial size of the data is large 

 

Fig. 4. The Training Sample Data Block 

(e.g. large scale data from a full-field scanning vibrometer), 
there is no need for spatial dilation; 

(3) The training segments of size 5000 × 16 × 16 were 
randomly picked from the dilated data, which means each 
segment has different starting times. This is mainly for testing 
the temporal feature learning capability of our network. For 
each group of vibration response, we picked 200 segments. 
Therefore, the final training dataset for each group is a 200 × 
5000 × 16 × 16 tensor. Suppose the batch size is 1, then one 
training sample is a 5000×16×16 data block as shown in 
Fig.4. 

IV. RESULTS AND DISCUSSION 

We extensively evaluate the proposed network and the 
learnt spatiotemporal features under various settings for the 
task of debonding identification.  

To quantitatively and qualitatively analyze the feature 
extraction capability of the proposed model, several 
ConvLSTM based models with different structures and 
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configurations were analyzed. Furthermore, we compare the 
proposed network with the LSTM network using the same 
dataset. It is worth noting that the training sample of the 
LSTM network does not need dilation and is dimensionally 
reduced to 2D of size 5000 × 64(5000 timesteps and 
64features for each step). 

TABLE I．   GODEL ACCURACY AND CONFIGURATION 

As illustrated in table 1, the main difference between 
these three models is their different configurations of 
ConvLSTM layers and pooling layers and the prediction 
accuracy of each model varies under different configurations. 

To further investigate the behavior of these models, we 
analyzed two intermediate outputs for each model. 
Intermediate output#1 is the output of feature extraction part 
of the model and intermediate output#2 is the output of the 
classification part.  

Intermediateoutput1 Sample#1 Sample#2 

t0 = 4 

  

t0 = 91 

  

Fig. 5. Intermediate Output 1 of Model 1 

Intermediateoutput2 Sample#1 Sample#2 

t0 = 4 

  

t0 = 91 

  

Fig. 6. Intermediate Output 2 of Model 1 

As shown in Fig.5 and Fig. 7, where the vertical category 
includes feature maps of one sample with different starting 
times and the horizontal category includes feature maps of 
different samples’ training data, the intermediate output#1 
feature maps of low accuracy models(model1,model2) are 
almost indistinguishable in both horizontal category and 
vertical category.  

Similarly, As shown in Fig.6 and Fig.8, the intermediate 
output#2 feature maps of low accuracy model are 
indistinguishable in both horizontal and vertical categories.  

By systematically adjusting the configuration of the 
Convlstm model, we obtained a high accuracy 
model(model3). However, Neural network configuring is 
beyond the scope of this paper and a further discussion is 
unnecessary.  

 

 

 

 

 

 

 

 

Fig. 7. Intermediate Output 1 of Model 2 

 

 

 

 

 

 

 

 

Fig. 8. Intermediate Output 2 of Model 2 

As shown in Fig.9 and Fig.10, both intermediate output#1 
and intermediate output#2 show some sort of differences in  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9. Intermediate Output 1 of Model 3 

Models Accuracy Configuration 

1 0.5 
ConvLSTM 1(filters=40 kernelsize=(6,6)) 

ConvLSTM 2(filters=20 kernelsize=(3,3)) 

2 0.64 

ConvLSTM 1(filters=40 kernelsize=(6,6)) 

MaxPooling 1(2,2,2) 

ConvLSTM 2(filters=20 kernelsize=(3,3)) 

MaxPooling 2(2,2,2) 

3 0.99 

ConvLSTM 1(filters=40 kernelsize=(6,6)) 

MaxPooling 1(5,3,3) 

ConvLSTM 2(filters=20 kernelsize=(3,3)) 

MaxPooling 2(3,2,2) 

Intermediateoutput1 Sample#1 Sample#2 
t0 = 4 

  

t0 = 91 

  

Intermediateoutput2 Sample#1 Sample#2 
t0 = 4 

  

t0 = 91 

  

Intermediateoutput1 Sample#1 Sample#2 
t0 = 4 

  

t0 = 17 

  

t0 = 50 

  

t0 = 91 
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Fig. 10. Intermediate Output 2 of Model 3 

rows and columns, but the more obvious differences occur 
horizontally. Compared to Sample#2’s feature maps of 
intermediate output#1, Sample#1’s feature maps have more 
compactly distributed yellow areas. Similarly, the feature 
maps of Sample#1 and Sample#2 have different distributions, 
especially inside the red dotted box. 

As illustrated in table 2, the ConvLSTM model 
outperforms the LSTM model in terms of accuracy. In 
addition, the trainable parameters needed for the ConvLSTM 
model(544395) is much lower than that for the LSTM 
model(12872137), which suggest that deep feature extraction 
alone is not competent to the task of spatiotemporal dataset 
identification. 

 TABLE II． MODEL ACCURACY AND CONFIGURATION 

As shown in fig.11 and fig.12, there is a distinct 
difference between the ConvLSTM intermediate outputs and 
the LSTM intermediate outputs. The original intermediate 
feature maps of the LSTM model are 10000 × 10. For better 
illustration, we change these maps’ size as 1000 × 100. For 
better illustration, we change these maps’ size as 1000 × 100. 
The ConvLSTM intermediate outputs of sample#1 and 
sample#2 while the intermediate outputs of the LSTM model 
between sample#1 and sample#2 are almost unable to discern. 

What is more, the size of the ConvLSTM is much smaller 
than that of the LSTM model, which is mainly on account of 
the pooling operation.  

Through the above investigation, we can find that the 
ConvLSTM model can extract distinguishable 
spatiotemporal features after proper configuration whereas 
the LSTM model given greater computation power(more 
trainable parameters) is not applicable to identify 
spatiotemporal dataset in this work. 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Intermediate Outputs of LSTM and ConvLSTM Model at t0=4 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Intermediate Outputs of LSTM and ConvLSTM Model at t0=91 

V. CONCLUSION 

In this paper, a debonding identification neural network 
based on ConvLSTM has been proposed to identify 
composite structure with debonding defect. This proposed 
method discusses the advantages of ConvLSTM in vibration-
based testing. It is helpful for the future work to use the 
ConvLSTM for feature extraction and classification. The 
proposed network can reserve spatial and temporal 
information of vibration responses and result in better 
classification performance. This paper only presents the 
identification network for periodic vibration response. The 
state-of-the-art advances of convolution and recurrent 
networks can be further utilized in a compact form to identify 
more complex vibration responses(e.g. impulse and multi-
frequency responses) from the damaged composite structure. 
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Abstract—In this study,  the analysis of the lowest spatial 

resolution for measuring weld cracks based on the magnetic 

flux leakage (MFL) test method was developed. MFL 

detection is a widely used method of pipeline nondestructive 

testing. The spatial resolution of the MFL sensors influences 

the data amount and detection accuracy. The magneto-optical 

detection technique can be used to solve the problem of 

insufficient spatial resolution, but the amount of data is very 

large and redundant. Using the lowest spatial resolution with 

ensuring accuracy can reduce the amount of data and 

decrease the time cost of analyzing data. A girth weld crack is 

a common and complex defect that occurs in pipelines, and 

high spatial resolution is required to ensure its detection 

accuracy. In this study, the MFL of weld cracks and its 

influencing factors were investigated. Based on the frequency 

domain analysis, the lowest spatial resolution was obtained, 

which was verified by experiments. 

Keywords—magnetic flux leakage, weld cracks, spatial 

resolution  

I. INTRODUCTION 

Oil and gas pipelines are among the most crucial energy-
transportation methods worldwide. Oil pipelines need to be 
inspected and maintained regularly, which involves a large 
market [1,2]. The magnetic flux leakage (MFL) method is a 
widely used nondestructive test technique, and it has the 
advantages of no coupling, low environmental requirements, 
and low costs [3]. In pipeline nondestructive testing, the 
MFL test method is commonly used [4]. The detector called 
pipeline pig is located inside the pipeline and propelled by 
the pressure of the fluid, as shown in Fig.1. 

 

Fig.1. Pipeline pig [5] 

The MFL test method is based on the measurement of 
the magnetic field near the surface of a specimen. The 
magnetic resistance of a defect is weaker than that of a 
normal location, which causes the magnetic flux in the 
specimen to leak into the air near the surface. The location 
of the defect can be determined by detecting the magnetic 
leakage field using magnetic sensors. The traditional 
pipeline detection method allows the pipeline pig to move 
along the pipeline with Hall sensors to measure the 
magnetic field near the inner pipe surface at short distances. 
For a single Hall sensor, the inspection result is a set of 
discrete signals along the axial direction of the pipeline. The 
number of checkpoints per unit distance represents the 
spatial resolution of the sensor. 

  

Fig.2. Schematic of MFL test instrument 

One of the problems of the traditional MFL test 
technique is low detection accuracy [6]. The spatial 
resolution is restricted by the Hall sensor volume and 
pipeline pig speed. For some complex defect signals, vital 
information may be missed owing to insufficient spatial 
resolution. This issue can be solved by using the sensitive 
magneto-optical imaging (MOI) technique [7-10]. The MOI 
method is a type of detection technology based on the 
Faraday optical rotation effect shown in Fig.3, which can 
transform the signal of the magnetic field intensity into an 
optical intensity signal using polarizers. As shown in Fig.4, 
the MOI method can be applied to detect the magnetic field 
component perpendicular to the sample surface.  

As a visual nondestructive test technique, the spatial 
resolution of the MOI can, theoretically, be equal to that of 
camera pixels. However, the MOI method has the challenge 
of receiving numerous information. The length of an oil and 
gas pipeline can extend up to several thousand kilometers. * Libing Bai is the corresponding author. (e-mail: bailb991@163.com). 
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Because of the high-precision camera, the amount of data is 
very large. Therefore, it is necessary to investigate how to 
eliminate redundant data and retain essential information. 

 

Fig. 3. Schematic of Faraday optical rotation effect 

 

Fig. 4. Schematic of MOI method 

The key to solving the above problem is adopting the 
lowest spatial resolution to ensure accuracy. Taking a single 
Hall sensor on pipeline pigs as an example, the sensor 
measures the value of the magnetic field at intervals along 
the axial direction of the pipeline. The detection result has a 
mapping relationship with the axial displacement. For the 
magneto-optic system, the pixels on the same line along the 
pipeline axis are equivalent to the detection signal of a 
single Hall sensor with a significantly higher detection 
density. The format of the detection results is the same as 
that of the time-domain signal. Therefore, the detection 
result can be analyzed in the frequency domain, which is 
similar to a time-domain signal. 

The pipeline girth weld is highly prone to defects in 
pipelines, and it is a common type of complex signal 
interference in pipeline detection. It requires higher 
detection accuracy and magnetic spatial resolution for 
distinguishing weld defects. The most common defects can 
be detected if weld defects can be detected. In this study, the 
influence factors of the weld crack leakage magnetic field 
were analyzed. The lowest spatial resolution for detecting 
weld defects was determined through finite element 
simulation and frequency-domain analysis. 

II. ANALYSIS OF MAGNETIC FLUX LEAKAGE OF WELD 

CRACKS 

We aim to determine the lowest spatial resolution that 
ensures accuracy detection. Therefore, it is necessary to 
analyze the main factors that influence the magnetic field 
leakage of weld cracks. The variation of the signal 
waveform was determined to ensure that the vital data of the 
magnetic field leakage would not lost in any case. 

The girth weld is the joint at two sections of the pipeline. 
At high temperatures, the edges of the pipe and welding rod 

are melted together to form a single unit, and the weld is 
formed after cooling. Compared to the normal position, the 
electromagnetic characteristics of the weld are different. 
The geometric shape of the weld is different from that of the 
normal part, and convex reinforcement is formed on the 
surface. In addition, owing to the process of solder filling 
and heat treatment, the permeability distribution of the weld 
is different from that of the normal position. Reinforcement 
and permeability are the two main factors that influenced 
the magnetic field leakage of the weld. 

The magnetic field component perpendicular to the pipe 
surface is defined as the radial magnetic field. When cracks 
appear, the crack depth is the main factor that influence the 
radial magnetic field, while the crack width hardly influence 
the radial magnetic field. The detection-liftoff value is the 
most significant factor that influence the test results in all 
cases. 

A. Effects of Crack Depth and Crack Width 

When the liftoff value is 3 mm, the effects of crack depth 
and crack width on the plane without weld are shown in 
Fig.5 and Fig.6. The positive direction of the magnetic field 
is vertically upward. It can be seen that the deeper the depth, 
the stronger the radial magnetic field. Moreover, the 
influence of crack width can be ignored. 

  

Fig.5. Effect of depth on radial magnetic flux density 

  

Fig.6. Effect of width on radial magnetic flux density 
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B. Effect of Reinforcement Height 

The reinforcement is a convex surface, which increases 
the cross-sectional area and decreases the magnetic 
resistance. The reinforcement causes the magnetic flux in 
the air to enter inside the metal, and this creates a radial 
leakage magnetic field opposite the crack direction.  

  

Fig.7. Effect of reinforcement height on radial magnetic flux density 

The influence of different reinforcement heights on the 
radial magnetic field is obtained through finite element 
simulation. Fig.7 shows the radial magnetic field when the 
liftoff value is 3 mm; the abscissa is the axial displacement, 
and the positive direction of the magnetic field is vertically 
upward. It can be seen from the results that the higher the 
reinforcement height, the stronger the radial magnetic field. 
However, the radial magnetic flux leakage generated by the 
reinforcement is opposite to that of the crack. The higher the 
reinforcement height, the more disturbed the leakage 
magnetic field of the crack. 

C. Effect of Permeability Distribution 

The welding rod and inclusions modified the chemical 
composition of the weld in welding process. And the 
regional segregation effect results in the concentration of 
impurities to the weld center. The closer to the weld center, 
the more severe the lattice distortion. The permeability 
distribution of a weld could be simplified into three parts: 
base metal, transition zone, and central zone. The effect of 
the permeability distribution on the leakage magnetic field 
could be simulated by setting a decreasing permeability 
gradient. 

The influence of the permeability distribution was 
determined via finite element simulation. Fig.8 shows the 
radial magnetic field with a liftoff value of 3 mm. The 
horizontal axis indicates the axial displacement, and the 
vertical direction shows the positive direction of the radial 
magnetic field. The three numbers represented the 
permeability, transition zone, and central zone of the base 
metal, and the results shows that the higher the permeability 
gradient, the more significant the magnetic leakage. In 
addition, it enhance the edge of the crack leakage magnetic 
field. 

  

Fig.8. Effect of permeability distribution on radial magnetic flux density 

D. Effect of Liftoff 

The liftoff value directly influenced the test results, but 
it  impossible to adhere to the specimen entirely during the 
actual test. Fig.9 shows that when the crack depth is 2 mm, 
the width, reinforcement height, and permeability 
distribution are 0.2 mm, 1 mm, and 4000-3500-3000, 
respectively. The liftoff value significantly influenced the 
radial magnetic field detection value. It can be seen that the 
liftoff value has a great influence on the detection results. 
The higher the liftoff value, the smoother the signal 
waveform. 

 
Fig.9. Effect of liftoff on radial magnetic flux density 

III. FREQUENCY DOMAIN ANALYSIS 

A mapping relationship between the axial displacement 
and radial magnetic field exists. The waveform of the radial 
magnetic field intensity can be plotted by taking the axial 
displacement as the abscissa. Therefore, it can be analogized 
with the time-domain signal and processed using the 
frequency-domain analysis method. The challenge of 
determining the lowest spatial resolution is changed to 
finding the lowest sampling rate of the signal waveform, 
which could be easily solved using the sampling theorem. 
The signal waveform of weld crack has the characteristics 
of smooth edge part and steep middle part, which could be 
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predicted as a low-pass signal after frequency domain 
transformation. 

The signal waveform of a typical weld crack was 
transformed via fast Fourier transform. The result is shown 
in the Fig.10. The frequency-domain signal was 
concentrated at the low frequency. If the low-pass cutoff 
frequency is known, the lowest sampling rate could be 
obtained using the Nyquist sampling theorem. 

   

                             (a)                                                       (b) 

Fig.10. (a) Signal of typical weld crack (b) Frequency domain 

The low-pass cutoff frequency was determined using the 
Pearson correlation coefficient before and after low-pass 
filtering. The Pearson correlation coefficient is an index 
used for evaluating the similarity of two signal waveforms. 
The closer the value is to 1, the more familiar the two 
waveforms are. The threshold of the Pearson correlation 
coefficient was set to 0.99, and the low-pass cutoff 
frequency was the lowest frequency that caused the 
correlation coefficient of the waveforms before and after 
filtering to be higher than 0.99. The number of checkpoints 
within 1 mm displacement was defined as the sampling rate. 
For these parameters, the low-pass cutoff frequency of the 
above signal is 0.3 Hz. According to the Nyquist sampling 
theorem, the lowest sampling frequency is 0.6 Hz. The 
lowest spatial resolution is 0.6 times per mm, and the 
maximum distance between two detection points is 1.6 mm. 
The reconstruction signal based on the 0.6 Hz sampling rate 
is shown as Fig. 11.  

  

Fig.11. Reconstruction signal 

The smoother the signal, the lower the sampling rate 
required. Additionally, the greater the fluctuation of the 
signal, the higher the sampling rate required. It can be seen 
from the previous section that the greater the weld 
reinforcement, the more intense the permeability change, 

the deeper the crack, the lower the liftoff, and the more 
intense the fluctuation of the signal waveform. When 
practical factors were considered, the signal sampling rate 
was maximum when the weld reinforcement was 2 mm, 
permeability distribution was 4000-3000-2000, crack depth 
was 4 mm, and liftoff was 3 mm. For the MOI method 
applied in this study, the detection result is the absolute 
value of the radial magnetic field. The signal waveform and 
frequency domain are depicted in Fig. 12. 

  

                              (a)                                                       (b) 

  

                              (c)                                                       (d) 

Fig.12. (a) Signal (b) Frequency domain (c) Absolute value signal (d) 
Frequency domain of absolute value signal 

The low-pass cutoff frequency is 0.9 Hz, and the lowest 
sampling frequency is 1.8 Hz. The lowest spatial resolution 
is 1.8 times per mm, and the maximum distance between 
two detection points is 0.55 mm. The reconstruction signal 
with the 2 Hz sampling rate is shown in Fig. 13.  

    

Fig.13. Reconstruction signal 

IV. EXPERIMENT AND ANALYSIS 

 The weld crack specimen was subjected to experimental 
tests using the MOI method. The reinforcement height was 
2 mm, the weld surface width was 4 mm, the weld crack 
depth was 4 mm, and the detection liftoff was 3 mm. The 
specimen and the magneto-optic image are shown in Fig. 14. 
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                            (a)                                                       (b) 

Fig.14. (a) Weld crack (b) Magneto-optic image 

The center horizontal line of the magneto-optic image 
was adopted, and the gray value of this line is shown in Fig. 
15(a). This gray value reflects the radial magnetic field 
intensity of the points. The weld asymmetry resulted in the 
asymmetry of the signal peaks. 

 

                            (a)                                                       (b) 

Fig.15. (a) Signal of the weld crack (b) Frequency domain 

The cutoff frequency of the low-pass signal was 1.0 Hz, 
and the lowest sampling rate was 2 Hz. The lowest spatial 
resolution for reconstructing the signal was two detection 
points per millimeter, and the maximum distance between 
adjacent detection points should not exceed 0.5 mm. The 
experimental results were generally consistent with the 
simulation results, which proved the preciseness of the finite 
element simulation. 

  

Fig.16. Reconstruction signal 

Various interference factors in the experimental tests 
caused the signal waveform to be more complex than the 
simulation signal waveform, which required a slightly 
higher spatial resolution. In practice, the sampling rate 
should be higher than that of Nyquist to ensure accuracy. 

The sampling rate is two times higher the Nyquist frequency, 
i.e., exceeded 4 Hz. The spatial resolution is more than four 
points per mm, and the detection point interval is less than 
0.25 mm, which maintained that essential information 
obtained. 

V. CONCLUSION 

 In this study, the frequency-domain analysis method 
was applied to the MOI method to obtain the lowest spatial 
resolution while ensuring accuracy. Several significant 
factors that influence the leakage magnetic field of a weld 
crack were investigated, and the most complex radial 
magnetic signal was simulated. Next, the lowest spatial 
resolution required to ensure the detection accuracy was 
determined using the most complex signal. This study is 
useful for reducing the data processing amount of the MOI 
detection results and provides a reference for the spatial 
resolution setting of pipeline detectors. 
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Abstract—Eddy Current Pulsed Thermography (ECPT) is 

widely used in Nondestructive Testing (NDT) of metal defects 

where the defect information is sometimes affected by coil noise 

and edge noise, therefore, it is necessary to segment the ECPT 

image sequences to improve the detection effect, that is, 

segmenting the defect part from the background. At present, the 

methods widely used in ECPT are mostly based on matrix 

decomposition theory. In fact, tensor decomposition is a new 

hotspot in the field of image segmentation and has been widely 

used in many image segmentation scenes, but it is not a general 

method in ECPT. This paper analyzes the feasibility of the usage 

of tensor decomposition in ECPT and designs several 

experiments on different samples to verify the effects of two 

popular tensor decomposition algorithms in ECPT. This paper 

also compares the matrix decomposition methods and the tensor 

decomposition methods in terms of treatment effect, time cost, 

detection success rate, etc. Through the experimental results, 

this paper points out the advantages and disadvantages of tensor 

decomposition methods in ECPT and analyzes the suitable 

engineering application scenarios of tensor decomposition in 

ECPT. 

Keywords—Nondestructive testing, Eddy Current Pulsed 

Thermography, ECPT Sequence Processing, Tensor 

Decomposition. 

I. INTRODUCTION 

Eddy Current Pulsed Thermography (ECPT) is an efficient 

nondestructive testing (NDT) technology for metal material 

testing because its large detection area and deeper detection 

range than traditional detection methods, but the weakness is 

that the detection results were sometimes affected by coil 

noise and edge effect noise, therefore, for the better detection 

results, it is necessary to eliminate the noise interference and 

extract defects from a complex background. 

Some scholars consider the problem of ECPT defect 

information extraction as a background-modeling problem in 

the field of image segmentation, which aims to separate the 

foreground objects from the background. While the large 

background can be modeled as a low rank element because 

the gentle temperature change during the eddy current 

heating process which lead to a high degree of correlation 

between each frame. On this basis, many sparse matrix 

decomposition methods have been applied in ECPT. For 

example, GAO proposed a novel unsupervised sparse 

component extraction algorithm using the Variation Bayesian 

framework (VBSA) and verified its effect on steel structural 

samples [1]. Ahmed combined the sparse dictionary matrix 

decomposition with the wavelet transform and applied it to 

the detection of carbon fiber samples [2]. 

Recently, sparse tensor decomposition is a popular method 

in the field of image segmentation [3]. Compared with the 

sparse matrix model, sparse tensor decomposition can 

analyze the three-dimensional data directly, therefore, the 

method is suitable for the processing of image sequences (or 

videos) [4]. For example, Huang used the Sum of Nuclear 

Norm (SNN) model [5] for sparse tensor decomposition [6] 

and achieved good effects. Liu proposed the definition of the 

tensor trace norm for the first time, and then present a 

completion algorithm based on tensor decomposition to 

estimate missing values in tensors of visual data [7]. Lu 

proposed a method of tensor robust principal component 

analysis (TRPCA) based on a new defined tensor nuclear 

norm to improve the decomposition effect [8]. 

Although tensor decomposition has been used in many 

image segmentation fields, it is rare to find a paper that 

applies tensor decomposition to the processing of ECPT 

image sequences at present, among them, only a few 

literatures compare the tensor decomposition with the matrix 

decomposition specifically. Therefore, in this paper, the 

difference between sparse tensor decomposition and sparse 

matrix decomposition in ECPT is compared in detail by 

richer and sufficient experiments. 

The structure of this paper is as following. The first part 

introduces the Eddy Current Pulsed Thermography (ECPT), 

describes the research status of ECPT data processing * Libing Bai is the corresponding author. (e-mail: libing.bai@uestc.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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methods, and summarizes the work in this paper. The second 

part introduces the theory of sparse tensor decomposition and 

demonstrates the rationality of the application of it in ECPT. 

The third part introduces the experimental platform and the 

samples used in the experiment. The fourth part shows the 

result of experiments analyzes the results and compared 

different kinds of methods. The last section concludes the 

advantages and disadvantages of the application tensor 

decomposition in ECPT and forecasts the work in future. 

II. TENSORS THEORY 

A. Tensor’s Representation 

Tensors are multi-dimensional matrices, only third-order 

tensors are discussed in this paper. For a third-order tensor A, 

mode-1,mode-2,mode-3 are often used to express the ’slices’ 

in different directions (see Fig. 1(a)) denoted as A(i,:,:), 

A(:,i,:), A(:,:,i). Usually, the front slice is used more in 

decomposition, so it also can be denoted as A(i). A third order 

tensor can also be treated of a combination of ’fibers’. As 

shown in Fig. 1(b), ’fibers’ have three different directions, 

which are described by mode-1, mode-2 and mode-3 

respectively. In this paper, only mode-3 fibers are used which 

are denoted as A(i, j,:). 

 

 (a) Slices of a third-order tensor (b) Fibers of a third-order tensor 

Fig. 1.Slices and fibers of a third-order tensor 

B. Tensor-SVD 

Singular Value Decomposition (SVD) is an important 

matrix decomposition in linear algebra and has been widely 

used in engineering, especially in principal component 

analysis. Suppose A  , then SVD have the equation as 

follows 

                                       
=A USV                                        (1) 

where U and V are unit orthogonal matrices, S is a diagonal 

matrix. 

Tensor-SVD is an expand of matrix SVD, suppose 
M N PL   . Applying Fast Fourier Transform to each mode-

3 fiber of length P, and the new tensor is denoted as L . It’s 

easy to see that 
( )i M NL   . Performing SVD operation 

(singular value decomposition) for each of the matrices, the 

results are shown as following 

                                      
( )i

L USV=                               (2) 

Take the calculated results U, S and V as the front slice of 

the tensor and three third-order tensors U, S and V will be 

obtained. Carry out the Inverse FFT transformation, then the 

Tensor-SVD results are denoted as 

 L USV=  (3) 

C. Tensor Robust Principal Component Analysis 

Robust principal component analysis (RPCA) is a classical 

matrix decomposition algorithm witch was proposed firstly 

by Candes[9], it aims to separate low-rank data from the 

original data which doped with sparse noise which has been 

widely used in the field of image processing. In the image 

matrix, the significant information of the source image can 

be described by the features extracted from the sparse matrix. 

In infrared image, the target is the prominent information and 

the prominent part which is different from the fuzzy 

background. Therefore, infrared target information can be 

modeled as the components related to sparse matrix, and 

background information can be modeled as the components 

related to low-rank matrix. 

The formulaic meaning of RPCA can be described as 

                      
* 1,

min , . .+ = +
L E

L E s t X L E                (4) 

where  L  represents a low-rank matrix and E represents a 

sparse matrix, 
*

L  represents the nuclear form of the matrix, 

1
E  represents the l1-norm of the matrix. 

Tensor-RPCA(TRPCA) is similar to RPCA, it replaces the 

matrix with a tensor and trying to decompose it into the sum 

of two tensors, and the sum of tensors is similar to the sum of 

matrixes, the sum of the elements at the corresponding 

positions. In essence, TRPCA aims to find the minimum 

value of the Eq. (5) which satisfies the following conditions: 

                                   min
ℒ,ℰ

‖ℒ‖∗ + λ‖ℰ‖1                       (5) 

where ℒ  represents the decomposed low-rank tensor, ℰ 

represents the decomposed sparse tensor, and ‖ℒ‖∗  is the 

nuclear norm of the low-rank tensor. 

TRPCA has different models according to the different 

definitions of tensor norm. This paper introduces two models 

in ECPT which are the SNN-model mentioned by Bo Huang 

in his paper [6] and the TNN-model mentioned by Lu Canyi 

in his paper [8]. 

SNN-model uses the sum of nuclear norm as the definition 

of the tensor norm in Eq. (5) which was first proposed by Liu 

in his paper [5] as follows  

                                      ( ) *
1

n

i i

i

a L
=

                                  (6) 

where n represents the number of dimensions, in this paper, 

it was limit to 3, then L(i) means the matrix unfolded by mode-

i slice. ai is constant which satisfying 
1

1
n

i

i

a
=

= . 

In TNN-model, the nuclear norm of tensor L is the sum of 

diagonal elements of tensor S obtained by Tensor-SVD 

decomposition. Lu proposed a method[10] to solve the 

minimum value of Eq. (5). Over the repeated iterative 

operations, the optimal solution satisfying the optimization 

function is obtained. 

D. The Feasibility Study of the TRPCA’s Application in the 

Field of ECPT 

From the Eq. (5), it can be seen that TRPCA decomposes 

the raw data into a low-rank component and a sparse 

component. Low rank means that there is a little difference 

between each slice while sparse is opposite. In the heating 

stage of ECPT, for a sample with finite uniform thickness, the 

heat generation rate is defined as the Joule heat generated per 

unit time, which can be expressed in Cartesian coordinates as 

follows:    
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22 2

+Q
x y z

  

       

= +     
        

               (7) 

Here, σ represents potential and φ represents conductivity. 

Because the two components of the eddy current are 

expressed by the derivatives of the potential, the heat 

generation rate Q at the crack tip should theoretically have a 

trend toward the infinite owing to the discontinuity, and there 

inevitably form singularities at the crack tip, which lead to a 

rapid rise in temperature and a high-temperature region [11]. 

According to the physical laws above, if there is a defect 

on the surface of a smooth metal, the temperature of the 

defect area will rise rapidly due to the effect of eddy current 

heating which will be shown in an image that the gray scale 

of the pixel will rise rapidly (the whole becomes brighter). 

Yet, the normal area is less affected by the thermal effect of 

eddy current, and the temperature rises much slower than the 

defect area. In ECPT image sequence, this means the gray 

scale change process of this point is relatively flat. 

Therefore, after collecting numerous eddy current thermal 

images, the pixels of the defects are the prominent 

information which are obviously different from the overall 

background, while the pixels of the normal area are the 

background information with the characteristics of large area 

and similar imaging features. Using the tensor theory 

described above, the set of image frames can be described as 

a third-order tensor, and the defect area is the sparse tensor 

component contained therein, while the non-defect area is the 

low-rank tensor component contained therein. Thus the 

theoretical conditions in TRPCA are highly consistent with 

the actual scene of eddy current detection. Therefore, TRPCA 

is suitable to be applied in ECPT sequence processing. 

III. EXPERIMENT SETUP 

A. The Settings of Experimental Equipments 

In order to verify the stability of the methods, the 

experiments are carried out on two sets of experimental 

equipments shown in Fig. 2(a) and Fig. 2(b). The difference 

between the two experimental platforms is the model of IR 

camera(FLIR SC7500 in Fig. 2(a) and FLIR A655sc in Fig. 

2(b)). Specifically, the sampling frequency and maximum 

output resolution of the two IR cameras are different. FLIR 

SC7500 supports a resolution up to 240 × 320 and a sampling 

rate up to 383Hz, while FLIR A655sc supports a resolution 

up to 480 × 640 and a sampling rate up to 200Hz. Therefore, 

for different samples, the experiments are carried out on 

different platforms according to the sample’s size and other 

relevant characteristics (The details are given in the 

introduction of the samples below). 

 

 (a) Experimental setup 1 (b) Experimental setup 2 

Fig. 2.Experimental setup 

Other than that, the configurations of other devices are the 

same in two sets: A coil is placed directly above the sample 

and an induction heater passes an alternating current into the 

coil to generate eddy currents on the surface and inside of the 

sample. The IR camera is used to record the ECPT sequence 

on the sample’s surface and transmits it to PC for processing. 

In order to eliminate the influence of the coil’s thermal 

radiation on the experimental results, the coil is bent from a 

hollow copper tube which forms a watercooled circulation 

system together with the induction heater. In addition, the 

outside of the coil is wrapped in a rubber skin so that the coil 

temperature changes little during the experiment. The data is 

processed on a PC with 32GB memory and an Intel Quad-

Core i5-7500@3.4GHz CPU. 

B. Experiment Samples 

To fully simulate the various defects, the test samples 

include four types: A rectangular through-hole sample was 

used to simulate the surface crack of stainless steel, a tiny 

round-hole sample was used to simulate the pitting of 

stainless steel, a multi-defects sample was used to simulate 

the weld crack of stainless steel, an actual part of the engine 

blade was used to simulate the thermal fatigue crack. Among 

them, rectangular through-hole sample and engine blade 

were tested on the set of Fig. 2(a), tiny round-hole sample and 

multidefects sample were tested on the set of Fig. 2(b). 

1) surface crack: The sample used to simulate surface 

cracks is shown in Fig. 3, which is a stainless steel plate with 

a long and narrow hole through it. The size of sample is 

100×45mm2 and the thickness is 0.24mm. The crack is 

located in the center with a length of 10mm and a width of 

2mm. The experiment lasted for 2 seconds and the heating 

phase lasted 0.1 second. The sampling rate of IR camera was 

set as 383 Hz, so 766 frames of thermal image video were 

collected in total. The size of each frame is 256 × 320 pixels. 

The first 39 frames are the heating process, and the last 726 

frames are the heat release process. The first 80 frames were 

used to construct the tensor of 256 × 320 × 80 for 

decomposition. 

2) pitting: The sample used to simulate pitting is shown in 

Fig. 4. The experiments were carried out on defects No.4 

(3mm radius through hole) and No.7 (5mm radius non-

through hole) respectively. The experiment lasted for 1.6 

seconds with a sampling rate at 200 Hz. The size of each 

frame is 240×640 pixels. For defect No.4, the 79th frame was 

corresponded to 

 

Fig. 3.Single rectangular through-hole Sample 

the moment when the heating process ended. The frames 

from 39th to 119th were used to construct a tensor of 240 × 

640 × 80 for decomposition. For defect No.7, the 88th frame 

was corresponded to the moment when the heating process 

ended. The frames from 48 to 128 were used to construct a 

tensor of 240 × 640 × 80 for decomposition. 
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Fig. 4.Tiny round-hole Sample 

3) weld crack: The sample used to simulate multi weld 

cracks is shown in Fig. 5 with six artificial defects. 

Considering the size of the heating coil and the collection 

range of the thermograph, this paper collected the heat 

information of the middle part of the sample including No. 3, 

No. 4 and No. 5 defects with size of 5 × 2 × 5mm3, 5 × 1 × 

1mm3 and 5×1×3mm3. The collection frequency was 25 Hz, 

250 frames were collected and the end time of heating 

corresponded to 88th frame. The size of each frame was 480 

× 640 pixels. The frames from 48th to 128th were used to 

construct a tensor of 480 × 640 × 80 for decomposition. 

 

Fig. 5.Multi-defects Sample 

4) thermal fatigue crack: The real sample is a turbine 

engine blade shown in Fig. 6. The experiment lasted for 2 

seconds and the heating phase lasted 0.2 second. The 

sampling rate of IR camera was set as 353 Hz and 766 frames 

of ECPT sequences were collected in total. 69th frame was 

the end moment of heating process. The frames from 29 to 

109 were used to construct the tensor of 256×320×80 for 

decomposition. 

C.  Quantitative Evaluating Criteria 

F-Score is a criteria often used in NDT quantitative 

evaluation [1], [12], [13] which is calculated by True Positive 

(TP), False Negative (FN) and False Positive (FP). TP means 

the defective part indicated by the test results is indeed the 

defect on the sample. FN means the area where the test result 

 

Fig. 6.Thermal fatigue crack of a steam turbine blade 

indicates defect-free but exists defect on the sample. FP 

means the defective part indicated by the test results is defect-

free on the Sample. F-score is defined as follows:  

                            
2

1
- core=

P R
F S

P R





+ 


+
                         (8) 

where P and R are defined as 

                              P= , R= .
TP TP

TP FN TP FP+ +
                             (9) 

λ is the weight factor between P and R. The default setting is 

1, which means that P and R are equally important. 

Mean Square Error (MSE) is also commonly used image 

quality evaluation parameter which measures the image 

quality according to the statistical results of pixel error 

between the image to be evaluated and the reference image. 

The smaller the MSE value, the better the image quality. MSE 

is calculated as follows 

             
2

1 1

1
MSE= ( , ) ( , )

M N

i j

R i j F i j
MN = =

−             (10) 

where F is the image to be evaluated, and R is the reference 

image, with sizes of M × N. 

This paper used F-Score, MSE and time costs for 

quantitative evaluation. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Experiments Results 

In this paper, EJSLRMD[13] and WIASDMD[2] are used 

as the representative methods of sparse matrix decomposition 

applied in ECPT. For the sparse tensor decomposition is 

seldom used in ECPT, the TNN-TRPCA and SNN-TRPCA 

mentioned above are used as representatives in this paper. In 

fact, these two methods are relatively new in the field of 

image segmentation. All samples are tested respectively, and 

the results are shown in TABLE I. 

Row 2 and Row 3 of TABLE I show the experimental 

results of EJSLRMD[13] and WIASDMD[2]. It can be seen 

that these two methods enhanced the display of defects in the 

original image to a certain extent. In Sample 4 (multi artificial 

defects), EJSLRMD failed to find all defects. Therefore, this 

method was not suitable for the analysis of multi-defect 

specimens. In addition, these two methods were not enough 

to suppress the pixel values of defect-free area, which can be 

concluded by comparing the results of Sample 1. 

Row 4 and Row 5 of TABLE I shows the experimental 

results of the SNN-TRPCA and TNN-TRPCA. Comparing 

with the original images (Row 1 of TABLE I), TRPCA has a 

good separation effect on the four common defects. For the 

sample with multiple defects, all the defective parts 

(including the subsurface defect) can be successfully 

separated. Most of the noise was suppressed effectively, but 

some external interference had not been eliminated. 

Therefore, in addition to the defective parts, some parts 

without defects were misjudged as defective parts. However, 

this phenomenon only existed at the boundary of the image, 

only the edge of the sample was affected. In general, TRPCA 

has the best effect without considering the time cost and TNN 

is a little better than SNN. 

B. Parameterized Results 

In TABLE I, the detection effects of various methods can 

be roughly compared. However, due to the lack of 

quantitative evaluation criteria, the evaluation is subjective to 

a certain extent. In addition, the time costs of methods are not 

included in TABLE I. To make a more convincing 

comparison, this section calculates a variety of quantitative 

indicators and provides a comprehensive comparison of all 

methods and the results are shown below. 
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TABLE II shows the time cost of the four methods. It can be 

intuitively seen that SNN-TRPCA and TNN-TRPCA take 

much longer time than WIASDMD and EJSLRMD. Among 

them, TNN performs better than SNN, but in general, the 

time of tensor decomposition is much higher than that of 

matrix decomposition. 

TABLE II.    RUNTIME COMPARISON (S) 

Method 
Sample

1 
Sample

2 
Sample

3 
Sample

4 
Sample

5 

EJSLRMD 10.6 19.9 19.7 41.4 10.5 

WIASDMD 12.26 21.29 21.3 39.4 11.8 

SNN-TRPCA 1196.3 1530.5 1972.5 1557.2 1370.5 

TNN-TRPCA 306.9 1196.3 1215.4 985.7 485.7 

TABLE III shows the MSE of each method. TNN-RPCA 

has the largest MSE, SNN-TRPCA was following. 

EJSLRMD[13] and WIASDMD[2] are the smallest. 

According to the definition of MSE, it can be seen that the 

smaller the MSE is, the less difference between the separation 

result and the original image, which means more information 

from the original image contained in the separation result. 

The purpose of the above algorithm is extracting defect 

information from the original image and it is well known that 

the proportion of defect information in the original image is 

small. Therefore, when MSE is used to evaluate the detection 

effect, the larger MSE means the stronger inhibitory effect on 

non-defective parts. Therefore, TNN and SNN are better than 

the other two matrix decomposition algorithms in terms of 

the extraction effect of defect information. TABLE IV shows 

the F-Score of the four methods. F-Score is another important 

quantitative indicator of the detection effect, it combines miss 

and error detection and reflects the success rate of the 

algorithm in detecting the defective part. The larger the F-

Score, more information of the defect part contained in 

results. From TABLE IV , it can be seen that SNN-TRPCA is 

same with TNN-TRPCA and higher than EJSLRMD and 

WIASDMD. 

TABLE III.     MEAN SQUARE ERROR OF METHODS IN SIMULATIONS 

Method 
Sample

1 
Sample

2 
Sample

3 
Sample

4 
Sample

5 

EJSLRMD 263.9 623.1 215.6 524.3 734.2 

WIASDMD 265.5 663.0 172.8 520.5 1050.4 

SNN-TRPCA 325.0 917.6 303.2 668.7 1329.6 

TNN-TRPCA 356.7 927.1 330.1 657.8 1369.7 

TABLE IV.    F-SCORE OF METHODS IN SIMULATIONS 

Method 
Sample

1 

Sample

2 

Sample

3 
Sample

4 
Sample

5 

EJSLRMD 1 0.5 0.4 0.4 1 

WIASDMD 1 0.5 0.5 0.71 1 

SNN-TRPCA 1 0.67 1 0.86 1 

TNN-TRPCA 1 0.67 1 0.86 1 

Besides, it is worth mentioning that both EJSLRMD and 

WIASDMD contain a manual filtering section. For these two 

methods, different selections on some parameters will result 

TABLE I.    EXPERIMENTAL RESULTS OF ALL SAMPLES. SAMPLE 1 IS THE ARTIFICIAL WELD CRACK SAMPLE SHOWN IN FIG. 3. SAMPLE 2 IS THE ARTIFICIAL 

THROUGH-PITTING SAMPLE (NO. 4 DEFECT SHOWN IN FIG. 4). SAMPLE 3 IS THE ARTIFICIAL SURFACE-PITTING SAMPLE (NO.7 DEFECT SHOWN IN FIG. 4). SAMPLE 

4 IS THE MULTI ARTIFICIAL DEFECTS SAMPLE (NO. 3, NO. 4, NO. 5 DEFECTS SHOWN IN FIG. 5). SAMPLE 5 IS THE NATURAL THERMAL FATIGUE CRACK SAMPLE 

SHOWN IN FIG. 6. 
Method Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 

Original(Row1) 

     

EJSLRMD(Row2) 

     

WIASDMD(Row3) 

     

SNN- 
TRPCA(Row4) 

     

TNN- 
TRPCA(Row5) 

     
 



406 

in different outputs, so it is necessary to artificially select the 

appropriate one for different data. To be precise, the results 

of EJSLRMD are highly affected by the selection of 

spatialtransient multi-layer and the results of WIASDMD 

depend on the wavelet level a lot. In this paper, in order to 

obtain the optimal effect, the layer in EJSLRMD is chosen as 

4, 3, 3, 5 and 4 respectively for Sample 1–5, while the wavelet 

level in WIASDMD is chosen as 2, 3, 3, 2 and 4. Different 

from the EJSLRMD and WIASDMD, TRPCA produces only 

a certain output for a certain input. This means that the test 

results are unique, which is very important in practical 

industrial applications. 

To sum up, comparing with the two methods of matrix 

decomposition, TRPCA has the advantages of stronger ability 

to separate defects and higher detection success rate which 

are reflected in MSE and F-Score respectively. Among the 

two types of TRPCA, TNN was more effective than SNN. 

The disadvantages of TRPCA are also obvious, mainly 

reflected in the time cost, which is often dozens of times of 

the two matrix decomposition methods. In addition, TRPCA 

can give unique results for a set of data, so this method 

eliminate the process of manual screening. From all above, it 

can be seen that TRPCA is more suitable for automatic 

detection environment with low speed requirements, high 

precision and high success rate. 

V. CONCLUSION 

This paper demonstrates the feasibility of sparse tensor 

decomposition theory in the processing of ECPT image 

sequence and tests TRPCA(a kind of popular tensor 

decomposition algorithm)’s effect through several 

experiments on a variety of defects samples, including 

surface crack, weld crack, pitting and the thermal fatigue 

crack. Through the comparison with the sparse matrix 

decomposition method, which has been widely used in ECPT 

field, this paper, concludes that TRPCA is a high accuracy 

defect extraction algorithm suitable for ECPT. However, it 

has a drawback of high time cost, which limits its usage in 

many situations in need of high processing speed. 

Although TRPCA cannot represent all tensor 

decomposition algorithms, at least it is proved that tensor 

decomposition is suitable to be introduced into ECPT. In the 

future, we will carry out more works on the combination 

between tensor decomposition and ECPT to get better results. 
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Abstract—Cardiac sympathetic nerve activity is closely 

related to arrhythmia. Simultaneous non-invasive recording of 

electrocardiogram and skin sympathetic nerve activity 

(neuECG) is a new method for sympathetic nervous system 

assessment.  This study presented a data acquisition and 

analysis system based on neuECG for real-time assessment of 

cardiac sympathetic nerve activity. Owing to weak skin 

sympathetic nerve activity (SKNA) signals, signal-acquisition 

equipment is designed, which is characteristics of low-noise, 

high-precision and portable. Through a series of experiment, the 

practicality and reliability of this system are verified. Results 

show that there are good linear relationships between SKNA 

signals collected by the proposed system and the normal system 

(PowerLab), the correlation coefficient is 0.96. Compared with 

the main neuECG monitoring systems, the proposed system has 

advantages such as smaller volume and much lower background 

noise. The system realized the effective and portable evaluation 

of the cardiac sympathetic activity, in order to identify the risk 

of arrhythmia as soon as possible. 

Keywords—Measurement, Internet of Things, Bluetooth, 

Monitoring, neuECG 

I. INTRODUCTION 

Cardiovascular diseases (CVDs) are the leading cause of 
death globally (32.1%), 17.9 million people have died because 
of CVDs in 2015 [1]. However, 90% of CVDs is preventable 
if the disease is detected as soon as possible [2]. CVDs usually 
lead to autonomic neuropathy, manifested as disorder or 
structural damage of sympathetic and vagal innervation. Since 
the autonomic nervous system takes part in various 
physiological processes,  it is necessary to assess autonomic 
nervous activity for the disease diagnosis and risk 
stratification for patients . 

Traditional studies of estimating sympathetic nerve such 
as microneurography [5] and heart rate variability (HRV) [3] 
are either invasive [6] or require proper sinus node function 
[4]. Thus, these methods are difficult to perform effective and 

long-term sympathetic nerve monitoring and evaluation. A 
research team from Indiana University [7] recently proposed 
a new method named as neuECG [14], i.e., the simultaneous 
non-invasive recording of ECG and skin sympathetic nerve 
activity (SKNA) [8]- [10], which can record sympathetic 
nerve activity directly. Sympathetic activity can be quantified 
by analyzing different filter frequencies (0.5-150 Hz cutoff 
frequency for ECG, 500-1000 Hz cutoff frequency for SKNA) 
[11]. Based on this new method, SKNA bursts was 
demonstrated that it is critical for indicating the initiation and 
termination of cardiac arrhythmias. 

However, based on lacking dedicated monitoring system 

[13]，neuECG has limitation  in practical application [14], 

such as sympathetic nerve assessment before and after atrial 
fibrillation ablation, and daily sympathetic nerve monitoring 
of patients. Therefore, a portable neuECG real-time 
assessment system has important significance in the treatment 
and prevention of patients' diseases. In addition, neuECG can 
also be extended to sleep quality assessment [11], 
rehabilitation therapy for patients with Parkinson's disease 
[12].  

In order to develop this system, there are still some 
problems need to be resolved out. The first problem is that 
neuECG requires high signal quality. Impulses produced by 
sympathetic nerve are extremely weak (about 1 μV), and the 
amplitude of SKNA is around ± 60 μV, which is easy to be 
contaminated by noise. Thus, reducing the noise interference 
of the signal and obtaining the signal accurately is challenging 
in the current research. Meanwhile, due to the miniaturization 
[15] and low-power design [17], the circuit board layout is 
compact, so it is more susceptible to noise interference from 
the environment and electrical equipment [16]. In summary, it 
is one of our challenges in achieving miniaturization of 
equipment and high-quality signal acquisition. 

The second comes from the algorithm of neuECG analysis 
and processing. SKNA can reflect sympathetic nerve activity 
indirectly, the raw SKNA signal can only provide an 
approximate shape of neural activity. Therefore, quantifying 

* Jianqing Li and * Chengyu Liu are the corresponding authors. (e-mail: 

ljq@seu.edu.cn & chengyu@seu.edu.cn). 
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the changes and morphology of the SKNA outbreak and 
linking the results to physiological events is the difficulty of 
current research. 

In this study, first we described the system architecture of 
the developed neuECG assessment system. Then we focused 
on the experimental verification of sympathetic nerve 
assessment method based on this portable system. We aimed 
to present a long-term and real-time sympathetic nerve 
monitoring scheme with integrated circuit and Internet of 
Things (LoT) technology [18] - [21], [25]. 

This paper is organized as follows. The system 
architecture for the developed sympathetic nervous 
Estimating system was summarized in section II. Section III 
presents the experiment designs. Section IV details the 
experimental results. Section V gives the discussions and 
conclusion. 

II. ARCHITECTURE OF PORTABLE NEUECG SYSTEM 

In this section, we will introduce a neuECG monitoring 
system which provided 24-hour real-time sympathetic nerve 
activity assessment [22]. The system consists of a 
miniaturized device that records signal in real time, a gateway, 
and a software platform based on sympathetic nerve 
monitoring. The small device worn by the human body is the 
core component of the system. Miniaturization, low cost and 
clean signal are the characteristics of this device. It can record 
simultaneously ECG and SKNA, and transmit the acquired 
data by wire or wirelessly to data analysis software for display 
and further processing. 

ECG 

patch

 neuECG

Data

Acquisition 

 Device

SD card

ECG

SKNA

Real-time data analysis system

Gateway

 
Fig. 1. Block diagram of the neuECG Data Acquisition and Analysis System 

for Non-invasive Skin Sympathetic Nerve Activity Assessment. 

Use the traditional silver/silver-chloride (Ag/AgCl) 
electrodes to paste to the corresponding location, and the raw 
data can be recorded by TF card or sent to the PC for display 
by USB port. The data can also be transmitted to the server 
through the gateway. Professionals can obtain the data 
through the server and use the software platform for data 
analysis. Fig. 1 shows the block diagram of the neuECG 
system. This system design provides flexibility for a set of 
use-case scenarios. 

A. System Architecture 

The data collection device is the core component of the 
system, consists of front-end circuit, data transmission, 
memory, power management, user interface and time stamp. 
Fig. 2 shows the main elements of the data acquisition  system 
[23]. The data collection is done by a low-noise analog front 
end (AFE) . The microcontroller unit (MCU) control the data 
acquisition, storage and transmission. The system has one 
button to control the system and the other one to record the 
time stamp. The current status of system was a show on the 

OLED display. All system modules are actuated by the power 
management circuit. 

Data 

collection

MCU

Amplifer

Filter

Electrode

Time stamp

Battery
Power 

manage

Memory

SD card

FLASH

USB 

connector
OLED

Botton

LED 1

LED 2

RTC

Power control

User interfaceData transmission

AD sampling

Bluetooth

 

Fig. 2. Block diagram of the data acquisition device for collecting neuECG 
signals 

B. Components Selection and Design Rationale  

1)  Data Collection Front-End Circuit  

The bio-electric potential sensed from the body surface is 
collected by the traditional Ag/AgCl electrodes. The 
amplitude of neuECG is of low value, from 0.05 mV up to 4 
mV for ECG, from 0.5 µV up to 100 µV for SKNA. Therefore, 
it requires a high-precision Analog-to-Digital converter to be 
sampled. So we selected the ADS1299 module of Texas 
Instruments as the amplifier. This amplifier enables neuECG 
monitoring with sufficient precision due to its integrated 24-
bit ADC. 

We chose a STM32F103 microcontroller from 
STMicroelectronics for the MCU because of its high 
performance, low consumption and cost. The controller 
architecture allows to Improve battery life in portable 
measuring applications with three low-power modes. 

2)  Peripherals Circuit: Power Management, Data Storage 

and Transmission   

The system uses Bluetooth, USB 2.0 and TF card for data 
storage. We chose a Bluetooth 2.0 module for wireless 
transmission with a footprint of 16×11.6 mm. The interaction 
with the microcontroller is realized through a UART interface. 
Meanwhile, an TF card storage module based on the FatFS 
file system is also applied to the system. When the device uses 
a TF card for data storage or data cable for data transmission, 
the power consumption is 20mA. When the device transmits 
data in Bluetooth mode, the power consumption is 50mA. 
Since the power consumption is high when three storage 
methods are used at the same time, we designed a switch to 
freely control the use of these data transfer and storage 
methods.  

All the elements of electrical circuit are powered by a 3.7 
V battery which has 3000mAh battery capacity. 

3).  Noise Suppression Design 

To remove power frequency noise and interference, we 
have optimized as follows. 
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NeuECG require a bandwidth window of 0.05–1000 Hz. a 
band pass filter is used for it. Meanwhile, we designed an 
analog notch filter and a digital notch filter to eliminate 
possible power frequency interference. 

We chose the cable with shielding layer as the lead wire of 
the system to suppress the interference of environmental noise. 
In order to suppress random noise and increase the stability of 
the system, we adopted the PCB design of the multilayer board. 
Although the manufacturing cost has increased, this has 
improved the shielding effect of the system. In addition, the 
design of the multilayer PCB board can further reduce the area 
of the circuit board. 

C. Assembled Prototype for the NeuECG Data Acquisition 

The system design meets the requirements with the 0.05–
1000 Hz bandwidth, 24-bit ADC resolution and 4/8 kHz 
sampling frequency. Table 1 summarizes the technical 
specifications of the system. Over 16 Gb of memory storage, 
together with 3000mAh battery capacity enable long-time 
monitoring for more than 2 days. The proposed system records 
signal in the TF card, or you can choose to send the data to the 
analysis and processing software through the data line or 
gateway. 

TABLE I TECHNICAL PARAMETER OF THE PROPOSED SYSTEM FOR 

NEUECG MONITORING. 

Parameter Value 

Physiological 
measurements 

ECG, heart rate, SKNA 

Band-width 0.05 Hz-1 kHz 

Sampling frequency 2 kHz/4 kHz/8 kHz 

Number of channels 8 

ADC Resolution 24 bit 

Memory capacity 16 Gb for TF card 

Battery capacity 3000 mAh 

Fig.3a shows the assembled PCB of the system, 
comprising data collection front-end circuit, power 
management circuit, data storage and transmission module. 
The developed neuECG data acquisition device is shown in 

Fig. 3b，with the designed hardware we obtained neuECG 

signal, displayed on the console. 

III. EXPERIMENTAL DESIGN  

In order to verify the accuracy and reliability of the device, 
we prepared two sets of experiments for verification. The data 
was obtained from human subjects. The human subject study 
protocols have been approved by the Ethics Committee of The 
First Affiliated Hospital of Nanjing Medical University.  

The research object of the experiment is healthy volunteers 
and the patient. We record signals with PoweLab Data 
Acquisition Hardware Device (ADInstruments) and the 
developed neuECG assessment system simultaneously. The 
data acquired from PowerLab Data Acquisition Hardware 
Device (DAQ) was analyzed by LabChart pro 8 software 
(ADInstruments). The data acquired from the developed 
system was analyzed by the real-time data analysis system. 
The data were recorded by traditional Ag/AgCl electrodes, 
and a conductive adhesive was applied to the skin surface 
before the experiment began. In the experiment, the recording 
time, sampling frequency, and band-pass filter settings of the 
two devices were the same.  

Display

Shield

a

b

c

 
Fig. 3. (a) The assembled PCB of neuECG Acquisition Hardware Device. 

(b)The Developed neuECG device with Electrode wire. (c) The neuECG 
assessment system used on a patient’s chest in The First Affiliated Hospital 

of Nanjing Medical University. 

The first part of data come from healthy volunteers during 
the Valsalva Maneuver (VM). VM is a standard procedure for 
triggering sympathetic discharges. The time of the whole 
maneuver is generally 20 to 30 s. Therefore, in order to form 
a positive and negative control of the Valsalva Maneuver, we 
set the recording time of the experiment to 60s. We 
simultaneously collect the signals from volunteers with the 
developed device and PowerLab DAQ  . 

The second set of signal experiments was performed on 
patients in the hospital. The patient came from The First 
Affiliated Hospital of Nanjing Medical University and was 
unconscious at that time. The experiment mainly recorded the 
data of patients during sputum suctioning.  During sputum 
suction surgery, the strong stimulation will cause different 
changes in sympathetic nerves. The purpose is to verify that 
the system can observe changes in the patient's nerve burst 
during clinical events clearly. 

IV. RESULTS 

Using the neuECG data acquisition device, we can clearly 
see the changes in the SKNA and ECG signal during the 
operation. Unlike previous complex sympathetic nerve 
detection systems, the new system is smaller and has more 
diverse applications. And the low-cost hardware and the 
design of cloud architecture makes medical mega data 
possible. The new monitoring system can conveniently 
enhance the recognition of sympathetic nervous system real-
time change. The new system can now be used for a wide 
range of experiments and surgical monitoring. the reliability 
and usefulness of the system are verified with the test data. 

The experiment was conducted 20 times, and we analyzed 
it with one of them. Fig. 4 shows ECG and SKNA captured 
from healthy volunteers using the developed device and 
PoweLab DAQ simultaneously during the Valsalva Maneuver. 
Increased SKNA were evident during Valsalva maneuver 
(VM); The purpose of this experiment is to prove the 
effectiveness and stability of the system, and the experimental 
data proves this. The baseline of the ECG collected by the 
developed system is more stable than PoweLab, which 
provides a better raw signal for analyzing HRV. Moreover, the 
SKNA collected by the developed device has lower noise than 
the noise of PoweLab DAQ. In order to intuitively quantify 
SKNA and compare the noise baseline, we verify by 
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calculating eSKNA [13], which can display periods of nerve 
activation in the given period. The eSKNA was calculated as  

Set the input data as a one-dimensional array X. 

𝑋 = [𝑥0, 𝑥1, … , 𝑥𝑛]                             (1) 

set 100 ms as window size, 50 Hz as the moving frequency, 
and we calculate the average of signal values in the selected 
window, then, move the window to the next 20 ms, repeats the 
steps until the end of the data. The equation is: 

𝑀𝐴 = [𝑚𝑎0, 𝑚𝑎1, … , 𝑚𝑎𝑗]                         (2)   

𝑚𝑎𝑎 =
∑ 𝑥𝑖

𝑚+𝑎−1
𝑖=𝑎

𝑚
                                  (3) 

𝑎 = 0,1, … , 𝑗                                        (4) 

𝑗 =
(𝑆𝑅 × 𝑇 − 𝑚) × 𝑀𝑓𝑟𝑒𝑞.

𝑆𝑅
                        (5) 

where m is the number of samples in a window; j is the number 

of MA, 𝑥𝑖 is the 𝑖𝑡ℎ sample value of array X; 𝑀𝑓𝑟𝑒𝑞. is moving 

frequency;  SR is sampling frequency of data; T is the duration 
in second of selected data. 

Signal was effectively downsampled 200 times after the 
operation. Then we pass the MA through root mean 
square(RMS) calculator. Equations (4), (5) still apply. 

𝑅𝑀𝑆 = [𝑟𝑚𝑠0, 𝑟𝑚𝑠1, … , 𝑟𝑚𝑠𝑗]                (6) 

𝑟𝑚𝑠𝑎 = √
∑ 𝑚𝑎𝑖

2𝑛+𝑎−1
𝑖=𝑎

𝑛
                            (7) 

where n is the number of samples in a window; j is the number 

of samples of RMS, 𝑟𝑚𝑠𝑎  is the 𝑎𝑡ℎ  sample value of RMS; 

𝑚𝑎𝑖 is the 𝑖𝑡ℎ element of moving average array. 

After the process, RMS is defined as “eSKNA” which 
represents the main trend of nerve activity. 

 
Fig. 4. Signal collected from healthy volunteer with the proposed device and 

PoweLab DAQ during VM. (a) ECG collected from healthy volunteer with 

the proposed device during VM. (b) SKNA collected from healthy volunteer 

with the proposed device during VM. (c) ECG collected from a healthy 

volunteer with PowerLab DAQ during VM.  (d) SKNA collected from a 

healthy volunteer with PowerLab DAQ during VM. 

 
Fig. 5. The calculated eSKNA  

The experiment was conducted twenty times in total, and 
the calculation results are as follows. 

TABLE II CALCULATION RESULT OF COMPARISON EXPERIMENT 

 PowerLab DAQ 
Baseline (µV) 

NeuECG system 
Baseline (µV) 

Correlation 

1 2.10 1.39  0.9541 

2 1.86 1.27 0.9712 

3 1.79 1.34 0.9773 

4 2.03 1.12 0.9526 

5 1.89 1.33 0.9468 

… … … … 

mean 1.89 1.29 0.9655 

Fig. 5 shows the calculated eSKNA using the developed 
device and PoweLab DAQ simultaneously during the 
Valsalva Maneuver. We used the baseline of eSKNA to 
compare the noise floor of two devices actually tested. We can 
see that the baseline came from the developed system is less 
than PowerLab DAQ’s, this shows that the developed system 
has a better noise suppression level. The trend of signal 
changes is almost the same. The correlation coefficients as the 
correlation of the two signals was calculated as 

𝑟(𝑋, 𝑌) =
𝐶𝑜𝑣(𝑋, 𝑌)

√𝑉𝑎𝑟[𝑋]𝑉𝑎𝑟[𝑌]
                         (8) 

𝐶𝑜𝑣(𝑋, 𝑌)  is the covariance of X and Y, 𝑉𝑎𝑟[𝑋]  is the 
variance of X, 𝑉𝑎𝑟[𝑌] is the variance of Y. 

 

Fig. 6. Spectrogram of the raw signal 

Through twenty groups of experiment, the practicality and 
reliability of this system are verified. According to the results 
from Table II, there are good linear relationships between 
SKNA signals collected by the proposed system and the 
standard system (PowerLab), the correlation coefficient is 
0.9655.  In addition, by comparing the frequency spectrum of 
the two raw signals [Fig. 6], we found that the spectrum 
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energy at 1000-2000 Hz of the signal collected by Powerlab is 
higher, indicating higher noise. It means the developed system 
has the lower noise. The results show that this proposed 
system gets a better effect in comparison with the normal 
system (PowerLab) of records SKNA non-invasively. 

Fig. 7 shows the results from one of the patients during the 
sputum suctioning. Compared to the preparing and recovery 
period, the SKNA signal was activated in the operation 
duration. Dotted red lines mark start and stop of the operation. 
This result provides an evidence to verify sensitivity of the 
system. Thus, it can be verified that the neuECG data 
acquisition and analysis system can be used as the tool to 
survey SKNA in daily sympathetic nerve monitoring. 

 

Fig. 7.  test data and its system outputs during the suctioning. Red dotted 
lines mark start and stop of the operation. a: ECG and R peak detection; b: 

SKNA (µV); c: eSKNA (µV); d: Heart rate / bpm; 

V. DISCUSSION & CONCLUSION 

The autonomic nervous system plays a very important role 
in human daily life and lots of diseases are related to it. 
Traditional autonomic nerve analysis and evaluation methods 
have limitations. Recently a new method was proposed for the 
neuECG. However, this method has no special monitoring 
system, which makes the research of this method difficult to 
popularize. We summarize the current monitoring system 
used in this method and demonstrate it in Fig. 8, with the 
summary of their characteristics compared to ours in Table  III. 
The technical parameters in the table are from the technical 
manual of the device. 

ME6000 Biomonitor [Fig. 8(a)] is the signal acquisition 
system used at the beginning of neuECG research [8]. This 
system is mainly used to measure EMG, and it has moderate 
dimensions and can be used to acquit SKNA.  However, its 
sampling frequency can only be up to 2kHz, and the collected 
signal integrity is insufficient. In addition, the continuous use 
time of the system is only 8 hours, so it cannot achieve long-
term sympathetic nerve monitoring. 

PowerLab DAQ [Fig. 8(b)] is a signal analysis instrument 
used in neuECG research protocol [14]. It provides high-
quality signals and plenty of signal processing algorithms, 
however, it has poor portability and high cost, and this 
instrument can only use USB 2.0 to transfer data. So it can 

only be used for limited research. Thus, it hardly meets the 
personalized, multi-scenario monitoring requirements. 

USB 

(c)

(a)

(b)

real-time

USB 

real-time

Cloud

real-time

Offline

Offline

 

Fig. 8. The current monitoring system used for neuECG. (a)  ME6000 

Biomonitor. (b)  PowerLab Data Acquisition Hardware Device. (c) the 

development neuECG assessment system. 

TABLE III SYSTEM CHARACTERISTICS OF THE MONITORING DEVICE FOR 

NEUECG RECORDING 

Characteristics ME6000 

Biomonitor 

PowerLab 

DAQ 

neuECG 

system 

Signal quality clean clean clean 

Dimensions 181×85×35 

mm 

260×240×70 

mm 

70×70×40 

mm 

Weight 344 g 2700 g 130 g 

Monitoring 
time 

8 hours AC power 
supply 

> 48 hours 

Noise (rms) 1.6 μV 2.2 μV 0.8 μV 

Signal real-time 

analysis? 

No Yes Yes 

Cloud 
architecture? 

No No Yes 

Portable? Yes No Yes 

Cost Middle High Low 

In summary, in order to build a big data neuECG 
monitoring and processing platform, we have developed a 
portable neuECG monitoring system [Fig. 8(c)]. The 
advantages of the new portable neuECG monitoring system 
are: 1) Light weight, compact size, low-cost design and long 
battery life provide a more flexible solution for sympathetic 
nerve monitoring. 2) we developed a cloud platform for 
neuECG monitoring and processing; 3) At last, we focused on 
the neuECG signal, designed a data acquisition system that 
can collect high-quality original data, and verified the 
performance through comparative experiments.  

Signals can be observed by this system in real time, and 
the relationship between Sympathetic nerve and specific 
episodes of cardiac events can be found. When a patient 
suffers from an autonomic nervous system-related disease, not 
only can be monitored in hospital, but also at home or 
anywhere else. Doctors can observe the patient's sympathetic 
nerve signal changes in real time in the cloud, thus giving an 
appropriate treatment plan. This is helpful for disease 
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prevention and treatment. In addition, the significance of real-
time cardiac sympathetic nerve activity assessment is that it 
can correspond more frequently to clinical events and 
neuECG signal changes, thereby expanding the field of 
neuECG research. Thus, the system can provide auxiliary 
means for research in the field of sympathetic nerve 
monitoring and has promising application foreground. 
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Abstract—Detection of QRS complex in electrocardiogram 

(ECG) is the most critical and basic step for automated cardiac 

diagnosis. Many automated QRS complex detection methods 

have been proposed, and several state-of-art approaches show 

acceptable detection accuracy. However, current methods 

cannot generalize to out-of-distribution data, especially inter-

patient and low-quality wearable ECGs. 

In our work, a 20-layer convolutional neural network (CNN) 

using octave convolution was proposed to detect QRS complex 

in unknown and noisy ECGs. Octave convolution allows inter-

frequency communication between high- and low-frequency 

bands in latent space. All extracted features are sent to fully 

connected classifier for element-wise QRS complex detection. 

Intra- and inter-independent databases testing was conducted to 

evaluate methods’ generalization capacity and noise immunity. 

Our experimental evaluations show that our method results 

in significant F1 gains on multi independent databases. The 

proposed method results in average 24.23% improvement 

comparing with P&T algorithm and 2.16% with SENet, which 

is the first-place-method in China Physiological signal 

Challenge (CPSC) 2019. Notably, the proposed method shows 

superior stability to SENet on the whole databases, especially on 

databases from out-of-distribution sources of the training set. 

Keywords—CNN, ECG, Noise immunity, Octave convolution, 

QRS complex detection 

I. INTRODUCTION  

Electrocardiogram (ECG) records the bio-electrical 
response of heartbeats and provides an important role in non-
invasively monitoring and clinical diagnosis of 
cardiovascular disease (CVD). A normal heart beat consists 
of a P wave, QRS complex and a T wave. QRS complex 
detection is the basis of ECG analysis and promotes the 
development of automated ECG characteristics analysis, such 
as R-R interval, heart rate [1], and P-R interval, etc.  

Many automated QRS complex detection approaches 
have been proposed over the last three decades. Due to noise 
uncertainty and the intra- and inter-patient variability, 
challenges in QRS detection for wearable ECG still remain. 
The traditional QRS detection method generally contains the 
preprocessing stage and the decision stage. The 
preprocessing stage mainly includes linear or non-linear filter 
[2] and wavelet transform [3] [4] for denoising in ECG. The 
decision stage consists of QRS detection and decision logic, 
including singular value decomposition (SVD) [5] and 
Hilbert transform [6], etc. Most of these approaches reported 

acceptable accuracy on the specific databases for study. 
However, The QRS detection methods for standard ECGs fail 
in noisy environments. A recent study [7] confirmed that 
none of the common QRS algorithms can obtain 80% 
detection accuracy when tested on a common dynamic noisy 
ECG database. 

In recent years, with increasing computational power, 
several deep learning methodologies have been utilized for 
ECG analysis [8]. Recurrent Neural Network (RNN) and 
Convolution Neural Network (CNN) are the most widely 
applied. Some neural network (NN)-based ECG analysis 
methods for different tasks have been proposed, including for 
disease diagnosis [9], arrhythmia classification [10], sleep 
staging [11] and biometric human identification [12]. For 
NNs used in the QRS detection, Xiang et al. [13] utilized a 
two‑level CNN followed by a fully connected layer. Yuen et 
al. [14] combined CNN and LSTM to effectively detect QRS 
complexes in noisy ECGs. In the China Physiological Signal 
Challenge 2019 (CPSC2019) [15] for QRS detection, Cai et 
al. developed a multi-branch squeeze-and-excitation network 
(SENet) and achieved the first prize [16]. 

Despite the NN-based methods that really make a certain 
level of accuracy in QRS complex detection, some problems 
still have yet to be solved. The common issue of these 
supervised approaches is the unsatisfied detection 
performance on the unknown ECG recordings. Meanwhile, 
noise in ECG recordings collected from wearable devices has 
a negative impact on the performance of these methods [17]. 
For example, the CNN-LSTM method proposed in [14] 
achieved less than 85% accuracy on the ECGs with a signal-
to-noise ratio (SNR) of 0dB.  

To address the issues mentioned above, this paper 
proposes a 20-layer CNN with octave convolution for multi-
frequency representation and communication. We evaluate 
our model on three independent databases: MIT-BIH Noise 
Stress Test (NST) database [18] [19], QT database [20], and 
St Petersburg INCART 12-lead arrhythmia database [19]. 
The input ECGs were pre-processed by discrete wavelet 
transform. Our model contains two-level CNN branches, 
which extract features from high- and low- frequency level 
inputs respectively, then exchange information by octave 
convolution. Octave convolution is a novel convolution 
operation proposed by Chen et al. [21] for inter-frequency 
communication and reduction of spatial redundancy while 
requiring lower computation resource and memories than 

* Chengyu Liu is the corresponding author. (e-mail: chengyu@seu.edu.cn). 
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vanilla convolution. Thus, our proposed method consists of 
three steps: pre-processing via discrete wavelet transform, 
element-wise QRS detection via the proposed CNN model, 
and R peak position determination. The overview diagram is 
illustrated in Fig. 1.  

The rest of this paper is organized as follows. Section II 
describes the ECG databases used in this work. In Section III, 
the proposed method is illustrated. Section IV presents the 
evaluated results. The results are analyzed in Section V. 
Finally, Section VI concludes the paper. The main 
contributions of this paper include:  

1. We propose a new CNN model for QRS complex 
detection with inter-patient generalization ability.  

2. We investigate the effectiveness of octave convolution 
on QRS complex detection. 

II. DATA 

A. Training Data 

The training ECG recordings are from CPSC2019 [15]. 
The publicly CPSC2019 database consists of 2,000 single-
lead ECG recordings collected from patients with CVD. Each 
of the recordings lasts for 10 s. These ECG recordings were 
obtained from multiple sources and re-sampled to 500 Hz. 
The R-peak annotations for each recording were given as a 
position sequence  [r1, ……rn] . We split the database 
recordings from publicly CPSC2019 database into a training 
and validation set. The R-peaks annotation of each ECG 
recording was mapped into a binary sequence for supervised 
training. As the maximum duration of a normal QRS complex 
is below 0.12 s, 3 timesteps (0.048 s) before and 5 timesteps 
(0.08 s) after the annotated R peak were set to 1, while the 
others were set to 0 in the binary sequence. In order to 
increase the diversity of dataset and avoid overfitting, data 
augmentation in the training set was applied by adding 
Gaussian white noises, random pulses, sinusoidal baseline, 
and sawtooth baseline.  

B. Testing Data 

 Non-publicly CPSC2019 testing database, MIT-BIH 
NST, QT, and INCART databases were adopted in this work 
for model testing. The recordings from MIT-BIH NST, QT, 
and INCART databases were unified to 500 Hz. 
PhysioToolkit Noise Stress Test [18] adds noise recordings 
with given SNR to the clean ECG signals. The noise 
recordings include record em (electrode motion artifact), 
record ma (muscle noise) and record bw (baseline wander). 
Record em contains significant amounts of muscle noise and 
baseline wander as well. The noisy wearable ECG devices 
output ECG signals with SNR in the range of 12 dB to 0 dB 
[14]. Electrode motion artifact is generally the most 
troublesome type of noise for ECG analysis due to the similar 

characteristic to ECGs. Thus, record em with SNR of 0 dB 
was added to the ECG recordings from MIT-BIH Arrhythmia 
database [19] [22] to construct the MIT-BIH NST database. 
The other noise recordings and gaussian white noise were 
used to measure the robustness to noise of our model and the 
effectiveness of octave convolution. The databases used in 
this work are summarized in Table I. We only used the 
primary ECG lead for QRS complex detection. ECG 
recordings from each database were split into 10 s ECG 
signals (i.e. 5000-point ECG sequences) for testing. 

III. METHOD 

A. Problem Formulation 

The QRS detection task takes as input an ECG signal 
X = [x1, …… xt] , and outputs a sequence of labels 
P = [p

1
, ……p

n
], such that each p

i
 represents the probability 

that a QRS complex appears on the time step. Our model takes 
the 10 s pre-processed ECG signal sampled at 500 Hz as input 

Fig. 1. Overview of our proposed QRS detection method. 

 

TABLE I. CHARACTERISTICS OF ECG DATABASES USED FOR TESTING IN THIS STUDY 

DB Name CPSC2019-TEST MIT-BIH NST QT INCART 

Source Hz 500 360 250 257 

Target Hz 500 500 500 500 

# Records 1,645 48 105 75 

Used # Records 1,645 48 82 75 

Records Length 10 s 30 min 15 min 30 min 

# Lead 1 2 2 12 

Used # Beats 22,609 98,262 78,766 158,366 
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and outputs a 10 s probability sequence sampled at 62.5 Hz. 
The output sequence predicts QRS complexes by producing a 
rectangular function at the location of the R peaks. The reason 
why the output sequence is down-sampled to 62.5 Hz is that, 
considering the frequency band of QRS complex (0.5 Hz ~ 25 
Hz), a sample rate of 50 Hz is sufficient for QRS complex 
detection according to Nyquist sampling theorem [23]. ECG 
input with low sample rate allows our model to focus on the 
QRS complex and other sub-waves while ignoring high-
frequency noise. Meanwhile, as the frequency band of ECG is 
in range of 0.5 to 100 Hz, the high-frequency information 
(over 25 Hz) can facilize the recognition of QRS complexes. 
Our model is designed to fuse the high- and low- frequency 
information and map features to the low-frequency dimension 
for QRS detection. 

B. Pre-processing and Post-processing 

Pre-processing aimed to denoise in ECG signals to 
prevent our model learning wrong features. Discrete wavelet 
transform pre-processing was adopted to suppress noise in 
our method. The 10 s raw ECG signal X[n]  was firstly 
decomposed to generate approximation coefficients (C1) and 
detail coefficients (D1) using Symlets (sym4) wavelet of the 
first order. C1 and D1 were respectively used to reconstruct 
the approximation component X1, L[n]  and the detail 

component X1, H[n] . Then the raw ECG signal and the 

decomposed components were all fed into the model as inputs. 
The output of our model was post-processed to obtain the 
final QRS detection result. A threshold of 0.5 was used for 
binary classification. 

C. Model Architecture 

We proposed a 1D CNN with octave convolution, which 
was shown in Fig. 2. An average pooling operation with a 
pool size of 8 was performed to generate input for low-
frequency level branch, and the high-frequency level branch 
took as input the pre-processed ECG signal. We arrived at 
architecture with two 9-layer branches followed by a fully 
connected layer as the QRS discriminator. Two octave 
convolution layers were inserted before the 1st and the 10th 
layers for high- and low-frequency information exchange 
between branches. The detailed operation of octave 
convolution was shown in Fig. 3. Inter-frequency 
communication made the features extracted from each branch 

more robust. Dilated convolution layers were applied in these 
two branches to enlarge the receptive field through a fewer 
number of convolution layers. To remove gridding artifacts 
of dilated convolution, a vanilla convolution layer was 
applied at the end of each branch. Each branch consisted of 8 
dilated convolution layers and a vanilla convolution layer. 
The dilated convolution layers all had a filter length of 3, 8×
2k filters and a dilated rate of 2k, where k started as 1 and was 
incremented every 2-th dilated convolution layer. The octave 
convolution layers and vanilla convolution layers had the 
same size of filters as the nearest dilated convolution layer.  

After each convolution layer, we applied Batch 
Normalization [24] and a leaky rectified linear unit (Leaky 
ReLU). We applied Dropout [25] before the second octave 
convolution layer where produced the most parameters. The 
feature maps extracted by the high-frequency level branch 
were down-sampled by average pooling operation with a pool 
size of 8, then concatenated with the feature maps extracted 
by the low-frequency level branch before sending to the fully 
connected classifier. In the fully-connected classifier, we 
discarded the flatten operation and directly connect every 
neuron of each time step with the previous layer’s neurons of 
the same time step by the dense layer. The number of neurons 

Fig. 2. The architecture of the network.  The network contains 2 branches with 9 convolution layers each and 2 octave convolution layers followed by a 

fully-connected classifier and a sigmoid, then outputs a 625-point sequence with values in the range of [0,1] to predict the probability that a QRS complex 

appears on each time step. 

Fig. 3. Detailed operation of octave convolution. Cin and Cout is the number 

of filters. In this work, α = 0.5. 
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was decreased layer-wise. Finally, a sigmoid was applied to 
make a binary prediction for every time step.  

IV. EVALUATION METRICS 

Evaluated metric contains sensitivity (Se), positive 
precision rate (PPR) and F1. True positive (TP) is the number 
of correct QRS detection. False positive (FP) is the number 
of incorrect QRS detection. False negative (FN) is the number 
of incorrect rejected QRS. Correct QRS complex detection 
position must be within 75 ms from the annotated R peak [27]. 
TP, FP and FN are counted from the whole database. Here, 
Se, PPR and F1 are computed according to the equations 
below. 

 Se= 
TP

TP+FN
 () 

 PPR= 
TP

TP+FP
  () 

 F1= 
2∙Se∙PPR

Se+PPR
 () 

V. RESULT 

A. Comparison with Rule-based Algorithms 

The testing results of the P&T algorithm [26] and our 
model on the CPSC2019-TEST, MIT-BIH NST, QT, and 
INCART database were shown in Table II. The CPSC2019-
TEST database was independent of the training database. The 
P&T algorithm [26] showed the acceptable F1 score on the 
CPSC2019-TEST database. However, the F1 values 
decreased significantly on the rest databases, where the 
algorithm reported the lowest F1 of 0.6103 on MIT-BIH NST. 
As shown in Table II, the F1 results of our QRS detection 
method were higher than 0.95 for most databases except for 
MIT-BIH NST. The proposed method outperformed the P&T 
algorithm on all testing databases, noticeably on the QT 

database which includes a wide variety of QRS and ST-T 
morphologies. 

B. Comparison with SENet 

SENet for QRS detection was proposed by [17], which 
won the first prize in CPSC2019. Table II showed that Oct 
Net significantly reduced the number of FP on the whole 
databases. The performance of Oct Net was more stable than 
SENet. For the databases expect for CPSC2019-TEST, Oct 
Net achieved the best performance on PPR and F1 (0.8882 to 
0.8541 on MIT-BIH NST, 0.9873 to 0.9581 on QT and 
0.9568 to 0.9290 on INCART). Although SENet was more 
inclined to detect QRS complex, it also caused PPR of SENet 
to deteriorate on most databases, especially on MIT-BIH 
NST (0.7697 for SENet and 0.8560 for Oct Net). For database 
CPSC2019-TEST, Oct Net performed slightly worse 

Database Method TP FP FN Se PPR F1 

CPSC2019-TEST P&T algorithm [26] 19,462 4,297 3,147 0.8608 0.8191 0.8395 

 SENet [17] 22,396 1,257 213 0.9906 0.9469 0.9682 

 No-Oct Net 21,925 1,008 684 0.9697 0.9560 0.9628 

 Oct Net (proposed) 22,111 1,179 498 0.9780 0.9494 0.9635 

MIT-BIH NST P&T algorithm [26] 50,116 15,865 48,146 0.5100 0.7596 0.6103 

 SENet [17] 94,268 28,202 3,994 0.9594 0.7697 0.8541 

 No-Oct Net 88,238 14,467 10,024 0.8980 0.8591 0.8781 

 Oct Net (proposed) 90,681 15,247 7,581 0.9228 0.8560 0.8882 

QT P&T algorithm [26] 48,818 14,882 29,948 0.6198 0.7667 0.6853 

 SENet [17] 77,767 5,804 999 0.9873 0.9306 0.9581 

 No-Oct Net 75,853 749 2,913 0.9630 0.9902 0.9764 

 Oct Net (proposed) 77,100 318 1,666 0.9788 0.9959 0.9873 

INCART P&T algorithm [26] 90,103 13,167 68,263 0.5690 0.8725 0.6888 

 SENet [17] 153,730 18,879 4,636 0.9707 0.8906 0.9290 

 No-Oct Net 143,975 5,504 14,391 0.9091 0.9631 0.9352 

 Oct Net (proposed) 150,437 5,663 7929 0.9499 0.9637 0.9568 

TABLE II. PERFORMANCE OF SERVAL QRS DETECTION METHODS ON DIFFERENT DATABASES  

Fig. 4. (a) F1 score on the MIT-BIH NST database with record ma. (b) F1 

score on the MIT-BIH NST database with record em. (c) F1 score on the 

MIT-BIH NST database with gaussian white noise. (d) F1 score on the 

MIT-BIH NST database with record bw. 

(a) (b) 

(c) (d) 

Oct Net is our proposed model. No-Oct Net is the variation of our model which replaced octave convolution layers by vanilla convolution layers.  
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comparing of the F1 value with SENet (0.9682 for SENet and 
0.9635 for Oct Net). 

C. Comparison of Oct Net and No-Oct Net  

No-Oct Net was the variation of our model which replaces 
octave convolution layers by vanilla convolution layers with 
the same size of filters. As shown in Table II, Oct Net and 
No-Oct Net both achieved superior performance. The F1 
results as well as the other performance metrics of No-Oct 
Net were slightly lower than Oct Net on most databases. The 
performance gap was mainly reflected in Se results, around 
4% higher for Oct Net than No-Oct Net. 

D. Performance on Noisy Databases 

Record ma and record em contain noise with an 
overlapped frequency band of ECGs. The baseline wanders 
in the record bw is a low-frequency signal. Gaussian white 
noise has uniform power across the frequency band. Fig. 4. 
presented the F1 scores of Oct Net and No-Oct Net on the 
MIT-BIH NST databases with different types of noise and 
SNR. The performance of Oct Net and No-Oct Net was 
reduced with the decreasing of SNR. Oct Net significantly 
outperformed No-Oct Net on the MIT-BIH NST databases 
with record ma and record em, which primarily contain high-
frequency noises. Record bw and Gaussian white noise had a 
similar impact on the performance of Oct Net and No-Oct Net. 

VI. DISCUSSION 

Automated QRS complex detection methods aim to help 
cardiologists label the vast amounts of ECG data for further 
ECG analysis. Our method has relatively higher accuracy on 
various unknown databases and noisy databases, indicating a 
certain level of generalization ability and robustness. For 
database CPSC2019-TEST, the proposed method performed 
slightly worse than SENet, which is the optimal model in 
CPSC2019. Considering the weight file of SENet had been 
trained to fit the data distribution of the data source in the 
competition, this result is acceptable. 

Octave convolution reduces computation and memory 
overhead. Oct Net (0.39 M) only produces 89% of the 
parameters of No-Oct Net (0.44 M) and reduces the FLOPs 
of No-Oct Net by 30%. Moreover, Oct Net shows superior 
performance to No-Oct Net on ECG recordings contaminated 
by high-frequency noise. The testing results on the MIT-BIH 
NST database with different types of noise recordings 
demonstrate octave convolution tends to suppress the high-
frequency noise and maintain the performance when dealing 
with low-frequency noise. 

VII. CONCLUSION 

This paper has presented an octave convolution-based 
QRS complex detection method. Two CNN branches are 
designed to extract features from multi-frequency ECG 
signals. Octave convolution allows inter-frequency 
communication of multi-frequency ECG signals’ feature 
maps while requiring less computation and memory overhead 
than vanilla convolution. The testing results obtained by 
using intra- and inter- database testing demonstrate that this 
proposed method provides a higher generalization ability and 
robustness to noises than other NN-based and traditional 
state-of-art QRS detection methods. As a result, the proposed 
method has the potential for application in the noisy daily 
environment. In future work, noise in the frequency band of 
QRS complex needs to be removed for more accurate feature 

extraction. And other biomedical signals will be combined 
with the ECG signals to improve the accuracy and robustness 
of QRS detection. 
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Capacitance Measurement of Molten Metal Level in 

Continuous Casting System 

 

 

 

 

  
 

   

 

 

 

 

 

  

 

 

 

  

 

 

 

Abstract—The accuracy of molten metal level measurement 

is the base of controlling the molten metal level, which greatly 

affects the production quality. Due to the oscillation of the caster 

mold, hot temperature, and noises in the continuous casting sys-

tem, the accurate level is hard to obtain. Currently used molten 

metal level measurement technique includes radioisotope trans-

mission, electromagnetic, ultrasound reflection, microwave re-

flection, computer vision, and capacitive level measurement 

method. The radioisotope transmission method has potentially 

hazardous to exposed workers, while the electromagnetic 

method needs to maintain the coil frequently for the large exci-

tation source needed, the ultrasound reflection method, micro-

wave reflection method and computer vision method can be af-

fected by the casting powder used for preventing molten metal 

splash. In this work, a new structure of the capacitance sensor 

designed for minimizing the influence of caster mold’s oscilla-

tion and improving heat dissipation was proposed, the variation 

of capacitance between the sensor electrode and the caster mold 

with molten metal level change and the oscillation of the caster 

mold was calculated in simulation and validate through a 

grounded simulation tank with capacitance to digital converter 

FDC1004. The result shows that the proposed capacitance sen-

sor can achieve an accuracy of 1 mm when the distance between 

the molten metal surface to the sensor within 80 mm with 2 sam-

ples per second report speed. 

Keywords—continuous casting, molten metal, level sensor, ca-

pacitance sensor, directional enhancement 

I. INTRODUCTION 

Continuous casting is a technology to realize continuous 
metal slab casting, which greatly improved the productivity 
and quality of metal slabs compared to older metal molding 
technology. The flow velocity, impurities, and unstable metal 
oxides greatly involved the quality of the produced metal 
slab[1]–[4]. In order to improve the quality and product 
stability of the produced metal slab, one approach is to control 
the flow rate during the process, controlling the level of the 
molten metal level at the mold[1], [5]. As an important part of 
controlling the molten metal level, the accuracy and sample 
speed of the molten metal level sensor had a great influence 
on the control precision and response speed of the molten 
metal level control system.  

Fig. 1 shows the typical structure of a working caster mold, 
two copper-walled water tanks are used to cool down the molt- 

 

 The typical structure of a working caster mold 

en metal between water tanks, while there is a layer of manu-
ally added casting powder to improve the product quality. The 
target is to control the level of molten metal in the caster mold. 
However, for the casting powder is added manually, the thick-
ness of casting powder is not well-distributed, which can in-
fluence the measure of the molten metal level. During the pro-
cess of continuous casting, the two water tanks are oscillating 
to prevent molten metal from adhering to the copper wall of 
the water tank[1]. Due to the high conductivity and high 
temperature of molten metal in continuous casting system, 
some traditional contact liquid level measurement 
methods[6]–[8] are difficult to apply. At present, the methods 
for measuring the level of molten metal include radioisotope 
transmission[9], [10], ultrasonic pulse[11], [12], laser[12]–
[14], computer vision process[15], [16],thermal[15], [17], 
capacitance measurement[18] and electromagnetic measure-
ment[19]–[21]. Due to the radiation leakage caused by 
radiation penetration will affect the human body, it is rarely 
used in production environments with human participation. 
The ultrasonic pulse and laser methods can only measure a 
tiny area, which means a matrix of sensors are needed to get 
the overall level of the caster mold, while the measured level 
includes the layer of casting powder, the molten metal level is 
hard to obtain. The computer vision method can also be 
affected by the casting powder layer, but with the assistant of 
thermal level sensing technology, the molten metal level can 
be obtained[15]. However, the accuracy of the computer 
vision level measurement is lower than other methods, it’s 
about 5 mm. The electromagnetic method using two coils to 
test the reluctance of air, caster mold’s water tank, and molten 
metal, which can achieve good linearity in the measuring 
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range. But for the caster mold's water tank is included, the 
measurement result of electromagnetic method can be 
affected by the caster mold's oscillation. The capacitive 
method is sensitive to the surrounding objects, as the distance 
of the sensor and molten metal surface is long, the influence 
of the environment is large. 

In this work, the directionality of the capacitive sensor was 
enhanced to minimize the influence of surrounding objects 
and caster mold’s oscillation. A simulation of the capacitance 
variation was done by COMSOL Multiphysics, the results 
were verified through a copper wall steel surface water tank. 

II. CAPACITANCE SENSOR DESIGN 

The structure of the designed sensor is shown in Fig. 2. 
The simulation model of the sensor is implemented with a 
print circuit board, which consists of a circular sensor 
electrode, the remote ground, and a barrel of active-shielding 
electrode. The two electrodes are both made of copper to 
ensure the conductivity of the electrode, while there are many 
metalized holes applied to the shielding electrode to ensure the 
equipotential of the shielding electrode and improve the heat 
dissipation capability with running cold air provided at the 
metal factory. The radiation of the sensor electrode is 15 mm. 
In order to enhance the shielding effect and the directionality 
of the sensor, the inner radius of the shield electrode is 16 mm 
and the outer radius is 50 mm. 

 

 The structure of designed capacitive sensor 

Compared with the previous designed molten metal level 
sensors used in the caster mold, the proposed sensor design 
can reduce the influence of caster mold’s oscillation. For 
electromagnetic sensor, because the copper wall of the caster 
mold has good conductivity, and the upper part of the caster 
mold wall is fixed by the iron frame which has high 
permeability, the mold wall played an important role in the 
magnetic circuit, resulting in the measurement results 
containing a large mold wall vibration signal. For normal 
capacitance sensor which only shielded the connection line of 
converter board and sensor, due to the open structure of the 
mold, not only the position of the conductive mold wall will 
affect the capacitance value between the sensor and the ground, 
but also the surrounding human and other conductive bodies 
will affect the measurement results. In this design, the shielded 
sensor electrode can be focused on the part directly opposite 
the molten metal surface, thereby reducing the influence of ir-
relevant surrounding objects. 

The capacitance is obtained through Texas Instruments’ 
capacitance to digital converter FDC1004, which includes  a 
shield output port to reduce the influence of stray capacitance, 
however, the buffer included in the chip can only shield 400pF 
capacitance at most, a standalone shield buffer is needed to 
shield large stray capacitance in the continuous casting 

operation. The capacitance measurement circuit is shown in 0, 
an additional buffer is applied to the chip’s shield port to 
enhance the shielding capacity of the converter. The 
capacitance converter and the caster mold were well grounded, 
the converter measures the capacitance between the sensor 
electrode and the ground. The capacitance converter uses a 2.9 
V DC voltage source as the excitation, while the embedded 
capacitor and the external capacitor formed a charge 
distribution circuit. When the connection between the 
embedded capacitor and the external capacitor is disconnected 
and the embedded capacitor is discharged, the external 
capacitor is charged by the excitation source given by the 
converter chip, then the excitation source is removed and the 
external capacitor is connected to the embedded capacitor. 
After the charge distribution process is complete, the value of 
the extern capacitor can be captured through the measurement 
of the embedded capacitor voltage. In this case, a buffer 
following the output of the sensor can shield the stray 
capacitance irrelevant to the measurement. 

 

 Designed capacitance measurement circuit 

III. SENSOR SIMULATION 

According to the targeted caster mold dimensions, a module 
of the caster mold was designed. The total length of the caster 
mold is 1.1 m, and the width of the caster mold is 0.2 m. The 
measurement range required to sense the molten metal level 
should be greater than 0.06 m. Considering the measurement 
principle of the capacitance converter, the capacitance sensor 
electrode is simplified to a shielded circular plate. The central 
part of the simulated sensor is shown in Fig. 4 (a). The shield-
ing layer covered the sensor electrode and applied to the same 
direct current voltage source. Therefore, if only by monitoring 
the charge of sensor electrode, the calculated capacitance can 
be equivalent to the capacitance in actual operation. For the 
length of the caster mold is relatively long, the influence of the 
two copper wall terminals are not considered in the simulation 
module, only molten metal surface and two copper walls of 
the caster mold water tank are considered. The complete sim-
ulation module built in COMSOL Multiphysics is shown in 
Fig. 4(b), the three cuboid surfaces facing the sensor are ap-
plied to the ground. For the variation of capacitance between 
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the sensor electrode and the ground is quite small, the relative 
tolerance of the solver is set to 10-7. 

 

(a)  

 

(b)  

 Designed COMSOL simulation module:(a) Center section of the 
capacitance sensor.(b) Complete simulation module 

Considering the initial distance of the capacitive sensor to 
molten metal surface needed to ensure the temperature of the 
sensor is not too high, the initial distance of the capacitive sen-
sor and the molten metal surface is 0.051m, at the initial state, 
the surface of the molten metal was as high as the copper wall 
of the caster mold’s water tan . The simulation result of the 
capacitance measured between the sensor electrode and 
ground varies with different caster mold position and the mol-
ten metal level is shown in Fig. 5, the distance is of the sensor 
electrode to molten metal surface. Corresponding to the simu-
lation result, without caster mold’s position correction, the er-
ror of capacitance measurement is smaller than 1mm while the 
distance of the sensor electrode and molten metal surface 
within 0.1 m which shows the influence of the caster mold’s 
oscillation to the capacitance measurement result is small, the 
shield designed in the sensor works well in the simulation. The 
influence of caster mold’s oscillation is increasing when the 
distance of the sensor electrode and molten metal surface in-
creased shows the shielding effect of the sensor’s shield elec-
trode is decreasing when distance increased. Using MATLAB 
curve fitting toolbox, the most suitable expression format was 
the power with constant addition, the fitting expression for the 
caster mold at original position was: 

 CS=0.073∙d-2.25+262.4 fF (1) 

Where CS is the calculated capacitance through simulation, 
d is the distance between the capacitive sensor and the molten 
metal surface. The R-square of the fitting result was 0.9998, 
which means the fitting expression highly fits the raw data. 

Compared with the capacitance expression of the ideal 
parallel plate capacitor, the simulation result turns out that the 
change in capacitance value with distance is power of -2.25, 
while in an ideal parallel plate capacitor is the power of -1. 
The reason for this difference is not only the area of the copper 
wall facing the capacitive sensor varied with molten metal 

level, but the large distance between capacitive sensor to the 
grounded surface caused obvious edge effect. Considering the 
measurement range of the capacitance converter FDC1004, 
±15 pF and the measurement accuracy of the converter was 
0.5 fF, the capacitance variation was well within the capaci-
tance converter’s measurement range, and the change of ca-
pacitance can be clearly identified. 

 

 Capacitance varied with caster mold position and molten metal level 

IV. EXPERIMENTAL SETUP 

 

 Simulated molten metal level measurement test system 

A simulated molten metal level measurement test system 
was implemented with a copper wall steel surface acrylic wa-
ter tank, as shown in Fig. 6, the inner length of the tank is 1.1  
m, along with 0.2 m width and 0.25 m height. The capacitive 
sensor is fixed by an adjustable bracket, Organic Light-
Emitting Diode(OLED) display panel and microcontroller 
was powered by an ungrounded power source and connected 
to the capacitance converter through shielded cable, while the 
sensor connects to the capacitance converter through a 
shielded coaxial cable. The copper walls and the steel surface 
were grounded through wire connection to the power source’s 
ground to reduce the influence of the remote ground. The os-
cillation of the caster mold can be simulated by varying the 
height of the sensor using the adjustable bracket equivalently. 
The steel surface is made of a layer of foam underneath 
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bonded with a thin steel plate; the two copper walls were made 
of 0.2 mm copper foil and pasted at the wall of the acrylic wa-
ter tank. The level of the steel surface can be varied by adjust-
ing the water level in the acrylic water tank, the foam holds 
the thin steel plate to float on the water and release the water 
with a tap installed on the side of the water tank. As the prin-
ciple of capacitance measurement is to measure the capaci-
tance between the sensor electrode and the ground electrode, 
which can be calculated through facing area, using copper 
foils and a thin steel plate to simulate the copper wall water 
tanks and the molten metal level was reasonable. 

If the power source is turned on, the microcontroller will 
communicate with the capacitance converter and OLED dis-
play using Inter-Integrated Circuit Bus(I2C) interface at 
50kHz to ensure data transmission reliability, configuring the 
capacitance converter to 100 samples per second(SPS), sin-
gle-channel mode, averaging 50 samples to get more stable 
capacitance and plot the average result to OLED display. As a 
result, the measured capacitance value can be read easily 
through OLED display, the sample rate of the molten metal 
level measurement system is 2 SPS. 

V. RESULTS AND DISCUSSION 

As an initial measurement setting, the distance between 
the capacitance sensor to the water tan ’s upper surface is set 
to 51 mm by adjusting the bracket fixing the capacitive sensor, 
which diameter was the same in simulation settings. The 
measurement result of capacitance varying with the distance 
between the capacitance sensor and the thin steel plate was 
shown in 0, the trends of capacitance were similar to the sim-
ulation result at the same condition, the influence of caster 
mold’s oscillation was relatively small in the distance of 0.04 
m to 0.07 m, and gradually increased at longer distance for the 
caster mold moves down 5 mm curve, while the caster mold 
moves up 5 mm curve have little difference of the caster mold 
at origin one, this can be caused by the not fully fitted copper 
foil at caster mold’s side wall, which changed the initial rela-
tive place of sensor and caster mold wall. However, the meas-
ured capacitance data were much larger than simulation. Fit-
ting the curve through curve fitting toolbox on MATLAB, the 
fitting expression was:  

 CS= . 87∙d-2.13+1538 fF (1)  

 

 Measured capacitance value varied with distance at initial settings 

Where CM is the measured capacitance, d is the distance 
between capacitance sensor and thin steel plate, the R-square 
of the fit is 0.9996.  

There is minor difference in the exponential value and co-
efficient of the exponential terms compared to the simulation 
result, but the value of the additional constant term is of sig-
nificant difference, which can also be directly seen from the 
raw data of measured capacitance, the value of capacitance at 
each point is much larger than those in the simulation result. 
The larger additional constant can be the stray capacitance in 
the experimental circuit. By removing the copper foil and thin 
steel plate’s ground connection, the measured capacitance 
value is 1507 fF, which can prove that the change of additional 
constant term is due to the stary capacitance of circuit board 
layout, the wiring of data transmitting lines, and internal cir-
cuit of the converter.  

 

 Capacitance and error  varied with distance 

By changing the distance between the capacitive sensor 
and upper surface of the water tan , the caster mold’s oscilla-
tion was simulated. The error of level measured caused by 
caster mold’s movement varies with the distance between the 
capacitive sensor and the thin steel plate was derived. The 
influence of caster mold’s oscillation is shown in Fig.8 , the 
accuracy of the designed sensor can achieve 1 mm within the 
distance of 80 mm and 2 mm within the distance of 100 mm. 

VI. CONCLUSION 

The molten metal level sensor based on the capacitance 
measurement technique proposed in this work is able to shield 
the influence of caster mold’s oscillation and enhance the di-
rectional of capacitance sensing, having the potential to re-
place current technologies used in molten metal level sensing 
for higher accuracy and faster sample rate. The experimental 
result of the designed sensor showed the measurement range 
of the sensor is 80 mm at the accuracy of 1 mm with the peak-
to-pea  value of caster mold’s oscillation, the change of ca-
pacitance matched well with the simulation result obtained 
through COMSOL Multiphysics. The proposed sensor is still 
under testing for long term accuracy, and stability on the sim-
ulation water tank. Some optimizations of the sensor to suit 
the temperature, the installation position, measurement accu-
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racy and the electromagnetic environment of continuous cast-
ing are still in progress. Further researches of the capacitive 
sensor design to strengthen directivity, propose specific diam-
eter design rules, increase the sensitivity of the level measure-
ment are planned to enhance the performance of designed ca-
pacitive sensors. Due to the improved directivity of the capac-
itive sensor, the design route can also be applied to gesture 
recognition, object motion detection, and more applications. 
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Abstract— The flow pattern recognition and phase interface 

imaging are the basis of studying gas-liquid two-phase flow. It 

can directly reflect the dynamic development process of phase 

distribution in the flow process, and it is also the basis for 

theoretical analysis and physical modeling. In order to identify 

the characteristics of gas-liquid flow patterns by self-developed 

wire mesh sensor (WMS), the phase concentration imaging 

analysis of both non-swirling gas-liquid flows and swirling gas-

liquid flows induced by a swirler in a 30 mm inner diameter 

pipeline is carried out and compared with high-speed 

photography. Tap water and air are used as working fluids. The 

results indicate that the WMS can reflect the phase 

concentration distribution of bubble, plug, slug flow, swirling 

gas column flow and intermittent flow. Especially, the WMS has 

good imaging ability for large-scale phase interface distribution. 

To some extent, it can reflect the void fraction characteristics in 

a pipe, but it cannot reflect the swirling characteristics of 

swirling gas-liquid flow. The WMS does not have the ability to 

directly identify the thin liquid film and microbubbles, which 

needs to be further optimized. 

Keywords—self-developed wire-mesh sensor, high-speed 

photography, flow pattern recognition, gas-liquid two-phase flow, 

direct imaging. 

I. INTRODUCTION  

 Gas-liquid two-phase flow widely exists in the field of the 
process industry[1-4]. As the basic research of gas-liquid flow, 
flow patterns and phase concentration distribution are the 
important basis for establishing a theoretical model and 
regulating process operation parameters[5]. The commonly 
used methods of flow patterns recognition and cross-section 
phase concentration distribution measurement include high-
speed photography visualization, ray irradiation, conductivity 
probe, tomography, etc. The characteristics of the above 
methods have their limitations[6-9]. 

The wire mesh sensor (WMS) is an invasive flow 
parameter measurement and imaging sensor which can 
simultaneously measure the flow cross-section of two-phase 
flow[10,11]. It mainly includes two measuring principles: 
conductance type and capacitance type, which are mainly 
selected according to the electrical characteristics of the 
measuring fluid. Compared with other measurement methods, 
the measurement accuracy of WMS is relatively high. Its 
unique advantage is that it can realize the real-time imaging of 

the flow section while measuring the flow parameters, which 
makes the two-phase flow characteristics more intuitive[12]. 
Therefore, WMS is an important measurement method for the 
study of gas-liquid flow, which is of important to enrich the 
effective measurement of two-phase flow parameters. 

The WMS was first used to measure the water content of 
crude oil[13], but it did not involve the application of phase 
interface imaging. At present, the most researched and widely 
used WMS is a conductance wire mesh sensor developed by 
the German scholar Prasser et al[14]. It is applied to the 
measurement of gas-liquid flow. Its principle is to determine 
the flow characteristics of the measured fluid by measuring 
the relationship between the signal and the conductivity of the 
medium and to observe the fluid distribution of the cross-
section by imaging[14]. After that, Prasser and others have 
done more in-depth application research and optimization for 
the wire mesh sensor, and have made a wealth of research 
results[15-20]. 

Relevant researchers applied WMS to the research of 
bubble flow and slug flow[21,22]. They found that WMS 
imaging technology can be applied to large-scale Taylor 
bubbles and bubbles accumulation area. The invasion effect of 
WMS and the change of flow patterns are also studied, and the 
comparison between WMS and traditional conductivity probe 
sensors in the measurement of the flow parameters is carried 
out, and it is found that the measurement results were basically 
consistent[23]. Besides, WMS imaging technology is also 
used to study the three-dimensional shape of bubbles, gas-
liquid interface, gas-liquid concentration distribution, and 
other fields. At the same time, the adaptability of the WMS in 
the different shapes of the interface channel is also studied. 
Based on conductivity WMS, capacitance WMS has also been 
widely used in the field of multiphase flow, which weakens 
the electrical limit of multiphase flow, that is, conductivity 
WMS is selected for the high conductivity fluid medium. For 
non-conductive fluid medium, the capacitive WMS is selected, 
which uses the dielectric constant characteristics of the fluid 
medium to collect electrical signals and conduct data 
processing and imaging[23-25]. 

Although the WMS has been widely used in the field of 
gas-liquid flow, there are few kinds of researches on the 
adaptability of gas-liquid flow patterns of WMS, especially in 
the swirling gas-liquid two-phase flow. Based on the 
visualization flow patterns of high-speed cameras, this paper 
analyzes the imaging process of WMS in various typical non  * Li Liu is the corresponding author. (e-mail: liulide@sjtu.edu.cn). 
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rotating and swirling gas-liquid two-phase flow patterns, 
expecting to provide necessary data support for WMS 
structure design and optimization of data processing methods. 

II. EXPERIMENTS AND MEASURING SYSTEM 

A. Experiment flow chart 

As shown in Fig. 1, the experimental system includes four 
main parts: the liquid circuit, gas circuit, high-speed 
photography system, and the WMS system. The pipe material 
is plexiglass with an internal diameter of 30 mm. The 
experimental medium is tap water and compressed air under 
normal temperature and pressure. The gas and liquid 
superficial velocities are jg = 0.016~21.357 m/s and jl = 
0.020~2.269 m/s, respectively. A swirler is installed 2000 mm 
downstream of the outlet of the gas-liquid mixer, which 
consists of four helical blades with a 180° twist, and the outlet 
angle is 30°. Its function is to change the non-swirling into 
swirling flow. At the same time, the WMS and high-speed 
camera record the non-swirling and swirling flow state at the 
upstream and downstream z/D = 10 of the swirler. In the 
process of measurement, the position of the high-speed 
camera is set at the upstream of the WMS. Because they are 
very close to each other, the flow patterns almost remain the 
same, so it can be approximately considered that both of them 
can imagine the same position of the pipe. 

 

Fig. 1. Diagram of the experiment setup. 

B. Wire Mesh Sensor 

 

Fig. 2. The structure design of WMS. 

The arrangement of WMS in the pipe is shown in Fig. 2. 
The WMS is designed as a matrix of 16×16 with a pitch of 2 
mm between each stainless steel wire. The transmitter and the 

receiver are arranged 90° in a plane with a gap of 2 mm, that 
is, the thickness of the PCB is 2 mm. A total of 172 measuring 
points were distributed on the pipe cross-section. Fig. 3 is the 
schematic diagram of the WMS circuit, which is a dual-
modality group circuit. The imaging frequency is up to 5 kHz. 
The noise / signal ratio is 0.2 %. Two groups of 128×128 
matrices are supported at most. Matlab2019 Ra was used to 
process the data and analyze the gas-liquid concentration 
distribution at the longitudinal central section. In addition, the 
high-speed photography image processing method refers to Li 
Liu's paper[26]. 

 

Fig. 3. Schematic diagram of WMS circuit unit. 

III. RESULTS AND DISCUSSION 

In the process of this study, a large number of data are 
recorded and analyzed to ensure the reliability of the research 
results. Next, the typical data will be presented. 

A. The contrast analysis of the image of nonswirling gas-

liquid flow patterns between WMS and high-speed 

photography 

 

Fig. 4. Bubble flow ( jl = 1.88 m/s, jg = 0.079 m/s ). 

 

Fig. 5. Diffuse bubble flow ( jl = 2.27 m/s, jg = 0.016 m/s ). 

Fig. 4 is a time-domain image of bubble flow. As can be 
seen from Fig. 4, high-speed photography (Fig. 4 (a)) can 
show more details than WMS (Fig. 4 (b)), including small 
dispersed bubbles in the liquid phase. WMS can only reflect 
the gas-liquid concentration distribution in the high-density 
bubble region. It is worth noting that WMS imaging (Fig. 5 
(b)) has a large error in high-density diffused bubble flow. As 
can be seen from (Fig. 5 (a)), there are a lot of dispersed 
bubbles in the pipe, and the bubble concentration in the upper 
part of the pipe is slightly higher than that in the lower part of 
the pipe. However, in WMS images, it shows the opposite 
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results. This is because the conductivity of the gas-liquid 
mixture in the whole cross-section decreases at this time, 
while the bubble agglomeration phenomenon exists in the 
upper part of the pipeline, which makes the local conductivity 
drop obviously. The results show that the local gas 
concentration in the upper part of the pipeline section is too 
high and the liquid concentration in the upper part is generally 
too high. 

Fig. 6 is a comparison of two imaging methods of stratified 
flow. It can be seen from Fig. 6 that under this condition, 
WMS and high-speed photographing results are highly 
consistent, which shows that under the condition of a clear 
phase interface, WMS recognition ability can be better. 

 

Fig. 6. Stratified flow ( jl = 1.18 m/s, jg = 0.09 m/s ). 

Fig. 7 is a comparison of two methods in plug flow. It can 
be seen from Fig. 7 that WMS has a good ability to identify 
gas plug. In the region of liquid plug containing dispersed 
bubbles, the concentration of gas-phase in WMS imaging is 
lower than the real value (high-speed photography imaging). 
It also shows that the recognition ability of WMS is limited 
under the condition of microbubble dispersion. This is 
because the spacing between the screens is 2 mm. When the 
bubble diameter is less than 2 mm, WMS can't be identified 
by direct data. It can only reflect the distribution of bubbles in 
the liquid phase to a certain extent by setting a reasonable 
threshold value based on the super separation rate algorithm 
and data processing. 

 

Fig. 7. Plug flow ( jl = 0.8 m/s, jg = 0.393 m/s ). 

In the case of slug flow, the coincidence between WMS 
and high-speed photography is also good. However, due to the 
high gas velocity, the liquid interface fluctuates under the 
shear effect of the gas flow, which leads to the decrease of the 
definition of the phase interface at the gas slug region. As a 
whole, WMS has certain recognition ability for liquid slugs, 
gas slugs, pseudo slugs, and semi slugs in Fig. 8. 

 

Fig. 8. Slug flow ( jl = 0.98 m/s, jg = 3.2 m/s ). 

When the flow pattern develops to annular flow, as shown 
in Fig. 9, WMS has almost lost the ability of data acquisition 

for the wall liquid film. In Fig. 9 (a), there is only a small 
amount of imaging data in the lower half of the pipeline with 
a thick liquid film. This shows that WMS can hardly measure 
thin liquid film. 

 

Fig. 9. Annular flow ( jl = 0.059 m/s, jg = 20.17 m/s ). 

B. The contrast analysis of the image of swirl gas-liquid 

flow patterns between WMS and high-speed photography 

 

Fig. 10. Swirling gas column flow ( jl = 1.88 m/s, jg = 0.079 m/s ). 

The swirling gas column flow is developed from the 
bubble flow under the action of the swirler [27]. As can be 
seen from Fig. 10 (a), there are a lot of tiny bubbles around the 
swirling gas core. These tiny bubbles can't be transferred to 
the center of the pipe by centripetal force alone to form the air 
core. In Fig. 10 (b), WMS imaging can better reflect this 
phenomenon. That is to say, there is a certain over a range 
between the swirling gas core and the swirling liquid annular. 
These transition regions reflect the existence of bubbles 
around the spiral core. In addition, when the diameter of the 
swirling gas core is small, the recognition ability of WMS to 
the swirling gas core decreases, and some areas with a small 
diameter cannot even be recognized effectively. 

 

Fig. 11. Swirling intermittent flow ( jl = 0.204 m/s, jg = 0.393 m/s ). 

The swirling intermittent flow is developed from plug flow 
or slug flow under the action of the swirler [27]. It can be seen 
from Fig. 11 that WMS can recognize the swirling intermittent 
flow well. However, the resolution of small diameter gas core 
in this flow pattern is not high, which is the same as that in 
small diameter swirling gas column flow. 

The swirling annular flow developed from the non-
swirling annular flow under the action of the swirler [27]. Like 
the annular flow, WMS cannot effectively distinguish the 
existence of the thin film. 

 

Fig. 12. Swirling annular flow ( jl = 0.059  m/s, jg = 20.17 m/s ). 
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Based on the swirling annular flow, continue to reduce the 
liquid flow and increase the gas flow to form the swirling 
ribbon flow, as shown in Fig. 13 (a). Because of the shearing 
force of the swirling airflow, the liquid film is sheared into a 
swirling liquid ribbon. In this process, a large number of small 
droplets are dispersed in the pipeline, which is captured and 
identified by the measuring points formed by the transmitter 
and the receiver when passing through the WMS, forming the 
image of Fig. 13 (b). Similarly, WMS cannot effectively 
identify the thickness of the swirling ribbon at this time. It can 
be seen that the identification ability of the WMS to the thin 
liquid film may need further optimization of the research work 
of the data post-processing algorithm, which cannot be 
effectively analyzed only by direct data. 

 

 

Fig. 13. Swirling ribbon flow ( jl = 0.02 m/s, jg = 21.36 m/s ). 

C. Phase Interface Imaging 

The analysis of the gas-liquid three-dimensional interface 
is helpful to better understand the phase distribution and flow 
pattern evolution in gas-liquid flow.  

 

Fig. 14. The central gas core phase interface of swirl gas column flow 

( jl=2.27 m/s, jg=0.016 m/s ). 

The phase interface reconstruction of the swirling gas 
column flow is shown in Fig. 14. It can be seen from Fig. 14 
that the shape of the central swirling gas core is irregular, but 
it shows that the equivalent diameter fluctuates continuously 
in a certain range along the flow direction. This is because the 
gas holdup is not completely consistent along the flow 
direction, but fluctuates in a certain range. Moreover, the 
instability of the swirling flow field will also aggravate the 
fluctuation of the diameter. On the whole, the reconstitution 
image of the swirling gas column phase interface can reflect 
the characteristics of this flow pattern. 

Fig. 15 shows the interface imaging of the gas core in the 
center of the swirling intermittent flow. It is found that the 
diameter fluctuation of the central swirling gas column is very 
obvious. The characteristics of the axial section of the swirling 
intermittent flow in Fig. 11 are in good agreement. The gas 
plug or slug changes into a large diameter swirling gas core in 
the swirling field, and the tiny bubbles in the liquid plug slug 
gather to form a small diameter swirling gas core. The 
alternation of large diameter gas core and small diameter gas 
core leads to the large fluctuation. When the gas flow 
decreases, the intermittent fluctuation will weaken. In the 
process of phase interface imaging, some swirling gas cores 
with a smaller diameter cannot be identified, which is shown 
in the form of swirling gas core fracture in the phase interface 
image, at this time, the phase interface image is distorted. This 

shows that the sensor in this paper is not suitable for the 
swirling intermittent flow with small gas flow, which may 
require further optimization of the data processing algorithm. 

 

Fig. 15. The central gas core phase interface of swirl intermittent flow ( jl = 

0.975 m/s, jg = 3.2 m/s ). 

Fig.16 shows the reconstruction of the gas plug interface 
in plug flow. It can be seen from Fig. 16 that WMS has a good 
interface reconstruction ability for a large-scale gas plug. 
However, the resolution of the small gas plug or bubble 
dispersed in the liquid plug is lost. 

 

Fig. 16. The central gas core phase interface of plug flow ( jl = 0.8 m/s, jg = 

0.393 m/s ). 

 

(a) non-swirling annular film                 (b) swirling annular film 

Fig. 17. The central gas core phase interface of plug flow ( jl = 0.059 m/s, jg 

= 20.17 m/s ). 

Fig. 17 is the reconstruction image of the liquid film phase 
interface of the non-swirling and swirling annular flow. In Fig. 
17 (a), it is found that the liquid film distribution of the non-
swirling annular flow is not uniform. After passing through 
the swirler, under the shear effect of centrifugal force, the 
distribution area of the liquid film tends to be uniform. As 
shown in Fig. 17 (b), it can be seen that the distribution area 
of the liquid film is uniform under the shear force of tangential 
direction in the centrifugal force field. But whether it really 
reflects the thickness of the liquid film needs further research 
and verification. The phase distribution imaging of the 
longitudinal section in Fig. 9 and Fig. 12 can not reflect the 
existence of the liquid film, but it is displayed in the phase 
interface imaging, because only a series of measuring points 
are selected in the section imaging, and the phase interface 
imaging is the coupling of all measuring point data in the 
circumferential direction, and the imaging processing is 
carried out according to the data processing algorithm. 

IV. CONCLUSIONS 

In this paper, based on the high-speed imaging, the phase 
distribution imaging and phase interface imaging of typical 
flow patterns of non-swirling and swirling gas-liquid flow by 
WMS imaging technology are analyzed. It is found that the 
WMS has a good resolution for the phase distribution of 
bubble flow, plug flow, slug flow, swirling gas column flow 
and intermittent flow. The resolution of large bubble imaging 
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is better than that of small bubble imaging, and WMS has poor 
recognition ability for small bubble imaging. The ability of 
image recognition for the thin liquid film is also limited. In the 
future work, we will focus on the optimization of WMS design 
and data processing algorithms.  
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Abstract—The visual experimental system for the centrifugal 

pump was established. The mock centrifugal pump with six 

curving semi-open impellers was manufactured by polymethyl 

methacrylate. The flow characteristics inside the mock 

centrifugal pump was studied by the combination of laser 

induced fluorescence (LIF) and particle image velocimetry 

(PIV). The polyamide resin particles were dissolved into the 

fluid of the circulation for PIV analysis, and fluorescent dye 

rhodamine B was head-on injected to the impellers for LIF 

analysis. The front plane of the impellers was covered by Nd: 

YAG laser sheet, one CCD camera collected the reflected laser 

light from the particles. Synchronously, another camera 

collected the fluorescence of rhodamine B. The velocity 

distribution characteristic was presented, and the time evolution 

of injected dye in the channel between impeller and septum was 

obtained. The inlet fluid moved circumferentially along the 

impeller under centrifugal force, the central region had smaller 

velocity. The injected dye gathered into blocks near the central 

area, and was evenly distributed near the edge of the pump 

impellers. The combination of LIF and PIV was proved to be 

credible method in the research of centrifugal pump. 

Keywords—centrifugal pump; flow visualization; LIF; PIV 

I. INTRODUCTION 

The centrifugal pump is a common and essential device in 
the engineering field. The centrifugal pump is generally 
associated with issues as cavitation and flow induced vibration. 
The internal flow characteristics of centrifugal is pivotal to the 
reliability and safety. Acosta[1] measured the velocity and 
pressure distribution in the centrifugal pump by pressure gage. 
Acosta found the internal energy loss was concentrated near 
the suction surface of the impeller. Lennemann[2] and 
Howard[3] found that shrouded impeller had a higher fluid 
leakage than the unshrouded impeller. The fluid leakage was 
restrained by installing a cover plate in the front of impellers. 
The above researches used contact detectors such as hot film 
probe, the original flow field was disturbed by these detectors. 
The installation of the experimental apparatus was also very 
difficult.  

The visualization technology has emerged to study the 
hydraulics in complex object. Wang[4] and Qi[5] verified that 
LIF and PIV have high sensitivity and measurement accuracy, 
and LIF and PIV are applicable for the narrow channel. In this 

paper, the LIF and PIV were combined to study the flow and 
mixing characteristics of a semi-open centrifugal pump with 

six curving impellers. This paper illustrates the operation of 
the combination of LIF and PIV. The particles were evenly 
mixed into the fluid of circulation, the velocity distribution in 
front of the impellers was obtained. The fluorescent dye was 
injected into the pump as tracer, the tracer transportation 
process was shown. The vortex motion and the mixing 
characteristics in the centrifugal pump were analyzed. 

II. PRINCIPLE OF LIF AND PIV 

Both LIF and PIV are performed on the basis of laser 
generator, which has a stable optical wavelength and high 
energy intensity. The object of LIF technology is the emission 
fluorescence from fluorescent dye, and the object of PIV is 
the reflected light of the particle. Fig.1. shows the de-
excitation process of dye molecule, the fluorescence is 
emitted by stokes redshift effect[6]. The intensity of 
fluorescence is as follows: 

 1 2( )

0 1

C b e

opt cI K V I Ce   − +=  (1) 

 
Fig.1. The schematic diagram of LIF 

The term 1 2( )C b ee  − +  is decided by optical path, and is 

nearly unchanged with low concentration. In this case, the 
fluorescent intensity I  positively increases with dye 
concentration. CCD camera can record the fluorescence in 
the form of dimensionless gray value. 

Fig.2. shows the schematic diagram of PIV[7]. The 
particles with optical scattering property is diffused into the 
experimental fluid[8]. The incident laser is reflected by the 
particle. The transient location of the particles is captured by 

*Qi Zhang is the corresponding author. (e-mail: Zhangqi1994@sjtu.edu.cn). 
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CCD camera. The basic observation window was composed 

by 4◊4 pixels, there were 2～4 particles in the observation 

window. With a short period t  (the inverse of camera 

frame), the transverse and longitudinal displacement distance 
of the particle is analyzed, the velocity distribution is 
constructed by the particle track. The measuring error of PIV 
is decided by particle trajectory, mis-matching error and 
physical distance of the devices[8]. 

 
Fig.2. The schematic diagram of PIV 

 
Fig.3. The particle images inside the centrifugal pump 

III. THE EXPERIMENTAL SET UP 

Fig. 4 shows the schematic diagram of experimental 
circuit. Deionized water in the water tank was driven by the 
experimental pump, and an auxiliary pump in series on the 
circulation to increase the driving force. The flowrate was 
controlled by the bypass valve, the water temperature and 
operation pressure were monitored by thermocouple and 
pressure gage. Fig. 5 shows the test section of the centrifugal 
pump. The main body was an industrial centrifugal pump, the 
stainless shell was removed and was replaced by the 
rectangular transparent shell. There were four exhaust vents on 
the top of the rectangular shell, the air in the shell was removed 
before formal experiment. A stainless pipe with 1mm inner 
diameter was inserted into the test section. The fluorescent dye 
was injected to the front of the impeller by a peristaltic pump. 
Fig. 6 shows the layout of test section and the main devices. 
The fan-shaped laser sheet was generated by the laser 
generator (the wavelength was 532 nm), and it located 5mm in 
front of the six wings impeller. The particle was polyamide 
resin, and the fluorescent dye was Rhodamine B. The 
emergent light from test section was divided into two shares 
by a spectroscope, and was respectively recorded by two CCD 

cameras. The shutting speed of the CCD cameras was 1000 
frame. 

 
Fig. 4. The schematic diagram of experimental circuit 

 
Fig. 5. The test section of the centrifugal pump 

 
a. schematic of experimental set up 

 
b. physical diagram of experimental set up 

Fig. 6. The layout of test section and main devices 
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As described in the experimental principle, the object of 
LIF is fluorescence while PIV concerns the reflected laser 
light. The part of the laser energy was dissipated into the 
experimental fluid, thus the fluorescence has weaker intensity 
and higher wavelength. The intensity of fluorescence was 
mainly decided by dye concentration and the fluid temperature. 
The operation power of laser generator was 10W, the fluid 
temperature variation was ignored, the fluid temperature was 
25 ℃. The fluorescence and reflected laser were overlapped, 
they interfered each other to some extent, the dye 

concentration of 10～100mg/L was respectively validated (see 

Table ). The injection speed of peristaltic pump was 60mL/min. 

Table I   THE EXPERIMENTALCCONDITION OF CENTRIFUGAL EXPERIMENT 

No. 
rotate speed 

（r/min） 

dye concentration 

（mg/L） 

dye injection speed 

(mL/min) 

1 180 100 60 

2 180 50 60 

3 180 25 60 

4 180 10 60 

IV. RESULTS AND DISCUSS 

Fig.7 shows the images of fluorescence and reflected 

laser under different concentration. The motor shaft and 

gasket appeared in the background of the image. Zhang[9] 

introduced the method of background noise elimination of 

LIF. With low dye concentration (C=10 mg/L), the gray value 

of dye tracer was slight and distinguished. When the dye 

concentration increased to 50mg/L, the track of particle was 

totally covered by the injected dye concentration, which 

obviously affected the particle recognition. Both LIF and PIV 

were availably when the dye concentration was 25mg/L. For 

PIV data processing, the dye tracer was eliminated by noise 

identification. For LIF test, there was a filter on the 

corresponding camera. This filter reflected the laser light and 

the fluorescence could penetrate the filter.  

  
(a) 10mg/L (b) 25mg/L 

  
(c) 50mg/L (d) 100mg/L 

Fig.7. The image of fluorescence and reflected laser under different 
concentration 

Fig. 8 shows the original tracer distribution. The location 

of dye tracer inlet was marked, the injected dye spread along 

clockwise rotation of impellers. The fluid in the pump 

deviated from the central under the action of centrifugal force. 

At the time of 0.48s, the injected dye distributed in discrete 

blocks, and the block size decreased as it deviated the injected 

pipe. With constant injecting, these dye blocks started to 

piece together near the end of impellers (T=1.78s). At the 

time of 5.68s, the blocks still existed near the injected pipe, 

and the previous injected dye uniformly distributed in the 

lower left corner. 

  
(a) 0 s (b) 0.48 s 

  
(c) 1.78 s (d) 5.68 s 

Fig. 8. The time evolution of injected dye tracer 

  
(a) 0 s (b) 0.48 s 

  
(c) 1.78 s (d) 5.68 s 

Fig. 9. The time evolution of dye concentration 

Fig. 9 shows the processed concentration images, which 

were more intuitive and phenomenal than the original gray 

value image. From Fig. 9 (b) and (c) the upper part of the 

transparent pump was occupied by fluorescent dye, the 

concentration was low and uniform distributed. At the time 

of 5.68s, the whole container of the pump was filled with low 

concentration of dye; the subsequent injected dye spread in 

the same form as T=0.48s.  

Fig. 10 shows velocity distribution of PIV technology. 

The velocity vector shows that the fluid forms swirling flow 

clockwise. The mass flowrate of injected dye was negligible 

to the bulk flow and the flow field was not affected. From the 

velocity distribution cloud map, the fluid was stagnant near 

the central of the pump central. The central part of the 

impeller has no blade, and the centrifugal force was 

negligible near the central. Adler[10] reported similar 

phenomenon with LDV technology. The near the front of the 

impeller, the velocity is obviously larger. The injected dye 
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spread rapidly by the stronger swirl could not stuck in these 

area. The velocity was smaller and gentle in area far from the 

central, which corresponded to the stable concentration 

distribution of Fig. 9 (c) and (d).  

Fig. 11 is the composite image of dye distribution and 

velocity vector. The optical data of LIF and PIV was 

simultaneously shot. Only a limited tracer entered the central 

of the pump by the turbulent diffusion. The tracer blocks have 

significantly reduced velocity. For the area which has small 

velocity gradient, the tracer was also evenly distributed. 

 

Fig. 10. The velocity distribution of PIV technology 

 
Fig. 11. The synchronous image of LIF and PIV 

V. CONCLUSION 

In this paper, the combination of LIF and PIV was 
trialed. The flow visualization in a transparent centrifugal 

pump was conducted. The emergent light of test section was 
divided into two shares. Two CCD cameras operated 
simultaneously, one share of the light for LIF experiment and 
another for PIV experiment. The commended fluorescent dye 
concentration was 25mg/L in this experiment. 

The mixing characteristics and velocity distribution of 
the centrifugal were simultaneously obtained. The tracer was 
injected in front of the impeller, the time evolution of tracer 
was obtained. The tracer gathered into blocks near the inlet 
pipe, and uniformly distributed in the opposite area. The 
synchronous velocity distribution was obtained by PIV. The 
rotational flow was formed near the central area, and 
clockwise spread towards the outer ring area.  
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Abstract—A novel all-dielectric terahertz metamaterial is 

proposed, which has a broadband absorbance spectrum 

comprising two resonance peaks. The experiment results 

indicate that the designed metamaterial has great application 

potential as a benomyl sensor. Also, the regression analysis 

demonstrated the great linear correlation between the 

absorbance intensity and the concentration of benomyl. The 

correlation coefficient reaches 0.9954 and sensitivity of 0.0017 

ppm-1. These results indicate that the all-dielectric terahertz 

metamaterials can be used in the highly sensitive and stable 

detection of trace pesticide residues, unlocking a host of 

feasibility for future applications in the fields of biosensing and 

substances detection. 

Keywords—terahertz, metamaterial, absorbance, benomyl, 

sensor  

I. INTRODUCTION  

Rapid and accurate detection of pesticide residues has 
drawn great attention to the inspection of agricultural products 
[1]. However, these substances are toxic and dangerous [2]. 
Still and all, the use of pesticides is inevitable because of the 
purpose of increasing the yield of agricultural products [3]. 
The pesticides are widely used in vegetables, fruits, meats 
production, and so on. Long-term accumulation of pesticide 
residues will have a certain impact on human health [4]. At 
present, trace pesticide analysis and detection technologies are 
divided into immunoassay [5,6], gas chromatography [7], and 
chromatography mass spectrometry technology [8-10]. These 
techniques are sensitive and reproducible, yet commonly 
unneglectable expensiveness and time-consuming requiring 
of sample pretreatment operations are still  problem. Therefore, 
it is very important to develop an advanced, effective, rapid, 

and non-destructive detection technology for pesticide 
residues. 

As the terahertz technology advanced, especially the 
emergence of reliable radiation sources, terahertz waves have 
attracted extensive research attention because of its low 
photon energy and good penetration, which benefits non-

destructive detection [11,12]. In addition, since the terahertz 
band contains the vibration and rotational frequencies of most 
biomolecules, making terahertz waves a promising candidates 
of biosensing applications. However, most substances respond 
weakly in the terahertz band, and many dielectric materials 
exhibit transparent properties [13-15]. This makes it difficult 

*Yue Wang is the corresponding author. (e-mail: wangyue2017@xaut.edu.cn) 

 

Fig. 1. Schematic diagram of metamaterial unit cell 
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to detect trace pesticide residues. Currently, the tablet analysis 
method is still the main research methods for pesticide 
residues in the terahertz frequency [16-18]. The fingerprint 
line of pesticides can be detected by this method, nevertheless, 
the sensitivity of the detection is still low, and only samples of 
milligrams scale can be detected. 

Metamaterials are electromagnetic materials based on 
artificial periodical structure. Due to its unique 
electromagnetic properties, metamaterials exhibit differences 
from those of traditional natural materials, which has attracted 
extensive research attention and shown great application 
potential in the fields of cloaking [19], imaging [20], perfect 
lens, and sensing [21,22]. Their resonance frequencies of 
metamaterial depend on the artificial design, and the local 
field at the resonance frequency can be enhanced [23]. These 
properties make it possible to amplify the signal of the 
substance by using a terahertz metamaterial. Detection by 
using terahertz metamaterials is gradually arising in cancer 
cell detection, refractive index detection, and other fields. 

Here, we propose a high sensitivity method for the detection 
of benomyl using a novel all-dielectric terahertz metamaterial 
device. The absorbance spectrums of the designed 
metamaterials treated by benomyl with various concentrations 
are measured using the terahertz time-domain system. 
Furthermore, the relationship between concentration and 
amplitude is analyzed. The absorbance intensity shows a 
linear relationship with trace benomyl concentration, which 
demonstrates that the all-dielectric metamaterial can be used 
as a fast, sensitive, and accurate sensing devices for the 
determination of trace pesticides, provides a variety of 
application feasibilities in biochemical sciences. 

II. STRUCTURE DESIGN AND METHOD 

A. The Structure Design of Metamaterial 

The patterns of metamaterial unit cells are etched into a 
heavily–doped n-type silicon substrate. The pattern consists of 
an external square loop and an internal concentric nesting of 
the Jerusalem cross structure, as illustrated in Figure 1. The 
thicknesses of the silicon structure and the patterns are ts = 300 
μm and tp = 50 μm, respectively. The dimensions of the centric 
Jerusalem cross are set as follows: l1 = 80 μm, l2 = 30 μm, and 
linewidth w2 = 15 μm. The width of the exterior square loop is 
w1 = 40 μm and the length is l3 = 220 μm. The lattice constant 
is p = 260 μm. The repeated arrangement of the unit cells 
around constitutes the overall structure of the metamaterial.     

By using conventional photolithography and deep reactive-ion 
etching based on large-scale microfabrication techniques, this 
all-dielectric metamaterials can be fabricated. The optical 
photomicrograph of the fabricated metamaterial is shown in 
Fig. 2. 

B. Preparation of Pesticide 

Analysis grade benomyl standard material (≥99.0%) was 
homogenized in an agate mortar, screened for 100 mesh. And 
then, the screened benomyl is dissolved in petroleum ether. 
First, 5 mg benomyl standard solid powder is mixed with 50 
mL petroleum ether to prepare the pesticide solution sample 

with a concentration of 100 ppm. Then, by dilution with 100 
ppm benomyl solution, benomyl solutions with concentrations 
of 1, 4, 7, 10, 13, 16, 19, 22, 25, 28, 31, 34, 37, 40, 43, 46, 49, 
and 52 ppm were prepared. Finally, the diluted benomyl 
solutions were evenly mixed by centrifugal oscillation. 

C. Set of Terahertz Time-domain Spectrometer 

The reflection test of metamaterial samples treated with 
benomyl solution of different concentrations was carried out 
using CCT-1800 terahertz time-domain spectrometer (THz-
TDS). CCT-1800 has an effective frequency range of 0.1–4 
THz with 30 GHz spectral resolution, the spot diameter is 3 
mm, and the signal-to-noise ratio (SNR) at 0.5 THz is 70 dB. 
Nitrogen is continuously infused into the THz-TDS system to 
prevent the influence of the moisture during the entire 
experiment. The experiment environment is maintained at  

Fig. 2. Optical photomicrograph of metamaterial sample 

Fig. 3. The absorbance spectrum of metamaterial sample, from the average 
results of ten measurements. 

 

Fig. 4. Simulated electric field distribution. (a) From x-o-y plane; (b) from y-
o-z plane. 
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room temperature (27℃) and humidity less than 5%. Time-
domain spectra of golden mirror reference and metamaterial 
samples are measured, and then, transform into frequency-
domain using the fast Fourier transform.  

III. RESULTS AND DISCUSSION 

A. Measurements of Metamaterial 

The metamaterial sample is examined experimentally via 
reflection-mode. Because of the heavy doping concentration, 
terahertz waves can hardly penetrate the designed device. 
Therefore, the absorption spectrum of the device can be 
obtained by reflection test. THz wave emitted from a 
photoconductive antenna is reflected from both the 
metamaterial sample and a golden mirror reference. The 
incident waves are at an angle of 30°. The metamaterial are 
measured in the case of TE polarizations, and the measured 
absorbance is shown in Figure 3. The results are based on an 
average of ten-time measurements. It can be seen from the 
absorbance spectrum that the designed metamaterial device 
achieves broadband absorption characteristics and has two 
resonance peaks at around 0.89 THz and 1.25 THz. This 
resonance peaks provide the ability to detect trace pesticide 
residues,  which will be discussed in more detail later. 

B. Simulations of Metamaterial 

In order to get an in-depth insight into the physical 
mechanism of absorption, we use CST Microwave Studio to 
simulate the field distribution at the 0.89 THz positions. The 
incident electric field is along the x-direction, the boundary 
condition is set as the perfect electric boundary condition in 
the x-direction, and the y-direction is the perfect magnetic 
boundary condition, to mimic the periodic distribution. The 
dielectric properties of the silicon are described by the Drude 
model in the simulation [24].  

𝜀=ε∞ − 𝜔𝑝
2/(𝜔(𝜔 + 𝑖𝛤))                        () 

where ωp is the plasma frequency, Γ is Drude collision 
frequency. ε∞ = 11.7, and ε0 is the permittivity of vacuum. 

As illustrated in Fig.4, the electric fields are concentrated 
on the gap produced by the external square loop and Jerusalem 
cross structure. Where, Fig. 4 (a) and Figure 4 (b) are the 
results of the x-o-y plane and y-o-z plane, respectively. In 
particular, the electric fields clustered strongly at the gap 
between the Jerusalem cross and external square loop, and 
also, the gap between square loops of different units. 

Similar to the confinement of the electric field, the magnetic 
field also accumulates at 0.88 THz, as shown in Fig.5 (a). It 
can be seen from the distribution of the overall structure that 
the magnetic field is concentrated on the lever of the external 
square loop and Jerusalem cross structure which are in the 
direction parallel to the incident electric field. In addition, the 
magnetic field also accumulates at the gap between square 
loops of different units. 

The power flow distribution is shown in Fig.5 (b), which 
explains the occurrence of the absorption. Due to the 
aggregation effect of the metamaterial structure along the 
direction of the incident electric field, this local enhancement 
effect makes most of the energy dissipate in the gaps of the 
structure. However, the local field enhancement makes it 
possible to amplify the effects of pesticides on absorption 
characteristics, which provides the possibility to detect trace 
pesticide residue.  

 

Fig.5. Simulation of magnetic field distribution and power flow 
distribution. 

 

Fig. 6. Absorption spectra of metamaterials treated with benomyl solution 
of different concentrations 

 

Fig. 7. The regression curves established based on the spectral peaks 
intensity  
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C. Enhanced Benomyl Sensing 

The ability for qualitative and quantitative biological 
sensing of the proposed all-dielectric metamaterial structure is 
demonstrated in the present work. We demonstrate that this 
all-dielectric metamaterial based on heavily-doped silicon can 
be used as a fast, stable, highly sensitive, and accurate 
benomyl sensor in the terahertz band. In the experiment, the 
benomyl solution is dripped uniformly on the surface of the 
metamaterial sample using a pipette. Each time, 10 μL of 
benomyl solution completely covers the surface of the device. 
Then, the metamaterial is placed in a dust-free environment 
until the solution is air-dried. Finally, the reflection spectrums 
of the treated metamaterial are measured. The test is repeated 
10 times at each concentration and the spectrum results are 
averaged. The SNR of the spectrum peak at 0.89 THz is much 
higher than that at 1.25 THz. Therefore, the absorption peak 
of 0.89 THz is chosen to explore the enhanced benomyl 
sensing phenomenon of all-dielectric metamaterials. 

We tested the absorbance spectra of metamaterials treated 
with benomyl solution at concentrations of 1, 4, 7, 10, 13, 16, 
19, 22, 25, 28, 31, 34, 37, 40, 43, 46, 49, and 52 ppm. Figure 
6 shows the normalized absorbance spectra at different 
concentrations from 0.5 THz to 1.0 THz for the sake of 
intuition. As illustrated in Figure 6, the intensity of the 
absorption peak increases continuously with the increasing 
concentration of benomyl solution. Also, the intensity of the 
absorption peak of the metamaterial sample, which is not 
treated with benomyl solution, is lower than the treated. After 
being air-dried on the surface of the metamaterial, benomyl 
enters into the designed structures and changes the dielectric 
environment in the gap. The above analysis of the field 
distribution shows that at the resonant frequency, the electric 
and magnetic fields are strongly restricted in the gaps between 
the structures and the unit cells, which amplifies the small 
dielectric variation in the gaps on the absorbance spectrum of 
the metamaterial. Thus, the absorbance intensity changes with 
the variation of benomyl solution concentration. 

Furthermore, the relation between the concentration of 
benomyl solution and the absorbance intensity is analyzed. 
The relation of the metamaterial samples treated with benomyl 
solution is obtained by extracting the peak intensity of the 
metamaterial samples with different concentrations at around 
0.89 THz, as shown in Figure 7.  The blue circles in Figure 7 
represent the data tested in the experiment, and the orange line 
is the result obtained by the regression analysis of the 
experimental data. As can be seen from Fig.7, the 
experimental data are clustered on both sides of the regression 
line, and the correlation coefficient reaches 0.9954. This 
indicates that there is a good linear correlation between the 
concentration of benomyl solution and the absorbance 
intensity. Therefore, the intensity value can be used as the key 
index to detect the concentration of benomyl. Besides, the 
sensitivity of the designed metamaterial to detect the 
concentration of benomyl is 0.0017 ppm-1, and the minimum 
detectable concentration is 1 ppm. However, as the dielectric 
environment changes, the formant should experience a 
frequency shift that does not show up in our experiments. For 
the structure of metamaterials in this paper, the influence on 
amplitude is much greater than that on frequency. The 
frequency shift may be smaller than the spectral resolution. To 
improve the detection sensitivity, methods such as improving 
the quality factor of the absorption peak and designing the 
resonance frequency to be consistent with the characteristic 
peak of the pesticide can be adopted. This work demonstrates 

the ability of all-dielectric metamaterials to trace pesticide 
residues detection sensors and provides a fast and efficient 
detection method. 

IV. CONCLUSION 

In the present work, an all-dielectric terahertz metamaterial 

based on heavily-doped silicon is proposed. The 

metamaterials are designed to demonstrate their potential as 

sensors for benomyl residues. The results showed that there 

is a good linear relationship between the concentrations of 

benomyl solutions and the absorbance intensity at around 

0.89 THz. It is of great significance to realize a precise 

terahertz biosensor that is cheap, stable, fast, efficient, and 

highly sensitive. 
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Abstract—In this paper, we propose a Terahertz image 

Super-Resolution (SR) method based on very deep  

Convolutional Networks (VDCN) in non-destructive testing 

(NDT) application. Glass fiber reinforced plastic (GFRP) with 

prefabrication defects is used as test specimen. Through fast 

scanning imaging by Terahertz domain spectrometer, we  

obtained the single original image. Then the HR image can be 

generated by trained VDCN. Experimental results show that the 

image restored by our method has higher peak signal-to-noise 

ratio (PSNR) and structural similarity (SSIM) than traditional 

Bicubic. 

 

Keywords—Terahertz image, Super-Resolution imaging, 

Convolution network 

 

I. INTRODUCTION 

Terahertz (THz) radiation refers to the electromagnetic 
wave whose frequency ranging from 0.1~10THz. As the most 
promising Terahertz technology, active Terahertz imaging [1- 
3] has been applied in Non-destructive testing (NDT) [4-5,14], 
security scanning [6-7] and other fields. Due to the low photon 
energy, Terahertz image has low signal-to-noise ratio (SNR), 
serious blur, low resolution, which usually does not meet the 
requirement of human’s vision [8]. Therefore, effective 
methods are demanded to improve the resolution and SNR of 
Terahertz image. 

Super-Resolution algorithms (SRA) addressed the 
problem of using low-resolution (LR) image generating high- 
resolution (HR) image commonly requires more image details 
[9]. SRA has been studied for many years in the computer 
vision community. Preceding methods include interpolation 
(e.g. Bicubic interpolation), Lanczos resampling [10], and 
more superior ones utilizing statistical image priors [11-12] or 
internal patch recurrence [13]. 

A Super-Resolution Terahertz imaging method applying 
on NDT using very deep Convolutional Networks is proposed 
in this paper to generate HR Terahertz image with high SNR. 
Glass fiber reinforced plastic (GFRP) with prefabrication 
defects was used as test specimen. Through fast scanning 
imaging by Terahertz domain spectrometer, we obtained the  

single original image. Then the HR image can be generated by 
trained very deep convolutional networks. Experimental 
results show that the image restored by our method has higher 
peak signal-to-noise ratio (PSNR) and structural similarity 
(SSIM) than traditional Bicubic interpolation. 

II. RELATED WORK 

Kim et al. presented a high-precision single image super- 
resolution (SISR) method was proposed, using a very deep 
network called VDSR, and then they found that increasing the 
network depth can significantly improve the accuracy [9]. 

Liu et al. presented an improved convolutional neural 
network (CNN) structure based on channel combination, 
which can not only train quickly but also improve the accuracy. 
In addition, they proposed to extract feature maps and an 
efficient multi-channel convolution layer in LR space, which 
learned a series of upper scale filter arrays specially trained for 
each feature map, so as to enhance the final HR feature 
mapping to the HR output [15]. 

Liu et al. proposed a Terahertz NR lens by using a four- 
wave mixing process in graphene. Theoretical analysis and 
numerical simulations were performed to demonstrate the 
capability of such imaging [16]. 

Xie et al. proposed an adaptive super-resolution 
reconstruction method for terahertz image based on Markov 
random field. This method not only has high super-resolution, 
but also can better preserve the edge information of the image 
and reduce the noise of the restored image [8]. 

III. DEEP LEARNING ARCHITECTURE 

Here CNN was used for Terahertz image SR 
reconstruction. Fig. 1 shows the structure of VDCN adopt in 
this paper which has been proved to be a useful and quick 
networks for SISR [9]. Based on this network, we added a 
Terahertz image process layer for image size adjustment and 
channel change. Layers were designed the same structure: 64 
filters with input size 3 × 3 × 64 except the first and the last 
layer, where a filter operates on a 3 × 3 spatial region across 
64 channels. Image reconstruction was designed in the last 
layer, which contains single filter with 3 × 3 × 64 size. 
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Fig. 1. Structure of VSDN used in our Terahertz SISR experiments 
 

(a) peak-to-peak (b) max amplitude        (c) 0.16 THz 
 

Fig. 2. Results of different Terahertz imaging methods 

 

The network uses low resolution interpolation image as 
input to predict image details. Super-Resolution methods are 
often use modelling image details and we found that CNN- 
based method performs well in this field. However, using 
VDCN to generate HR image brought a problem that the size 
of the feature map decrease every-time when convolution 
operates. 

The random initialization method is used to determine the 
weight, and the back-propagation calculation is used to update 

 

 

 

 

 

 

 

 

 

Fig. 3. Sample design drawing 

TABLE I.  DATA DISTRIBUTION FOR TRAINING AND TESTING 

the network weight, so that the loss value is reduced to stable.    

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Dataset 

In order to finish experiment in the Terahertz SR imaging 
using the VDCN, more composite structures (e.g. laminate, A 
sandwich and C sandwich structure) with embedded defects 
were  imaged.  Besides,  as  for  the  same  sample,  we used 
various Terahertz imaging methods, including max amplitude, 
flight-time, peak-to-peak so on, for generating discriminated 
images. 

Fig. 2 shows Terahertz images obtained by three methods 
(peak-to-peak, max amplitude and 0.16 THz frequency 
domain imaging method) of GFRP with embedded defects. 
The detail of imaging GFRP sample is shown in Fig. 3, which 
is consist of four  laminates with  20 mm as defect max-  
diameter and 3 mm as defect min-diameter. And all defects 
are distributed at four depths as to 0.25 mm, 0.5 mm, 0.75 mm, 
1 mm. 

B. Data Preprocessing 

The VDCN seeks to learn implicit redundancy that present 
in natural data to recover missing HR information from a   
single LR instance [15]. However, Terahertz imaging usually 

generates gray image. Thus, we proposed a method for 
transforming gray image to RGB image. First, the gray image 
is expanded to three channels by copying channels where an 
another RGB image should be provided for reference. 
Thermography is used for color match in this paper. Then the 
two images were converted into YCbCr space. The result   
graph is generated pixel by pixel through a double loop. 

Traditional data extension methods usually focus only on 
the detected object itself, with little consideration for 
background information. In fact, the background information 
needs to be considered in the training calculation, because the 
characteristics of the object need to be extracted from the 
complex background. In this paper, a data enhancement 
method based on background information is proposed to 
improve the generalization performance of VDCN, and the 
process is showed in Figure 4. The number of data set is shown 
in Tab. 1. 

 Training Set Testing Set 

   
Peak-to-Peak 121 20 

Max Amplitude 130 20 

Flight Time 145 20 

Frequency 144 30 
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(a) Scale Factor ×2  (b)  Scale Factor ×3 (c)  Scale Factor ×4  

Fig. 4. Depth vs. Performance 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. The data enhancement process based on the fusion of object and 
background 

C. Results and Discussion 

A small batch gradient descent method based on back 
propagation is used to optimize the regression target for 
network training. To avoid the local optimal solution, we set 
the learning rate as 0.0001. In order to obtain enough defect 
image features, batch and subdivisions were set to 128 and 32. 

In order to verify the efficacy of VDCN performance on 
SR, we trained and tested networks with depths between 5 and 
20. Fig. 5 shows the results, performance was promoted 
rapidly as depth raised. 

The residual network in this work was used to learn 
Terahertz images and compared with non-residual network 
experimentally. Set depth 10 (weight layer) and scale factor 2. 
The same learning rate scheduling mechanism is used. To our 
surprise, the residual network shows superior performance  
and faster speed in convergence as shown in Fig. 6. 

Lastly, we compared our method with Bicubic SR and 
original image. The result is shown in Fig. 7. Defects of depth 
1mm could not been seen in all results even by SR images. 
However, defects of diameter 3mm could be identified 
through our method which was invisible in Bicubic and 
original images. Thus it can be seen that SR method could 
realize smaller defect detection, but it was not helpful to more 

Fig. 6. PSNR variation between three networks 

TABLE II.  PSNR/SSIM VALUE OF SCALE FACTOR 2, 3, 4. RED COLOR 

INDICATES THE BETTER PERFORMANCE 

 Scale 
Factor VDCN Bicubic 

 ×2 27.3836 27.1012 

PNSR ×3 24.8164 24.0682 

 ×4 20.7201 20.5992 

 ×2 0.9519 0.9506 

SSIM ×3 0.9365 0.9224 

 ×4 0.8278 0.8282 

deeper ones. In Tab. 2, we summarized the quantitative 
evaluation of the two SR methods. When the scale factor is 2, 
3, 4, VDCN is better than Bicubic. Nevertheless, the 
performance of VDCN is narrowly better than Bicubic. The 
main reason is that Terahertz image and natural image 
differentiate significantly. Besides, the network parameters 
were not adjusted to excellent status. 

V. CONCLUSIONS 

In this work, Terahertz SR imaging using VDCN for 
improving the capability of Terahertz NDT was realized. For 
VDCN demanding RGB image, we proposed an image 
process method to transform original Terahertz images which 
are in gray color to RGB ones. Besides, taking background 
information into consideration, the enhanced image was fused 
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VDCN(24.8164, 0.9365) Bicubic(24.0682, 0.9224) Origin(13.1494, 1.0000) 

Fig. 7. Comparison of SR results of Terahertz image with scale factor ×3 
with original image 

by objects and background extracted from different Terahertz 
images respectively. The experiment showed that deeper 
networks attained better efficacy. In addition, residual  
networks exhibited superior performance and faster speed 
than non-residual networks at convergence. Lastly, compared 
with Bicubic and original images, the proposed method 
outstood slightly in SR imaging for Terahertz image which 
performed well in smaller defect. Internal cracks are more 
common in composite than delamination. We hope to detect 
small cracks by SR imaging. Whereas, numerous Terahertz 
image data and benign methods for network optimization are 
required to improve the SR efficacy in Terahertz NDT field 
which could be the research focus in the future. 
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Abstract—Coordinate measuring machine is widely used in 

precision measurement of industrial parts. However, the 

nature of the point-by-point probing characteristic limits its 

efficiency in the measurement of complex parts which 

normally requires dense sampling pints for fully evaluating the 

machining errors with high fidelity. To address this problem, 

this paper proposes a generative model-driven sampling 

strategy to reduce the number of the sampling points while 

maintaining the measurement accuracy. Specifically, the 

surface error reconstruction under sparse sampling is 

transformed as an image super-resolution task, which adopts a 

generative model to estimate accurate dense results from 

under-sampled data. A multi-scale neural network architecture 

is designed to achieve reconstruction, and the Fractional 

Brownian Motion is applied to synthesis large-scale simulated 

error datasets for model training. The generalized neural 

model could use sparse measurements to reconstruct global 

machining error, which dramatically reduces the sampling 

time and increases measurement efficiency. Both computer 

simulation and actual measurement are carried out to verify 

the effectiveness of the proposed method. 

Keywords—Machining Error, Measurement, Deep Learning  

I. INTRODUCTION 

Machining error evaluation is significant in industry, 
especially in advanced manufacturing[1]. There are generally 
two main measurement approaches for complex surface 
reconstruction and error evaluation[2]. Contactless 
approaches, such as optical probe, structure lights and high-
accurate vision system[3], could achieve high efficiency, but 
they have strict requirements for measuring surfaces and are 
difficult to measure shiny surfaces. Furthermore, these 
methods are affected by environment and may introduce 
large noise and measurement error, which limits contactless 
measurement applications. On the other hand, contact 
approaches, such as CMM and surface profile meter could 
achieve high accuracy by using probe contact with surface 
and recording coordinates[3].  The measurement accuracy is 
remarkable, especially in precision measurement, but point-
by-point sampling manner retard the whole process. Because 
of the physical principle of CMM and the accuracy 
requirements of the control system, the speed of the 
measuring probe was limited, and the sampling process is 
less efficient. The typical time for precision testing with a 
coordinate measuring machine is usually on the order of 100-
102 minutes [4]. This contradictory is more severe in large-
scale complex surface measurements. 

To accelerate the measurement process, various sampling 
and reconstructing strategies are proposed, which reduces 
measure time by sampling sparsely, and reconstructs  
completed results by utilizing prior or statistics of surfaces[5].             

    Reducing the number of sampling points is an effective 
way to increase the measurement efficiency. Nevertheless, 
reconstructing accurate surfaces with limited samples is one 
of the core problems in the precision measurement field. 
Since the machining error scale is smaller than the surface 
scale, it poses more severe challenges for precise machining 
error reconstruction. 

Researchers have proposed a variety of reconstruction 
methods to reconstruct accurate machining error with limited 
samples[6]. Machining error reconstruction is a process of 
building surface mathematical model under sparse 
measurement, which includes explicit and implicit methods. 
For explicit methods, parameterized B-spline[7],[8] is 
commonly used for surface fitting. NURBS[9] based degrees 
of freedom, control points, knot vector and weight factors to 
fit surface, which provides a general and accurate 
representation for free surface and is invariant under affine or 
perspective transformations. Triangulation methods[10], 
such as Delaunay triangular (DT), utilized triangular patches 
to fit surface. Different curvatures of surface could be handle 
by various size triangle patches[11]. DT could reconstruct 
surface with uniqueness, proximity, optimality, and convex 
polygons. These methods are general used in complex 
surface reconstruction. However, the reconstruction precision 
degrades dramatically as measurement points decrease.  

For implicit methods, it uses implicit  functions, consists 
with various basic functions, to model the surface[12]. Least 
square(LS) is a generally used surface fitting method. 
Besides, radical basis function(RBF)[13] and kernel function 
regression methods are also utilized to reconstruction. 
Recently, Bayesian methods, especially Gaussian Process 
Regression(GPR), achieved success in complex surface 
reconstruction with CMM[14] and metrology with non-raster 
scanning probe microscopy, with sparse measurement[15]. It 
bases Bayesian prior and utilizes correlation of sparse 
measurements to reconstruct surface with high precision and 
flexibility. Although reconstruction accuracy is impressive,  
covariance and kernel functions introduce matrix inversion,  
which has high computational complexity as O(n3), even 
longer than sampling[16]. The intense computation makes it 
nearly impossible to apply to large-scale measurement, in the 
practical production process. Besides, hyper-parameters need 
verbose manual tuning, which is time-consuming and highly 
depends on experience. These reasons limit its application to 
efficient measurement. 

In recent years,  as the big data resource and computing 
power increases, deep learning methods achieve great 
success on various computer vision task[17].  Among them, 
image super-resolution(SR) task provide a feasible solution 
for fast and precise machining error reconstruction with 
sparse measurement[18], which uses neural network to *Jieji Ren is the corresponding author. (e-mail: jiejiren@sjtu.edu.cn).      
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reconstruct the high-resolution(HR) images from the low-
resolution(LR) input.  

SRCNN[18] first address this problem by neural network. 
With 3 layers structure, SRCNN extract features from LR 
image, and mapping these features into HR feature space to 
reconstruct HR image. Then, FSRCNN[19] adopts 
deconvolution layer to up-sampling and reconstruct HR 
image directly from LR inputs, replaced preprocess in 
SRCNN. ESPCN[20] uses extra channels to generate more 
information by increase features map. Sub-pixel convolution 
technique decreases kernel size and computes complexity. 
VDSR[21] explores very deep model in SR, applies multi-
scales and residuals to improve reconstruction performance. 
DRCN[22] uses same kernel to reduce parameters and 
computation. SRResNet[23] uses multi-layer residual to 
increase neural network depth. DRRN[24] uses recurrent 
block to reuse parameters, and EDSR[25] uses more 
channels to increase train process and multi-scale adaption. 
Also, SRDenseNet[26] uses dense connected to increase 
super-resolution reconstruction results.  

The key of image super resolution is learning a model to 
map the sparse measurements into dense measurement with 
accuracy[27]. This process is quite similar to reconstruct ME 
under down-sampled measurement. Inspired by SISR, we 
consider ME reconstruction with sparse measurements as an 
image super-resolution task, which could leverage advanced 
CNNs to improve error evaluation performance and utilized 
GPU to accelerate this process.  

To improve machining error evaluation efficiency, this 
paper proposes a high-efficiency and generative model-
driven measurement strategy, which could efficiently 
reconstruct precise machining error. Firstly, we use fractal 
Brownian motion (fBm)[28] to effectively model and 
describe ME[29]. Then, we build a novel multi-scale neural 
networks to reconstruct completed dense ME with sparse 
measurement inputs. To train networks, we introduce fBm to 
synthesis dense ME data and apply down-sampling to 
generate sparsely sampled measurements, which provides a 
paired data set for the neural model to learn sparse-to-dense 
reconstruction. In practice, down-sampled measurements of a 
workpiece are compared with designed truth, to get sparse 
error data. Sparse machining errors are arranged into array 
and sent into model to reconstruct accurate dense ME. The 
proposed strategy dramatically reduces sampling time 
while preserves high measurement accuracy. Simulation 
results and practical measurement verified the effectiveness 
and generalization of the proposed method. 

II. PROPOSED METHOD 

This paper proposes generative model-driven strategy to 
achieve fast machining error reconstruction of the complex 
surface under sparse measurement from CMM. To accelerate 
surface machining error evaluate process, we first used a 
sparse sampling strategy to reduce the time consumption of 
measure. Then, sparse measurements subtract with design 
truth of the surface to generate sparse machining error. These 
sparse errors are sent into reconstruction neural networks to 
generate dense machining error. This work adopts auto-
encoder based neural network as reconstruction architecture, 
as a generative model, auto-encoder could extract the surface 
features from training data and learn the mapping between 
sparse measurement and dense results. This strategy provides 
a new perspective for surface error evaluation and metrology.

 

Fig.1. Framework of proposed methods, which utilitzed generative model 

to reconstruct dense measurements from sparse samples. 

This model could learn the mapping relationship between 
sparse sampling and dense reconstruction results. To train the 
model, we synthesis simulation data by fBm, this could 
approximately describe surface machining error. With this 
model, we could take down-sampling measurement as inputs, 
and inferred the high accurate surface machining error 
reconstruction result in real-time. Fig.1. shows the entire 
pipeline. 

A. Mahining Error and Fractal Brownian Motion 

Machining error are inevitable in machining process[30]. 
These errors result from random motion between cutting tool 
and machining workpiece, machine tool intrinsic error, errors 
from tools fixtures, workpiece thermal and mechanical 
deformation and internal stress[29]. These reasons would 
lead actual machining surface deviate from designs. 

To model machining error, we suppose the relative 
positioning error of cutting tool and machining workpiece is 
random noise with Gaussian distribution, the machining error 
can be considered as a signal generated by random walks, 
which increments satisfied Gaussian distribution. Hence, in 
this study, fractional Brownian motion (fBm) is used to 
generate the fractal surface to simulate the machining error 
of the machined surface. Because fBm could describes 
complex surface situation, many researches applied 
brownian surface(BS)[4] simulated terrain of earth and 
surface of machined workpieces. fBm is the basis of 
brownian surface, which is a continuous-time Gaussian 
process BH(t) on [o; T ] with following covariance function: 

2 2 21
[ ( ) ( )] ( )

2

H H H

H HB t B s t s t - s= + −             (1) 

Where H is Hurst parameter, which describes the roughness 
of motion process, the higher H could leads smoother results. 
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For three-dimension, we could apply fBm as elevation 
function with x, y coordinates, the result is BS. BS is natural 
looking surface, we could generate different roughness 
surface by adjusting H parameter. 

2 2 21
[ ( ) ( )] ( )

2

H H H

H HE B x B y x y x y= + − −           (2) 

Here, [ ]x, y 0,T . We simulated surface with different Hurst 

index, as figure xx shows. 

 

Fig.2. Generated Brownian surface with different Hurst parameters 

When the H=0.8, the surface exhibits strong low-frequency 
characters and middle scale error, which match the 
machining error process. In this work, we set Hurst index as 
0.8 for surface generation, as simulated training dataset. We 
use various initial parameters to generate Brownian surface, 
which are enough to cover possible machining errors, for 
model learning. 

B. Reconstruction from Sparse Measurement 

Reconstruct dense accurate surface from under-sampling 
measurements could be considered as an nonlinear mapping 
problem. We need to transfer measurements from under-
sampling space into dense-sampling space. This is a high 
nonlinear and complex task, so we take neural network to 
modeling this process. For example, if the original sparse 
measurement with rN ∗ rN points, the under-sampling 
measurement with N ∗ N points, we need reconstruct rN ∗ rN 
results based N ∗ N measurements, where r is down-sampled 
rate. 

Because we want to model the sparse-dense mapping process 
in same scale(as measurement physical process), we arrange 
sparse data into array, which size same as dense 
measurement array. For example, if we want to generate 
rN*rN dense measurement from sparse N*N grid sampling, 
we firstly put N*N points into rN*rN array with corresponds 
x,y coordinates, the un-sampled locations will set as 0, as 
placeholder. Then, we will send the rearranged sparse 
samples into model to complete missing values and generate 

 
Fig.3. Pipeline of reconstruction process. Synthesis dataset is used to train 
model. Then, sparse measure errors from CMM could be used to reconstruct 
dense machining errors. 

rN*rN dense results. It is worth mentioning that we use 
regular raster down-sampled strategy to reduce measurement 
points, which is suit for neural network to process.  

C. Auto-encoder based Reconstruction Archetecture 

 In order to reconstruct dense results from sparse samples, 
we base auto encoder-decoder structure and convolutional 
neural network(CNNs) build our neural network. CNNs 
could extract multi-level features from input, and have 
enough representation ability to describe the accuracy 
mapping  process. We first use encoder to extract data 
features from inputs, which not only contains global trend, 
but also describes local details. Model could learn the 
properties of machining error and generate implicit mapping 
relations from sparse inputs and dense results. Based on 
these features, decoder could generate dense machining error 
on the un-sampled location. To facilitate the flow of sparse 
features, skip connections are used to link same level of 
encoder and decoder. Furthermore, to improve the stability 
of the network and accelerate training convergence, we 
utilized multi-scale branches to reconstruct 1/2 and 1/4 scale 
results. 

 Model needs to learn the mapping relations between 
sparse inputs and dense measurement results. The dense 

measure reconstruction process could express as following： 

( ); , ( , , )dense sparseM M m x y z=               (3) 

 
Fig.4. Architecture of reconstruction neural networks. 
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 Model should guarantee point-wise accuracy and global 
performance. In machining error reconstruction, RMSE and 
error peak-value are important to measurement evaluation, 
express as bellow: 

2

2
, 1

2

2
1

1

1

max

N

ij ij

i j

N

ij ij

i, j=

MSE Y Y
N

RMSE Y Y
N

PV Y Y

=

= −

= −

= −



                       (4) 

Where Y and Y
_

 are ground truth and predict results. The loss 
function of specific scale reconstruction could write as 
following: 

2

2
1

1
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L Y Y Y Y
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=

= − + −

= +

                  (5) 

 Lmse drive model to improve point-wise accuracy, supervised 
by dense accurate measurement. To avoid noise or local 
extreme points affect global performance, we also introduced 
p - v (peak-valley) value as part of loss function. Parameters 

 controls p-v contribution to training.  

 Loss of 1/2,1/4 scale are same as previous, while the 
ground truth are down-sampled from original scale ground 
truth. Whole networks optimization could express as 
following: 

 *mse

scale

arg min L pv



 

+ 
 
                             (6) 

 To strengthen the original scale reconstruction, loss of 
[1,1/2,1/4] scale could multiply weights as [1,0.5,025]. 

D. Data Synthesis and Training Process 

To train this model, we syntheses large-scale dataset with 
previous method. This dataset contain 60,000 surface error 
samples, every sample contains paired dense accurate surface 
error and under-sampled measurements. 

For the dense measurements, we generate rN*rN data 
points array, and used regular down-sampled method to 
obtain N*N sparse measurements, with sparse factor 1/r. 
With this strategy, numbers of sample could reduce r2 times, 
which could increase efficiency by r2 times on measurement 
phase. While the reconstruction phrase utilized neural 
network to process, which could be accelerated by GPUs. 

This paper chooses N=[64,128,256] to cover different 
resolution and set sparse factor r=[4,8,16] to increase 
generality of algorithm. The model takes down-sampled 
sparse data as inputs, and reconstructs dense measurement 
array as goal. Training process will make model obtain the 
ability that reconstruct dense error from sparse measurement. 

 

Fig. 5. 5Synthesis surface machining error samples with fBm. 

 

Fig.6. Model training process, which take under-sampled measurements as 
inputs, and reconstruct dense machining error as goal. 

 Furthermore, to evaluate performance of this model 
quantitatively, the horizon range of synthesis machining 
error is set to [-50mm,50mm], the height range are 
normalized into100um.(normalization on training) 

 This work uses Nvidia V100 GPU to train, the initial 

learning rate is 10-4, weight-decay is 0.999,  the p-v loss 

weights  is 0.03, batch size is 64, training epoch is 100. The 
model is built by Tensorflow framework with python. 

III. EXPERIMENT 

Model is training on synthesis dataset and test on 
machined work-piece. Firstly, synthesis dataset set N=128 
grid data as objective dense reconstruction, while sample rate 
are set as r=[2,4,8,16], which could reduce the number of 
measurement points into [1/4,1/16,1/64,1/256]. Model take 
sparse measurements as inputs and learning to reconstruct 
dense results. Training process is shown as Figure.7. 

 

Fig.7. Model training process, surface reconstruction error, such as MSE and 
p-v values, decreases with training epochs. Training data are normalized. 

To fitting different down-sampling scale, model utilizes 
datasets under various sample rate r=[2,4,8,16] for training 
and testing, which explore the robustness of this approach 
under various measurement sparsity.  

Fig.8 shows reconstruction accuracy changes with real 
under sampled rate [4,16,64,256]. This method is able to 
restore dense surface machining error reliably. The accuracy 
just slightly decline with the sampling rate decrease, which 
further verified effectiveness and generalization of this 
methods, without any changes or tuning. Apart from regular 
raster sampling, we could adopt various sampling rates and 
strategies in training phase, such as random and adaptive 
sampling, to increase generality and adaptability of model. 
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Fig.8. Reconstruction accuracy change with measurement sampling rate. 

Proposed mehtod shows robustness, that accuracy slightly decline with 

dramatically drop of undersampling rate from 4 to 256. 

 To show the reconstruction performance of this strategy 
and compare with other methods, results under r=16 are 
drew in Fig.9. The reconstruct surface error is extremely 
close to original results. It also could reconstruct details in 
rapidly changing regions, such as peaks and valleys. 

 

Fig.9. Reconstruction results. Our method could restore in detail, better 

than interpolated methods. 

We also compared our results with interpolated method, 
Delaunay Triangulation and GPR among 1,000 samples. The 
reconstruction errors metrics and times are recorded. Tab.1 
shows proposed approach is fast and accurate. 

TABLE I.  RECONSTRUCTION RESULTS WITH DIFFERENT METHODS 

Method/Metrics Ours Bi-Cu Delau GPR 

P-V(um) 23.95 126.1 123.8 150.3 

RMSE(um) 5.447 24.05 23.54 46.40 

Time(ms) 3.4 4.1 9.5 1163 

 Compare with Bi-cubic interpolation, our method could 
achieve more accurate reconstruct results, the p-v and RMSE 
are smaller than Bi-cubic methods. Compare with Gaussian 
Process Regression method, our method is much faster 
without hyper-parameters tuning. Furthermore, neural 
network could accelerate by GPUs while GPR is not easy to 
increase efficiency by parallelization. Proposed approach is 
surface-agnostic methods, which could applicate to various 
machining error reconstruct with corresponding training data. 
It is worth to note that when the sampling rate is extremely 
sparse, 1/256 in this experiment, interpolation based methods 
decline dramatically. Without fine hyper-parameters tuning, 
GPR methods is hardly to recover surface machining error, 
even in coarse scale. 

To verify the performance of proposed approach on practical 

machined work piece, we machine a Peaks surface and use 

CMM to get the stand machining errors with 6561 samples. 

Then we use r=1/16 sparse samples to reconstruct the final 

results under sparse sampling.  

 

Fig.10. Machined Peaks workpiece and benchmark machining errors, 

measured by Hexagon Leitz PMM-Xi Coordinates Measuring Machine. In 

r=16, our approach could achieve more accurate results. The red points on 

ours results show samples. 

Experiment shows proposed method could reconstruct better 

results than competitors without tuning. Results’ smoothness 

reflects the continuity of the machining process. It worth to 

note that there is still room for improvement by introducing 

training data which is similar to the measurement target. 

IV. CONCLUSION 

This paper proposes a novel measurement strategy to 
improve the machining error evaluation efficiency of CMM. 
We introduce the down-sampled method to reduce the 
number of samples and consumed time simultaneously. Then, 
we propose an encoder-decoder based deep learning model 
to reconstruct dense surface error, with sparse measurement 
inputs. Besides, to prepare datasets for model training, this 
paper adopts fractional Brownian motion to describe surface 
machining errors, which could be used to synthesis abundant 
data. With synthesis datasets and sophisticated architecture, 
proposed model could learn to reconstruct dense machining 
error from sparse measurement. The reconstruction process 
also could be accelerated by high performance computing, 
which could further improve measurement efficiency. In 
conclusion, this paper proposes a novel perspective for 
efficiently accurate measurement, which has theoretical and 
engineering significance for precision measurement, 
precision processing, and high-end equipment manufacturing. 

Future work will extend the proposed strategy into more 
extensive measurement fields, and strengthen model 
generalization by introducing more accurate mathematical 
model and practical measurement dataset. Besides, it is 
worth trying advanced deep learning models, such as 
generative adversarial network, variational auto-encoder, 
transformers and Bayes networks, which could potentially 
improve reconstruction accuracy under this framework. 
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Abstract—The ground support systems (GSS) at launch sites 

include the test and launch system of launch vehicles, satellites, 

payloads, test equipment, and ground support facilities such as 

propellant loading, gas supply, etc. Various devices or 

equipment in GSS are interconnected through Internet of 

Things (IoT) to achieve integrated application, e.g. data 

interaction, interoperation, and application management. 

Because there are a large number of heterogeneous software and 

hardware in GSS, an IoT middleware is the key to the integrated 

application of GSS. We propose an architecture of IoT 

middleware for GSS at the launch site. This architecture solves 

the heterogeneity problems of GSS in launch sites such as 

heterogeneity between embedded sensor devices and mobile 

terminals, conversion between mobile network and backbone 

network, communication and data exchange, integration of 

different application systems, and system interconnection. 

Through the integrated portal of IoT middleware based on the 

architecture, heterogeneous systems of ground support facilities 

are realized on integrated application and deployment. An 

integrated access gateway is developed to make the IoT 

middleware accessed various devices or equipment of GSS. The 

integrated access gateway has good extensibility and 

adaptability to accessing interfaces or connectors. A simple 

application case of the IoT middleware is introduced in the 

paper. Good results have been achieved through practical 

application in China launch sites.  

Keywords—IoT middleware, architecture and implementation, 

ground support systems, test and launch, launch site 

I. INTRODUCTION 

The ground support systems (GSS) involve the test and 
launch equipment and ground support facilities for launch 
vehicles, satellites, payloads, flight products, propellant 
loading, gas supply, air conditioning, etc. Now the equipment 
and the facilities have been upgraded by IoT technology for 
integrally accessing GSS. Thus GSS can realize the integrated 
application in launch sites and achieve information sharing, 
centralized facilities management and comprehensive 
applications such as test and launch system, automatic control 
system (on gas supply, propellant loading, and bridge crane), 
enclosed area environmental monitoring and control system, 
power quality monitoring and control system, health 
monitoring system of the launch tower structure, etc. [1] The 
applications also include spacecraft safety monitoring and 
support, ground facilities management system, personnel 
distribution management system, safety precaution system, 

full-process dynamic management system for test and launch, 
etc.[2] 

Because IoT application in launch sites faces a series of 
problems brought about by a large number of applications, the 
variety of equipment, and the heterogeneity of hardware and 
software in GSS. It leads to complex access, poor 
interoperability, delayed data interaction, and difficult 
application management and integration. We propose the 
architecture of IoT middleware for GSS at launch sites (IoT-
MLS). IoT-MLS solves the heterogeneity application 
problems of GSS in launch sites.  

IoT-MLS is responsible for shielding the heterogeneity of 
the hardware devices, network and service platform for the 
lower hardware. It makes the devices and equipment of launch 
site to be unified access and centralized management. It 
supports application development, runtime sharing, and open 
interoperability for the upper application. And it guarantees 
the reliable deployment and management of IoT applications 
for GSS. IoT-MLS is the core and the foundation of IoT 
construction at the launch site. IoT-MLS based on the 
proposed architecture has been developed, deployed, and 
achieved good results in China launch sites. 

II. RELATED WORKS AND REQUIREMENTS 

A. IoT Middleware 

IoT-MLS is the key infrastructure and common platform 
of IoT applications in launch sites. It integrates all operation 
applications to achieve the comprehensive application of 
resource sharing, data fusion, and intelligent decision-making 
between different platforms in GSS [3] [4] [5]. The IoT-MLS 
hierarchy diagram is shown in Fig.1 where MT is a mobile 
terminal and NFC is near field communication. 

The conventional IoT middleware can be divided into 
application service middleware, embedded middleware, and 
hybrid middleware. 

The application service middleware is usually deployed on 
the application server based on TCP/IP networks. It 
communicates with different devices by loading drivers or 
adapters, and no additional hardware is required. The server is 
directly connected to the devices. The middleware converges 
the data of different devices into the event data needed by IoT 
applications. Typical application service middleware includes 
Oracle RFID middleware products [6][7] and Rifidi [8][9] 
simulation development platform which is open-source. Its 
main advantage is easy to deploy. The disadvantages are the 

*Litian Xiao is the corresponding author. (e-mail: xiao_litian@sina.com). 
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two sides. One side is hardly conducive to distributed 
deployment because of the direct connection between the 
servers and the devices. Another side is easy to single point 
failure because the data is centrally processed by the servers. 
A single point failure is a very serious problem in GSS  at the 
launch site. 

Fig. 1. IoT-MLS hierarchy diagram. 

The embedded middleware makes use of devices to 
quickly filter and convert data or other preprocessing. Data 
processing is close to the source of the data so that network 
traffic and the stress of the application server can be reduced. 
The embedded middleware mainly is wireless sensor network 
(WSN) middleware such as TinyDB [10] [11] and MetaQ [12]. 
The main advantages of embedded middleware are that sensor 
nodes bear data processing capacity and reduce the stress on 
networks and servers. The main drawbacks are limited 
services in which the middleware only supports simple 
services, e.g. node discovery, data filtering and processing, 
and code migration. The middleware also does not support 
heavyweight computing and storage services. 

The hybrid middleware divides the application service 
middleware into two parts. The one part is the common service 
and runtime support environment. Another part is the device 
abstraction layer and runtime support environment. The 
former is deployed on the server. The latter is deployed in a 
special access gateway. The more representative hybrid 
middleware is the IBM RFID middleware products [13] [14] and 
the SYBASE RFID middleware products [15] [16]. Its access 
gateway is a bottleneck on accessing devices because different 
access gateways need to be developed for devices. 

The conventional application service middleware based on 
server platform has been developed to provide data storage, 
numerical calculation, statistics mining, policy control, 
TCP/IP communication services, and other common services 
[17] [18] [19]. Because the features of sensor nodes are mass 
heterogeneous data transmission, the storage and forwarding 
functions including fusing data and computing are deployed 
in embedded middleware to reduce the cost of application 
server and backbone network [20]. The cost of accessed devices 
is enhanced for developing additional embedded middleware.  

The tight coupling service mode of conventional IoT 
middleware exists poor extensibility, limited capacity of data 
processing and device access, insufficient service dynamic 
matching optimization, and complex middleware construction. 
For solving these problems, microservice architecture 
combined with middleware is proposed and gains 
expandability. The microservice can be loaded by protocol 

plug-in and shield heterogeneous communication devices. [21] 
Although microservice-based middleware has the 
characteristics of rapid deployment, scalability, and shielding 
against communication heterogeneity [22][23], it also has 
insufficient adaptability and transforming real-time of 
middleware access interfaces as well as inapplicable to control 
system for facilities. 

B. Requirements at Launch Sites 

In launch sites, the heterogeneity of embedded sensor 
devices, ground support facilities, and mobile terminals are 
not only reflected in the hardware devices, operating systems, 
and network protocols produced by different manufacturers, 
but also in the storage, computing, and communication of the 
devices. As various intelligent terminal devices access (or exit) 
the IoT of the launch site, or move locations, all may cause 
changes in the network topology. The IoT middleware must 
be able to solve the changes in mobility and network 
environment. 

The data types and data access control ways of the wired 
backbone network and the wireless sensor access network are 
different in the launch site. The network communication 
service of the IoT middleware needs to combine multiple 
network communication modes according to different 
application requirements. Therefore, the communication 
mechanism needs to be designed to support the exchange of 
multiple types of access and data. 

The conventional middleware of server-based application 
service [7] has developed relatively maturely, and a large 
number of launch site equipment has caused huge network 
overhead. The situation influences the efficiency of IoT 
applications, especially for unattended applications with high 
real-time requirements. Part of the data fusion computing and 
store-and-forward functions need to reduce the overhead of 
the application server and backbone network. A large number 
of devices in ground support facilities need to have the 
heterogeneous interfaces and real-time requirements on IoT 
middleware. 

There are many types of nodes in GSS at launch sites. 
Some nodes have different operating systems, and some do 
not even have an operating system. How to transplant these 
nodes into middleware need be considered for the integrated 
operation of IoT middleware. 

III. ARCHITECTURE DESIGN OF IOT-MLS 

The IoT-MLS of GSS should be able to reduce the cost of 
operation and maintenance and improve the safety and 
emergency rescue capabilities of ground facilities and 
equipment. It is designed by the above requirements and 
consisted of seven parts including basic software and 
hardware environments, databases, common services, 
application components, integrated portals, developing tools, 
standards, and specifications, etc., as shown in Fig.2. 

1) Basic software and hardware environment: It mainly 

includes hardware and operation systems such as networks, 

computers, servers, and software environments such as 

database management systems and office software. It is the 

foundation and supports operation environments for 

middleware. It also provides a redundant environment for 

application services and heavyweight computing for the 

devices without or with insufficient computing capabilities. 
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Fig. 2. IoT-MLS architecture. 

2) Database: The database is composed of a sensor 

database, account database, map database, and log database, 

and so on. It supplies the data service of IoT applications and 

enhances storage capacities for required devices or 

equipment. 

3) Common service: Common service consists of 

personal management, message middleware, data store 

service, alerting service, login service, 3D space display 

service, united time service, and so on. The same and similar 

services in IoT applications are concentrated in IoT-MLS to 

provide unified customization services for GSS. It lightens 

the performance loads of GSS. 

4) Application components: Special applications are the 

developed components that perform the specific functions of 

IoT applications. The components of the special application 

include test process management, facilities and equipment 

management, auto-control system, security system, fire 

protection system, environment monitoring, ground service 

system, and other extensible applications. To improve 

common management for component application, the 

common application provides authorization management, 

client management, equipment management, and other public 

management. 

The operating environment of IoT-MLS provides the 

operating container for the components, which enables the 

IoT application component to work in the IoT-MLS platform. 

IoT-MLS provides various services for component operation 

support on events, data, network, protocol-driven, and data 

exchange. 

5) Integrated portal: It provides users with a unified login 

interface. Component developers and managers use the 

management interface to login in IoT-MLS. Users use the 

application interface to apply various functions and 

components in IoT-MLS. User can customize their own 

business applications through login in the integrated portal. It 

is integrated with the operation platform and environment. 

6) Developing tools: It provides users to develop 

specialized components and IoT applications. The 

developing tools of IoT-MLS provide component registration 

tools, component integration tools, application customization 

tools, industrial control configuration tools, and component 

developing tools. Through the tools, users can flexibly 

customize and combine the developed component into 

specific applications. It integrally completes business, 

process, and user functions on IoT-MLS. 

7) Standards and specifications: It specifies standards 

and specifications used by IoT-MLS on protocols,  interface, 

development, integration,  application, etc.  

IoT-MLS architecture is suitable for the heterogeneity of 
embedded sensor devices, ground facilities, and mobile 
terminals because of hardware devices, operating systems, 
and network protocols produced by different manufacturers. It 
makes the applications of GSS less coupled to specific devices 
and equipment. It can coordinate the capacity differences and 
support on storage, computing, and communication. 

Because the infrastructure can be increased in servers and 
customized in application components, the architecture makes 
the network and the application environment keep the stability 
and real-time when various terminal devices or mobile 
equipment access (or exit) IoT at the launch site. The data 
types and data access control methods are different in the 
wired backbone network and the wireless sensor access 
network. The network communication service combines 
multiple communication modes based on different application 
requirements. Forming a set of communication and 
information exchange standards under the architecture, a 
communication mechanism is designed to support the access 
and exchange of various types of data within facilities. It is the 
developed foundation of access gateway. 

All application components in the IoT of launch sites can 
be customized through the auxiliary tools of IoT-MLS. After 
each component is developed, a specific business can be 
independently operated and completed. IoT-MLS can be 
integrated through the development tools to complete the data 
exchange among the individual components. Thus, the 
business applications are not only independent of each other 
in their business functions, but also interconnected in the data 
flow. In this way, IoT in the launch site can be constructed by 
blocks. The approach can reduce the coupling within IoT-
MLS and improve the system's expansibility and 
maintainability. 

IV. IMPLEMENT OF ACCESS GATEWAY AND I/O 

INTEGRATED CONVERSION 

A. Integrated Access Gateway 

In order to meet the various interface requirements of the 
ground facilities, we design and develop a modular integrated 
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access gateway with plug and play. The integrated access 
gateway (IAG) is mainly composed of an operation panel, a 
motherboard, and a pluggable I/O daughter card.  

Users can realize the configuration management of the 
gateway through touch control of the operation panel. The 
operation panel can display the monitoring data of the sensors 
belonging to the operation, configure the network node 
equipment. IAG supports multi-user access and has a multi-
layer password authentication mechanism. IAG is enabled 
independently to process data and support distributed access 
applications. IAG motherboard is a core and completes the 
communication protocol conversion and coordinates the data 
transmission of multiple I/O daughtercard which is used to 
provide multiple types of communication signal processing. 
The I/O daughter cards have developed for ZigBee, RFID, 
UWB, RS485, RJ45, RS232, 4G/5G, audio, and video, etc.  

The architecture of the FPGA-based IAG motherboard is 
shown in Fig. 3. The IAG motherboard is designed to three 
parts: general control block (GCB), backplane slot, and rear 
transport block (RTB). FPGA is used for logic and algorithm 
processing. The base programmable logic module (BPLM) of 
GCB is used for general and standard access protocols 
processing. BPLM mainly deals with fixed I/O management, 
and conversion algorithms and logic. Applying dedicated 
programmable logic module (ADPLM) provides users with 
programmable applications to facilitate different access 
extensions and I/O data conversions. Especially ADPLM can 
be suitable for new access equipment at the launch site, e.g. 
the different satellite test equipment change greatly. IAG is 
only refreshed in ADPLM and matched the appropriate 
daughter cards. It makes IAG more adaptable [24]. 

Fig. 3. The architecture of the FPGA-based IAG motherboard. 

A universal carrier board is a slot carrying motherboard 
and I/O daughter cards. I/O daughter cards are reserved on the 
IAG motherboard for processing standard or customized I/O 
signals. the FPGA core processing module processes protocol 
conversion, I/O reading, and writing through the universal 
carrier board. For example, if you need to add a 5G I/O 
application, you only need to customize a 5G daughtercard, 
refresh the ADPLM, and IAG can directly apply the 5G 
communication mode. The motherboard is also inserted into 
the backplane slot of the chassis through the universal carrier 
board, which can be used for stacking. Different I/O 
customization requirements can be realized by configuring 
different daughter cards. 

Rear Transport Block (RTB) is an interface connector for 
communication signals between the GCB and the connector 

interface on a chassis. These connectors reserve the existing 
universal communication interface. The designed conversion 
standard interface can also access the new customized 
communication interface connector. This system makes IAG 
highly adaptable and extensible. 

B. Customized I/O for IAG 

In customized I/O daughtercard of IAG, I/O 
communication information needs to generate fixed content 
and fixed length. Because this information has no length limit, 
it can contain more data than routing information. Each 
message still contains fixed/predefined message content. 
However, if the message length is too long, piecewise multiple 
messages will be sent. Each of piecewise multiple messages 
will contain a fixed/predefined message content. 

Under customized I/O, the point-to-point information with 
the external access system will be generated by the 
communication interface in the specified format. The 
communication protocol will be defined according to the 
communication connection requirements between IAG and 
the external access system. 

To ensure that the user-defined I/O application is as simple 
as possible, a predefined information format with fixed data 
content will be used. The communication daughter card 
provides electrical isolation between the security system and 
the non-security system. As a communication processing 
device, functional isolation and data isolation can be 
performed. Data isolation will be ensured by the management 
constraints in IAG application guidelines. 

Fig. 4. Schematic diagram of input signal decoding. 

The function of the I/O daughtercard is to convert various 
protocols, and signal encoding and decoding. Fig.4 shows I/O 
daughtercard that the input signals are decoded by the 
conversion module on the I/O daughter card according to the 
protocol. Conversely, the encoding output is similar. The 
customized I/O daughter cards within IAG ensure adaptability 
and transforming real-time of middleware access interfaces. 

V. IOT-MLS CONSTRUCTION EFFECT AND APPLICATION 

CASES 

A. IoT-MLS Construction Effect 

IoT-MLS provides an integrated platform for IoT 
development and application in launch sites. In GSS 
application, developers log in to IoT-MLS through the 
integrated portal to customize the application calling common 
services and common applications. The developing tools 
supply the development of specialized applications. 
Developed special applications can also be called. The 
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customized application is developed and will be published by 
developing tools and the registration management mechanism. 
According to standard protocols, the underlying GSS 
hardware accessing is managed by IAG and IoT-MLS. Users 
log in to the integrated portal to access IoT-MLS and use the 
corresponding functions. IoT-MLS solves the problems of 
sharing applications across heterogeneous facilities and 
equipment, which realizes heterogeneous data interaction. 
IoT-MLS provides an application platform with strong 
interoperability and equipment independence. This is 
necessary to implement the application of distributed remote 
GSS. 

Through GSS construction, IoT in launch sites can be 
realized the integration and interconnection of broadband 
wireless network, wired IP network, sensor network, 
transmission network, and other networks within the unified 
architecture. Various sensor equipment and GSS equipment 
are accessed into IoT-MLS by IAG for omnidirectional 
sensing and data collection. IoT-MLS is a basic application 
platform for GSS sensing and data processing by means of 
diversified unified access and data protocols of I/O interface. 
The common application and services combined with 3D 
visualization present comprehensive situational awareness. 

The ground facilities and equipment realize the automatic 
remote execution capability through IoT-MLS, which 
supports the requirement of remote control and unattended 
operation in launch sites. IoT-MLS, as a basic platform and 
infrastructure, supports the construction application of IoT, 
big data, cloud computing, knowledge bases, 3D visual 
presentation, etc. It provides means to realize the unified 
health and life-cycle management for ground facilities and 
equipment of all major systems in GSS such as the launch 
station, non-standard equipment, propellant loading, air 
conditioning, power supply and distribution, and fire 
protection. The application also provides good flexibility, 
compatibility and extensibility for the continuous 
development and dynamic variable demand in launch sites. 
The following is a simple case to illustrate the process of 
development and application.  

B. Application Development 

The application mode of IoT-MLS adopts the trinity mode 
of custom-integration-operation. A special application is 
custom-developed by component developing tools. It is 
integrated the applications and is built into IoT-MLS by 
component integration tool. The integrated portal enables 
users to develop, customize, and apply IoT-MLS. The 
application mode is shown in Fig.5.  

Fig. 5. Mode diagram of IoT-MLS application. 

The developers or users of the customized development 
and the integration construct the specific system and 
applications on IoT-MLS for operators/end-users. 
Operators/end-users use and perform specific system 
operations by means of IoT-MLS integrated portal and 
operation platform. The specific system construction and 

working principle diagram are shown in Fig.6. After the 
development of each component is completed in IoT-MLS, 
IoT-MLS can run independently and complete a specific 
business for user applications.  
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Fig. 6. Specific system construction and working principle diagram. 

Fig.6 illustrates that users can flexibly combine the 
developed applications and customize the data flow 
interaction relationship between applications. Thus users can 
complete the establishment of application services, processes, 
and user functions. IoT-MLS integrates business applications, 
user rights, and data interaction rules by loading the 
configuration of user customization, which provides the user's 
final operation functions. 

C. Application Case 

As an example, a simple case introduces the application 
flow of the IoT-MLS development and deployment for 
personnel location.  

The case is that the position of the personnel in the room 
is displayed in real-time. It utilizes the ZigBee anchor node 
and positioning tag card to realize the personnel location 
located in the room. Its positioning principle is described as 
following. 

The anchor node is fixed with the room coordinate. The 
positioning tag card carried by personnel sends the wireless 
signal to the anchor node in real-time. And the anchor node 
sends the received signal to the location service component. 
The component converts the field strength of the received 
signal to get the distance between the positioning tag card and 
each anchor node. Then it calculates the coordinates of the 
positioning tag card by using the trilateral measurement 
algorithm combined with the coordinate of the anchor node. 
Main sensing devices are 3 ZigBee anchor nodes and 4 
positioning tag cards. The personnel location application has 
6 steps for development and deployment. 

Fig. 7. Connection relation of equipment hardware. 
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1) Device connection: As shown in Fig. 7, three ZigBee 

nodes are wirelessly connected to a positioning tag card and 

IAG via ZigBee. IAG connects to the server via a network 

cable. 

2) Driver development: The protocol driver component 

of the ZigBee anchor node is developed by component 

development tool and loaded into IAG. 

3) Service component development: The positioning 

service components are developed by component 

development tools and loaded them into IAG. 

4) Positioning logic design: As shown in Fig. 8, the data 

of the Zigbee anchor node is abstracted into a field strength 

data component. It connects the output of the field strength 

data component with the input of the location service 

component. The output of the location service component is 

connected to the computing location result component. Then 

the logical design of the location application is completed, 

and the location coordinate is generated by the sensing data 

through the flow direction from left to right. 

Fig. 8. Graphic programming. 

5) Interface design: As shown in Fig. 9, anchor node 

icons (labeled as star icons)and positioning tag card icons 

(labeled as circle icon 1 to 4)  are added into the display 

interface labeled on the floor of the room plan by interface 

development tool. This completes the application 

development. 

6) Application deployment: The computing location 

result component is associated with the positioning tag card 

icons. The positions of the circle icons in Fig. 9 are changed 

with the coordinates change of positioning tag card. So far, 

application deployment is completed. 

VI. CONCLUSION 

The research is based on the requirements of IoT 
application in the launch site. IoT-MLS architecture is 
proposed in the paper.  The implementation scheme combined 
hardware and software are designed for IoT-MLS and IAG. A 
simple case of personnel location application is implemented 
by graphical programming, which demonstrates the IoT-MLS 
development and deployment process. Now IoT-MLS is being 
progressively deployed at China launch sites [25]. IoT-MLS 
effectively solves the shortcomings of existing and 
conventional middleware products in the IoT application of 

launch sites. For the complex equipment access of GSS, the 
implementation scheme achieves the requirements on protocol 
processing real-time, access flexibility, IoT adaptability, and 
application scalability. 

Fig. 9. The application interface of personnel location in a room. 

Currently, the type and number of components developed 
in the research cannot fully cover the IoT application 
requirements of GSS at launch sites. The next step needs to 
strengthen the development of components and increase more 
common services so that IoT application efficiency can be 
improved further.  

For GSS in launch sites, IoT-MLS application lays a good 
foundation to realize completely unattended and intelligent 
operation, the applications of big data and cloud platform, and 
intelligent maintenance management based on machine 
learning[26][27]. These applications can improve launch 
efficiency and success rate of launch mission. 

ACKNOWLEDGMENT 

This work was funded by the innovation special ZPRO 
NO.14976453 of General Technology on Test and Launch. 
We would like to thank Tsinghua’s Prof. Yu Liu who provided 
us with helpful suggestions and some research resources in the 
research. 

REFERENCES 

[1] Litian Xiao, et al."A Hierarchical Framework for Intelligent Launch 
Site System", 2018 IEEE International Conference on Information and 
Automation (ICIA), Wuyishan, China, Aug.20-25, 2018. 

[2] Litian Xiao, et al., “System Architecture and Construction Approach 
for Intelligent Space Launch Site”, Journal of Transactions on 
Advances in Intelligent System and Computing, 2018, vol.865, pp.397-
404. 

[3] S. Huda, A. Wesam, E.S. Khair, “Internet of Things: A Review to 
Support IoT Architecture’s Design,” IT-DREPS Conference, Amman, 
Jordan, Dec 6-8, 2017. 

[4] S. Li, L.D. Xu, S. Zhao, “The internet of things: a survey,” Information 
Systems Frontiers, 2015, vol.17(2), pp.243-259. 

[5] J. Lin, W. Yu, N. Zhang, X. Yang, et al., “A survey on Internet of 
Things: Architecture, Enabling Technologies, Security and Privacy, 
and applications,” IEEE Internet of Things Journal, 2017, vol. 99, pp.1-
11. 

[6] Oracle，http://www.oracle.com, 2018. 

[7] N Deng, “RFID Technology and Network Construction in the Internet 
of Things,” International Conference on Computer Science & Service 
System, 2012, pp.979-982. 

[8] Rifidi，http://transcends.co, 2018. 

IoT Application Test Platform 
Personnel Loc. 

1 

2 

3 

4 

Home 
Environmental 

monitoring 
Line 

detection 
Personnel 

location 
Safety 

protection 
Auto-patrol 

car 
Environmental 

cycle 

positioning tag card icons 

anchor node icons 

Location service component 

Field strength data component 

Computing location 

result component 

Overall layout 

view 



454 

[9] Ibrahim Mezzah, et al., “Emulation-based fault analysis on RFID tags 
for robustness and security evaluation”, Microelectronics Reliability, 
2017, vol. 69, pp.115-125. 

[10] TinyDB, http://tinydb.readthedocs.org, 2018. 

[11] Dong-Oh Kim, et al., “Spatial TinyDB: A Spatial Sensor Database 
System for the USN Environment”, International Journal of Distributed 
Sensor Networks, 2013, vol.2013, pp.1-10. 

[12] J. Liao, X. Zhuang, R. Fan, X. Peng, “Toward a General Distributed 
Messaging Framework for Online Transaction Processing 
Applications,” IEEE Access, 2017, vol. 99, pp.1-11. 

[13] IBM，http://www.ibm.com, 2018. 

[14] A.M. Khan, A. Khaparde, V.P. Savanur, “Self-aware inventory system 
based on RFID, sensors and IBM security directory integrator,” 
International Conference on Inventive Computation and Technologies, 
2017, pp.1-4. 

[15] SYBASE, http://infocenter.sybase.com, 2018. 

[16] Siti Salwani Yaacob, et al., “A Review on Complex Event Processing 
in RFID System”, International Journal on Information Technology, 
2018, vol. 8(2018), pp.1154-1163. 

[17] V. Gazis, M. Görtz, M. Huber, et al., “A survey of technologies for the 
internet of things,” International Wireless Communications & Mobile 
Computing Conference, USA, Dec. 2015. 

[18] M. Jose, “P2.42: Latest Development in Advanced Sensors at Kennedy 
Space Center (KSC),”  IEEE Sensors, 2002, vol.  2(2), pp.1728-1733. 

[19] Giacomo Benincasa, et al., “Agile Communication Middleware for 
Next-Generation Mobile Heterogeneous Networks”, IEEE Software, 
2014, vol. 31 (2), pp.54-61.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[20] Ali Alfoudi, et al., “Slicing Architecture for Managing User Mobility 
in Next-Generation Heterogeneous Wireless Networks”, IEEE 
Network, 2020, vol. 2019, pp.1-4. 

[21] Björn Butzin, et al. "Microservices approach for the internet of things 
", 2016 IEEE 21st International Conference on Emerging Technologies 
and Factory Automation (ETFA), Berlin, Germany, Sept.6-9, 2016. 

[22] Datta Soumya Kanti, et al. "IoT and microservices-based testbed for 
connected car services", 5th Workshop on Smart Vehicles: 
Connectivity Technologies and ITS Applications, Chania, Greece, 
June 12-15, 2018. 

[23] Cleber Santana, et al. "A reliable architecture based on reactive 
microservices for IoT applications", Proceedings of the 25th Brazillian 
Symposium on Multimedia and the Web, Rio de Janeiro, Brazil, Oct. 
15-19, 2019. 

[24] Litian Xiao, et al." An Architecture of FPGA-Based Controller on 
Automatic Control System for Test and Launch in Launch Site ", ACM 
2nd Int. Conf. on Computer Science and Application Engineering, 
Hohhot, China, Aug.5-7, 2018. 

[25] Litian Xiao, et al." IoT-Based Architecture of Intelligent Test and 
Launch Control System in Advanced Launch Site ", 2019 70th 
International Astronautical Congress (IAC), Washington D.C., USA, 
Oct.20-25, 2019. 

[26] Litian Xiao, et al." Intelligent Architecture and Hybrid Model of 
Ground and Launch System for Advanced Launch Site ", 2019 IEEE 
AeroSpace Conference, Bigsky, USA, Mar.5-9, 2019. 

[27] Dong Wei, et al." Application Research of Big Data for Launch 
Support System at Space Launch Site ", 3rd Int. Conf. on Computer 
Science and Application Engineering, Sanya, China, Oct.25-27, 2019. 



455 

Dual-lane Phononic Crystal for Low-frequency 

Elastic Wave Attenuation 

Jiawen Xu* 

Instrument Science and Engineering 

Southeast University 

Nanjing, China 

jiawen.xu@seu.edu.cn 

 

Ruqiang Yan 

Mechanical Engineering  

Xi’an Jiaotong University 

Xi’an, China 

 yanruqiang@xjtu.edu.cn 

Abstract— We report a phononic crystal system for 

achieving ultra-broadband elastic wave attenuation by taking 

advantages of self-cancellation. This concept is applied to a 

finitely long dual-lane phononic crystal beam. The two lanes are 

designed to split the incident elastic wave into two parts and 

introduce a phase difference between the waves that yields 

significant wave attenuation. The simulation result in this paper 

show that the wave attenuation capacity of proposed dual-lane 

phononic crystal system is remarkably improved.    

Keywords—Phononic crystal, Dispersion relation modulation, 

Destructive interference, Elastic wave attenuation 

I. INTRODUCTION 

Phononic crystals as well as metamaterials, which are 
artificially designed periodic structures, have attracted 
intensive attention due to their promising advantages in wave 
manipulation and attenuation [1-5]. PCs and metamaterials 
have applications of negative refraction [6], acoustic cloaking 
[4], wave focusing [7,8], wave attenuation [3,9] and vibration 
mode tailoring [10]. Moreover, dispersion curves of PCs and 
metamaterials may exhibit a negative slope, yielding negative 
refraction phenomenon [6]. The unique features of phononic 
crystals and metamaterials are originated from the 
mechanisms of Bragg scattering and local resonance, 
respectively [2,11,12]. The Bragg scattering phenomenon 
occurs when the elastic wave-length is at the same level to the 
dimension of a unit-cell [13,14]. Consider the fact that the 
wave-length of an elastic wave is roughly inversely 
proportional to its frequency, the application of PCs in the 
low-frequency regime requires large-size unit-cells. On the 
other hand, metamaterials take advantages of the local 
resonance behavior that does not rely on the unit-cell 
dimension possess extraordinary capability of manipulating 
low-frequency elastic waves at sub-wavelength scales [1,15].  

Extensive efforts have been devoted to attenuating elastic 
wave using PCs and metamaterials. For example, a low-
frequency bandgap would be generated around the resonating 
frequency of the identify resonators integrated in the 
structures periodically. The generated bandgap in such a kind 
of metamaterials exhibited a strong vibration attenuation 
effect. Explorations were carried out for the vibration control 
in structural bars and beams [5,14]. The width of the of was 
demonstrated to be expandable by parametric optimization 
[20]. Normally, the mechanical metamaterials and PCs have 
fixed bandgap behavior [5]. To introduce online tunability, 
piezoelectric transducers have been adopted due the electro-
mechanical coupling [9,19]. A negative capacitance element, 
a non-resonating shunt circuit, was integrated in piezoelectric 
metamaterials for the purpose of reducing the stiffness, 
thereby modifying the bandgap features through the 
modifying the value of the negative capacitance [17]. 

Alternatively, piezoelectric metamaterial with unit-cell level 
LC resonating can produce a bandgap. For example, periodic 
piezoelectric transducers with inductance shunt circuits are 
adopted for wave attenuation [20]. Piezoelectric phononic 
crystals and metamaterials with shunt circuits have 
advantages over the mechanical one due to their simple 
configuration and adaptivity. The external shunt circuits allow 
adjusting of bandgap towards a desired frequency range 
without modifying the mechanical designs of the system.  

On the other hand, the application of PCs and 
metamaterials in the field of wave attenuation is largely 
restricted by their narrow bandwidths. To overcome this 
limitation, efforts have been devoted into achieving bandgap 
enlargement. It was demonstrated that the mechanical 
connection between adjunct unit-cells can effectively enlarge 
the bandgap width of the elastic metamaterial [19]. Moreover, 
tunable wave attenuation is highlighted in the piezoelectric 
phononic crystal/ metamaterial for applications at wide 
frequency range. Unit-cell level optimization of a 
piezoelectric metamaterial was performed and it was 
demonstrated that the enhancement of electromechanical 
coupling could widen the bandgap width [20]. More recently, 
it was illustrated that incorporating nonlinearities into the 
local resonators of elastic metamaterials is an alternative 
strategy to broaden the bandgap [21-22]. 

In this research, we propose a PC plate with coupled lanes 
that exhibits promising wave attenuation capability. The key 
of the proposed system lies in producing different phase shifts 
of elastic waves in the separated lanes. A proper tuning of the 
phase difference results in the destructive interference 
phenomenon that yields enhanced wave attenuation in aspects 
of bandwidth and depth. The rest of this paper is organized as 
follows. In Section 2, our novel concept of dual-lane is 
outlined first. In Section 3, governing equation of a unit-cell 
is derived and a model is presented for evaluation of the unit-
cell’s dispersion relation. In section 3, phase shift 
characteristics of the lanes are investigated. Section 4 provides 
correlated analysis for validation and insights of the wave 
attenuation features of the PC with coupled lanes. Section 5 
presents the concluding remarks. 

II. CONCEPTUAL DEMONSTRATION  

The proposed PC plate that consists of a series of coupled 
PC lanes is outline in Fig. 1. Unlike traditional systems based 
on local resonance or Bragg scattering mechanisms, the 
proposed system takes advantages of destructive interference 
stemming from the phase shift difference between the coupled 
lanes. Destructive interference has been widely adopted in the 
design of antenna for directional wave minimization. In 
analogy to the application for electromagnetic waves, here we 
introduce the mechanism of destructive interference for elastic 
wave attenuation.  *Jiawen Xu is the corresponding author. (e-mail: jiawen.xu@seu.edu.cn). 
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Fig.1. (a) Conceptual illustration of wave attenuation mechanism and (b) 

proposed PC system and the unit-cell.  

The underlying physics is that the incident elastic wave is 
split and passes through the lanes in the plate with respective 
phase shifts (Figure 1(a)). The phase shifts of the waves in the 
adjacent lanes can be intentionally designed to meet the 
condition for destructive interference, resulting in the wave 
self-cancellation for vibration attenuation. For the sake of 
demonstration, we start from the equations of elastic waves in 
two adjacent lanes. Bloch theorem is adopted in the modeling. 
We characterize the elastic wave propagating within the two 
lanes in the following way:  

  𝒖1(𝒙, 𝒌1, 𝑡) + 𝒖2(𝒙, 𝒌2, 𝑡) =
�̃�1(𝒙, 𝒌1)𝑒𝑖(𝒌1⋅𝒙−𝜔𝑡+𝜑1) + �̃�2(𝒙, 𝒌2)𝑒𝑖(𝒌2⋅𝒙−𝜔𝑡+𝜑2)      (1) 

where 1u  and 2u  denote the displacement fields of the elastic 

waves in two adjacent lanes, respectively. 1u  and 2u  stands 

for the Bloch displacement function with the periodicity of the 

unit-cells, x , 1k , 2k , 1 , 2 ,  and t denote position vector, 

wavevectors, phases, operating frequency and time. It is worth 
noticing that the incident waves in the two adjacent lanes have 
the same operating frequency and the amount of mechanical 
energy, i.e., they have very close amplitudes of displacements 

and wavenumbers. At the location 0x  where the elastic wave 

converges, Equation (1) becomes 

       (𝒖1(𝒙, 𝒌1, 𝑡) + 𝒖2(𝒙, 𝒌2, 𝑡))|
𝑥=𝑥0

 

= (�̃�1(𝒙0, 𝒌1)𝑒𝑖𝜑1 + �̃�2(𝒙0, 𝒌2)𝑒𝑖𝜑2)𝑒𝑖(𝒌2⋅𝒙0−𝜔𝑡)       (2)                          

Consider the fact that elastic waves in the two lanes have 
the same operating frequency, similar amplitudes and 
wavenumbers. Equation (2) yields 

(�̃�1(𝒙0, 𝒌1)𝑒𝑖𝜑1 + �̃�2(𝒙0, 𝒌2)𝑒𝑖𝜑2)𝑒𝑖(𝒌2⋅𝒙0−𝜔𝑡) 
≈ �̃�(𝒙0, 𝒌)(𝑒𝑖𝜑1 + 𝑒𝑖𝜑2)𝑒𝑖(𝒌⋅𝒙0−𝜔𝑡)        (3) 

It can be obtained from Equation (3) that the amplitude of 
the elastic wave passing through the PC region is a function of 
the difference of their phases. Notably, the value of Equation 
(3) would be minimized when 

1 2 −  approximates  . In 

other words, the elastic wave would be self-cancellated when 
the waves in the adjacent lanes have a phase difference of  , 

as conceptually illustrated in Figure 1(a). Therefore, the 
elastic wave has the potential to be attenuated by dispersion 
relation modulation in the PC lanes.  

Without loss of generality, we assemble the proposed PC 
plate using coupled lanes consisting of staired unit-cells 
(Figure 1(b)). The staired unit-cell is a stair-shaped beam 
synthesized by two segments. Identical staired unit-cells are 

connected in series to form one coupled PC lane. A small gap 
is introduced between the PC lanes to eliminate interactions 
between the lanes. Moreover, we coupled two adjacent lanes 
together and assemble many pairs of coupled lanes in parallel 
to form the PC plate. Each lane is formed by unit-cells with 
different dimensions, i.e., different dispersion relations and 
phase shift features. The difference of phase shifts would then 
produce the wave attenuation effects.  

III. DISPERSION RELATION AND PHASE MODULATION 

We start from analyzing the dispersion relation of a unit-
cell. Finite element tool has been widely used in the 
investigations of mechanical phononic crystals. In the 
following finite element analysis using COMSOL 5.4, the 
unit-cell of the beam is formed by an aluminum substrate 
(25×25×3 mm3) and one cylinder hole at the center of the 
surface of the unit-cell with a depth of 2 mm. The material 

mass density and Young’s modulus are 2730 3kg/m and 62 

GPa, respectively. We explore the dispersion relation in the 
first Brillouin-zone by sweeping of the wave number  k  from 

0 to b
l , where bl  denotes the unit-cell’ length, bkl  stands 

for the dimensionless wavenumber per unit-cell length.  

 (a) 

 (b) 

Fig.2. (a) Dispersion relations of the unit-cell with different r ; (b) Phase shift 

and transmission of a single phononic crystal lane at 5 kHz.  

The unit-cell’s dispersion curves with different radiuses (r) 
of the cylinder hole are shown in Fig. 2a. The dispersion 
relation of the phononic crystal shifts with the change of r. In 
other words, the incident elastic wave at a selected frequency 
is shortened or stretched given different holes. The dispersion 
relations implies the possibility of phase shift modulation for 
the elastic wave propagating through the medium and thus to 
achieve destructive interference in the design of phononic 
crystal beam by integrating various holes. Besides, Bragg 
scattering bandgaps of the phononic crystal systems with 
various holes can be observed in Fig. 2a. 

Ten identical unit-cells are then serially connected to 

form a single functional lane of the finitely long phononic 
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crystal beam to understand the phase shift modulation by 

varying r (Fig. 2b). An operational frequency of 5 kHz below 

the Bragg scattering bandgaps is arbitrarily selected for 

demonstration. Boundary of perfectly matched layers (PMLs) 

are employed for the both ends of the beam. A transverse wave 

is incident from the left end of the beam. The characteristics 

of phase shift and the transmission of a single functional 

phononic crystal lane is analyzed at the chosen frequency by 

varying the value of the radius of the hole r. The phase shift 

plotted in the range of 2π and transmission diagrams are 

obtained by analyzing the responses in the far field as shown 

in Fig. 2b. It can be seen that the functional phononic crystal 

lane has a cumulative phase shift covering the full range of 2π. 

This indicates that the configured functional lane meets the 

requirement for rendering the destructive interference 

perfectly. Moreover, large transmission ratio above -2.5 dB 

with varying r at the operational frequency is noted. 

IV. ELASTIC WAVE ATTENUATION CHARACTERISTICS 

(a)            

 (b) 

Fig.3. (a) Transmission diagram of dual lane phononic crystal beam by 

varying 1r  at 5 kHz; (b) Spatial responses for 1r  = 10.95 mm and 1r  = 12.01 

mm. 

We proceed to the synthesis of phononic crystal beam with 
two above-mentioned functional lanes. In the following 

analysis, 1r  and 2r  denote the radiuses of the holes for unit-

cells in lane 1 and lane 2, respectively. We use such dual-lane 
phononic crystal beam for the demonstration of the wave 
attenuation mechanism resulting from the phase difference of 
the two lanes. Previous literatures proposed various designs 
for wave attenuation based on the mechanisms of elastic wave 
reflection or absorption. To exclude the wave attenuation 
effects owing to reflection or absorption, the lane 2 

incorporates cylinder holes with 2r  = 2 mm, i.e., with a 

transmission of 1 (0dB) at 5 kHz (Fig. 2b).  

The transmission diagram of the dual-lane phononic 

crystal beam at 5 kHz with varying 
1r   is shown in Fig. 3a. It 

can be observed that promising wave attenuation is obtained 

at multiple values of r1, e.g.,  1r  = 10.95 mm and 1r   = 12.01 

mm. At these two values, the elastic waves transmitted 
through the two lanes have a phase difference of π, as shown 
in Fig. 3b. The phase difference yields the destructive 
interference and the consequent wave attenuation. It is worth 
mentioning that, since the elastic wave propagates in lane 1 
has transmission above -2.5 dB (Fig. 2b), the wave attenuation 
here is indeed induced by the mechanism of destructive 
interference. 

V. CONCLUSIONS 

In summary, a phononic crystal beam based on the 
mechanism of destructive interference for broadband wave 
attenuation is demonstrated. The dual-lane phononic crystal 
beam consisting of cylinder holes integrated unit-cells is 
designed for realizing the proposed concept. Different phase 
shifts in each of the two lanes of the beam can be 
accomplished through proper selection of the radiuses of the 
cylinder holes. Numerical analysis confirms the significant 
wave attenuation owing to the destructive interference 
stemming from the different phase shift in the two lanes. The 
results confirm the extraordinary wave attenuation capacity of 
the proposed system.  
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Abstract—Lightning protection is an important industry 

related to people's safety and interests. The traditional lightning 

protection needs to be combined with the Internet of Things. As 

the core equipment of the lightning protection system, the 

intelligent surge protector can limit the over-voltage flowing 

into the electrical system and discharge surge current. It 

protects equipment in the electrical system. The intelligent surge 

protector should be developed for safer and faster intelligent 

lightning protection. According to the development status of the 

Internet of Things, the working principle of intelligent surge 

protector is introduced. The framework of regional lightning 

intelligent monitoring and early warning system is presented 

from the perspective of architecture level. The machine learning 

method combined with the Internet of things was used to predict 

the life of the visitors. Realize intelligent lightning protection. 

Keywords—internet of things, intelligent surge protector, 

regional lightning intelligent monitoring and early warning 

system, leakage current, life prediction 

I. INTRODUCTION 

With the advent of the Internet of Things era, modern 
buildings and industrial manufacturing industries are 
gradually becoming intelligent. A large number of 
microelectronic networks, automation equipment and 
computers are put into use. They have high integration, low 
working voltage and low working current. But the ability to 
withstand overvoltage and overcurrent is poor. If these devices 
are subjected to operating overvoltage or even lightning 
strikes, they may cause data loss and equipment damage. 
Therefore, preventing the equipment from being attacked by 
overvoltage and ensuring the reliable operation of the 
equipment system becomes a key and important task. 

Surge protection device (SPD) is the core device of the 
lightning protection system, which protects the equipment in 
the electrical system. The safe and stable operation of SPD is 
essential to the lightning protection of electrical systems, so 
real-time detection of SPD is required to ensure the reliable 
operation of SPD. However, manual inspection requires a 
professional inspection team and a large number of inspection 
equipment, and the safe operation of the lightning protection 
system within the cycle cannot be fully guaranteed. For 
example, a surge protector installed in a building cannot work 
normally due to circuit connection problems or self-
deterioration failure during the cycle. When the lightning 
surge arrives, the lightning current cannot be discharged into 
the ground in time, causing a short circuit failure. 

In recent years, on the basis of the rapid development of 
sensors and Internet of things, the periodical maintenance 
mode of lightning protection system is gradually upgraded to 
the direction of 24-hour real-time monitoring of online 
monitoring system. There have been some researches on 
intelligent lightning protection based on Internet of things 
technology. The intelligent surge protector with lightning 
counting function is studied. It consists of surge protection 
module, lightning stroke sensor and lightning counting 
module. The lightning counting module and surge protection 
module are integrated into a whole, which solves the problems 
of large volume, low safety and high cost caused by the two 
sets of modules. An intelligent SPD for real-time monitoring 
of its own operation and performance is studied[1]. It can 
display the number of lightning strikes, leakage current, 
ambient temperature of SPD and lightning current waveform 
in real time. It can give an alarm when SPD has unexpected 
conditions. The working principle of intelligent SPD for 
collecting monitoring data is studied[2].The sampling, 
caching, reading and other aspects of real-time data in the 
actual working process are elaborated in detail.  

Sec II describes the characteristics of two smart SPDS. Sec 
III introduces the structure of regional lightning intelligent 
monitoring and early warning system. Sec IV describes the 
use of machine learning to predict the residual life of SPD. 

II. STRUCTURE AND OPERATION MECHANISM OF 

INTELLIGENT SPD 

Intelligent lightning protection is an important part of the 
industrial Internet of things. SPD is one of the core equipment 
of low-voltage lightning protection system. It can be installed 
in low-voltage electrical circuits to protect the electrical 
system from continuous and safe operation under lightning 
strikes. It can also be installed at the front end of electronic 
equipment such as computers, communication and automatic 
control to shunt and inhibit overvoltage and protect 
equipment from damage [3]. It can also be installed between 
metal conductors for equipotential connection to balance the 
transient potential difference between different conductive 
systems caused by lightning electromagnetic pulse and avoid 
side lightning strike [4]. However, the failure of SPD 
installed in the system is often found in lightning protection 
engineering practice. The main reason is that qualified SPD 
products can be selected according to the performance 
characteristics of the protected equipment or system to 
protect the equipment within the expected service life of SPD 
in principle. However, due to the long-term work of SPD 
under power frequency voltage and continuous over-voltage * Qibin Zhou is the corresponding author. (e-mail: zhouqibin@shu.edu.cn). 
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impact, leakage current gradually increases and temperature 
rise increases. With the increase of overvoltage times, the 
visitor’s voltage changes and the protection effect become 
worse. What's more, the short-circuit failure of SPD leads to 
a sudden temperature rise and even a fire, as shown in Fig. 1. 
Therefore, the installation of SPD and reasonable wiring can 
no longer meet the requirements of modern lightning 
protection. Need to track and monitor the changes in SPD 
performance in real time [5]. Once SPD performance 
deteriorates or fails, the intelligent system should 
immediately send out an alarm to remind the staff to carry out 
maintenance or replacement so as to make the lightning 
protection system more stable. In recent years, the research 
on intelligent SPD has become a hot issue in the industrial 
Internet of things [6]. 

 
Fig.1. Photos of SPD failure and burn in fields 

At present, many enterprises and research teams are 
engaged in the research and development of intelligent SPD. 
Although their structures are quite different, they can be 
divided into two categories based on monitoring principles. 

A. Leakage Current Value Based on Monitoring SPD  

 
Fig.2. Structure diagram of seperated-type intelligent SPD 

The intelligent SPD based on monitoring SPD leakage 
current value consists of SPD, leakage current monitoring 
sensor, lightning monitoring sensor, information processing 
module and backup protection, as shown in Fig. 2. The 
leakage current of intelligent SPD refers to the current passing 
through SPD under power frequency voltage[7]. When the 
SPD suffers from over-voltage shot and deterioration, the 
leakage current changes. When the leakage current is greater 
than a certain value, the heating of SPD increases rapidly. If 
the thermal protection device and backup protection device 

are not cut off in time, a combustion event will be caused. 
Therefore, the leakage current can be used as an important 
parameter to judge whether SPD fails. The lightning 
monitoring sensor is responsible for surge counting and can 
record electrical parameters such as current waveform, charge 
and energy. The information processing module encodes the 
monitoring information collected by the sensor[8]. 

The visitors in SPD shows a high resistance state under 
low voltage. But there is still a leakage current of 100 
microamperes under continuous power frequency voltage.  
The leakage current will increase as the SPD itself deteriorates. 
The temperature rise of SPD will also gradually increase [9]. 
To test the leakage current of a certain type of smart SPD, the 
steps are as follows: select 8 identical SPDs, and use 8/20μs, 
20 kA impulse current to discharge each SPD 10 times at 
20 ℃. Then use the square wave impulse current of 1 to 5 kA 
to discharge the SPD of serial number 1 to 5 in a single 
impulse discharge. Under other conditions unchanged, the 
ambient temperature of serial numbers 6 and 7 was changed 
to 40℃ and 60℃. Use a square wave impulse current of 5 kA 
to impulse the discharge. The leakage current of the SPD after 
the test is shown in Table I. It can be found that the leakage 
current increase of SPD is positively correlated with the 
overvoltage amplitude. The increase of SPD leakage current 
is positively correlated with the temperature of SPD operating 
environment. 

TABLE I.  TEST OF SPD LEAKAGE CURRENT 

No. surge current /kA leakage current /mA 

1 0 0.255 

2 1 0.258 

3 2 0.273 

4 3 0.388 

5 4 0.453 

6 5 0.441 

7 5 0.788 

At present, such SPDs have been applied in substations in 
Beijing, Yunnan and other places. But according to several 
years of operation experience, it is found that SPD life cannot 
be accurately predicted simply by leakage current. The 
leakage current collected by current transformer is a full 
current, which includes resistive current and inductive current. 
The resistive current is the root cause of SPD heating, gradual 
deterioration and even failure. However, the unseparated full 
current does not reflect the actual abnormality. Although there 
is a means to separate full current, the added equipment not 
only increases the cost, but also needs to consider the lightning 
protection problem of the added equipment, which will also 
affect the building construction planning. At the same time, 
the key of the intelligent SPD 24-hour real-time monitoring 
technology is how to separate the useful dynamically 
changing resistive current. The realization of this technology 
requires a variety of algorithms, a variety of parameter 
combination calculation and a variety of sensor equipment 
synergy. 

B. Based on Monitoring Surge Energy Value Flowing 

Through SPD 

Monitoring the running state of the SPD based on the 
energy value requires time domain integration of the voltage 
and current flowing through the SPD to obtain the sum of 
surge energy flowing through the SPD. The energy threshold 
is set in combination with the lightning protection level of the 
protection system. When the total energy flowing through the 
SPD exceeds the threshold, a replacement warning is issued. 
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The basis for selecting the energy threshold is to carry out a 
square wave impact test on SPD, obtain the relationship 
between the surge times and the continuous working time of 
SPD under different amplitude currents, calculate the energy 
sustained by SPD at the same time, and select the working 
threshold by integrating the working temperature, humidity, 
lightning activity frequency and other conditions. Fig. 3 is a 
schematic diagram showing the change of the duration 𝑡𝑟 of 
the square wave and the current magnitude 𝐼𝑚𝑎𝑥  of certain 
SPD under a certain number of impact tolerance times.
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Fig.3. Relationship between duration 𝑡𝑟 and current 𝐼𝑚𝑎𝑥 

At present, the intelligent SPD selects the energy threshold 
according to the SPD energy tolerance and combined with the 
lightning protection level of the protected system, the regional 
average thunderstorm day, the environmental humidity and 
other factors. Adjust as external factors change. However, 
there are many uncertain factors, such as surge waveform, 
different amplitude and duration. In areas with fewer 
thunderstorm days, the SPD energy value is difficult to reach 
the threshold. However, the power frequency voltage applied 
persistently will inevitably lead to the deterioration of SPD. 
Smart SPD urgently needs more in-depth scientific research. 

III. INTELLIGENT REGIONAL LIGHTNING MONITORING 

AND WARNING SYSTEM 

 
Fig.4. Intelligent regional lightning monitoring and warning system 

The intelligent lightning protection system based on the 
Internet of things is called the lightning intelligent monitoring 
and early warning system. Each subsystem, such as substation, 

hospital and residential building, can be defined as a regional 
lightning intelligent monitoring and early warning system. 
The ultimate purpose of lightning protection is to protect 
people and things in the subsystem. Therefore, the regional 
lightning intelligent monitoring and early warning system is 
mainly analyzed. Its structure is shown in Fig.4. 

The regional lightning intelligent monitoring and early 
warning system can be divided into perception layer, network 
layer and application layer on the architecture level. The three-
tier architecture uses highly reliable and highly integrated 
equipment to interact with each other closely, enabling SPD 
to realize remote communication, telemetry and remote 
control functions to ensure the safe operation of substations, 
hospitals, residential areas, and high-precision equipment 
areas. 

A. Perception Layer 

The sensing layer [10] consists of SPD, sensor, backup 
protection, display screen, gateway, high-definition camera 
and other devices that collect external physical world data. 
The sensor measures voltage and current, senses external 
temperature, humidity, image and other information. Through 
field bus, Bluetooth, infrared and other short distance 
transmission technology, the information will be transmitted 
to the upper information integration terminal; USB interface 
can be installed to download or upload data to realize data 
transmission between monitoring station and SPD monitoring 
terminal. Meanwhile, administrator can manage SPD terminal 
through gateway. The display screen displays lightning strike 
times, overvoltage amplitude and life warning indication. 
Provide staff with the core parameters of the SPD, making it 
an intelligent terminal. 

B. Network Layer 

The network layer [11] solves the problem of data 
transmission obtained by the sensing layer. Network 
technologies such as long-distance wired and wireless 
communication technologies are applied to carry out data 
transmission through networks such as mobile 
communication networks, the Internet, enterprise intranets, 
various special line networks, local area networks, 
metropolitan area networks and the like, so as to realize 
interconnection between the sensing layer and the application 
layer. The data such as local alarm situation, lightning strike, 
lightning waveform, leakage current value and carrying 
capacity value are uploaded to the cloud computing platform 
through high-speed network. 

C. Application Layer  

The application layer  is responsible for data integration 
and data processing[12]. It is composed of database server, 
intelligent monitoring information management platform, 
engineer maintenance platform, Web publishing service 
platform, database system, operating system and alarm 
software to realize the global management of intelligent SPD. 
The data from the monitoring layer is analyzed and processed, 
and the data is transmitted to the substation or mobile 
equipment through the cloud computing platform for alarm 
and linkage control. The database supports WEB browsing 
and APP interconnection modes, and interaction with the 
system can be realized in APP forms. The human-computer 
interaction here has gone far beyond the concept of human-
computer interaction. But refers to feedback between various 
devices connected to application programs. Monitoring of 
protection elements of lightning protection system will not be 
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limited by factors such as time and place. Staff can obtain real-
time information of work area at anytime and anywhere, and 
immediately take countermeasures such as disconnecting 
circuit breakers and reminding nearby personnel to change. 

IV. SPD LIFE PREDICTION 

Under the background of Internet of things, the reliable 
operation of SPD is very important. So it is necessary to 
predict the service life of SPD. Visitors is the most important 
component of SPD. The key point of the life prediction 
research of surge protector is the research on the deterioration 
process of visitors[13]. 

Residual life prediction of visitors can be divided into two 
types: residual life prediction based on mechanism model and 
residual life prediction based on data drive. Residual life 
prediction based on mechanism model is the most accurate. 
But with the development of production technology, the 
deterioration mechanism of visitors becomes more and more 
difficult. As a large amount of prior knowledge is required, it 
is seldom used in practice. In the data-driven residual life 
prediction, the machine learning method is used to predict the 
residual life without understanding the specific mechanism of 
deterioration. A large number of relevant data collected by 
sensors are used to characterize the life of visitors, which has 
the characteristics of high efficiency and directness and is 
widely used in practice. 

Machine learning method is used to predict the residual 
life of visitors. If the relationship between a single 
characteristic parameter and the life is adopted, the 
contingency of the result will be increased and the prediction 
effect will be poor. Therefore, various visitors deterioration 
related parameters should be used to predict the service life of 
visitors in practical engineering to effectively avoid accidents 
caused by SPD damage and improve lightning protection of 
the Internet of Things. 

Five degradation data of visitors voltage, leakage current, 
capacitance, resistance and nonlinear coefficient are obtained 
from reference [14]. The experimental data were normalized. 
The results are shown in Fig 5.  

           𝑥 = (𝑋2 − 𝑋𝑚𝑖𝑛)/( 𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛)                   () 

In (1), 𝑋𝑚𝑖𝑛  is the minimum value and 𝑋𝑚𝑎𝑥  is the 
maximum value. 

Because the nonlinear coefficient shows a decreasing 
trend with the number of shots. Visitors voltage, leakage 
current, capacitance and resistance are selected as the input 
parameters of the model. The nonlinear coefficient is taken as 
the output parameter. The nonlinear coefficient represents the 
remaining life of the visitors. 

 

(a) Visitors voltage 

 

(b) Leakage flow 

 

(c) Capacitance 

 

(d) Resistance 

 

(e) Nonlinear coefficient 

Fig.5. The normalized values of parameters varying with the number of 
shots 

The nonlinear coefficient is fitted, as shown in Fig. 6 

 

Fig.6. Nonlinear coefficient fitting diagram 

𝑦(𝑖) = 6.48 × 10−4 × 𝑖3 − 0.06 × 𝑖2 + 0.32 × 𝑖 + 57.3 () 

where 𝑖 is the number of shot times. 

The neural network model of the visitors is established. 
Since the output parameters are equal to four, there are four 
nodes at the input layer. The hidden layer nodes are selected 
as 7 according to (3). One output layer node.  

L=√𝑚 + 𝑛2 + 𝑎                               (3) 
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In (3), m represents the number of nodes in the input layer, 
n represents the number of nodes in the output layer. And,  
a is any parameter from 1 to 10. 

Fig. 7 shows the comparison between the neural network 
prediction data and the experimental data. It can be seen that 
the neural network prediction of the remaining life of the 
varistor has a good performance and high accuracy. 

 

Fig.7. The normalized values of parameters varying with the number of 
shots 

The machine learning method relies on a large number of 
experimental data to build a good model and has a strong 
dependence on data. 

V. SUMMARY AND  CONCLUSION 

This paper combines Internet of things technology, big 
data technology and lightning protection technology. 
Research the development of intelligent lightning protection 
system under the Internet of Things technology. Lightning 
protection technology combined with Internet of things 
technology to realize online monitoring of SPD is a key step 
of intelligent lightning protection. This paper also combined 
with regional lightning warning system to form a relatively 
complete lightning protection system. The two SPD different 
monitoring principles can meet the needs of different scenes 
by selecting according to the actual scenes. The acquisition 
signal of lightning warning system is processed from the 
sensing layer to the application layer through the network 
layer to realize real-time online monitoring of SPD state and 
lightning stroke count. Life prediction of SPD is very critical 
to intelligent SPD and lightning protection technology. Life 
prediction of SPD through collected data and machine 
learning method can effectively predict the life of SPD. 
Providing reference basis for intelligent SPD and intelligent 
lightning protection, timely replacement of components, 

reducing the damage caused by lightning stroke, and also 
reducing the waste of manpower and material resources. 
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Abstract—Self-powering capability for bearing health 

monitoring systems is an appealing ideal, which has attracted 

considerable attention but difficult to realize. This paper 

proposes a variable reluctance energy harvester (VREH) 

integrated within in smart railway axle box bearing. The effects 

of key parameters are numerically discussed to obtain the 

optimal geometrical parameters of the VREH under the limited 

inner space of the bearing. The experimental results verify that 

the optimization design of the VREH is practicable and effective. 

Under the rotational speed of 1200 r/min and impedance 

matching, the RMS voltage and power of the optimal load 

reaches 1.54 V and 39.53 mW, respectively. 

Keywords—self-power, variable reluctance, health monitoring, 

theoretical modeling, finite element analysis, bearing 

I. INTRODUCTION  

Sensors and sensor systems play an increasingly important 
role in the operation, management and maintenance of 
industrial machinery [1]. Conventional batteries provide 
power for such devices is inevitable to result in regular 
recharging and replacement, and the pollution of environment 
[2]. Electromagnetic [3,4], electrostatic [5,6] and piezoelectric 
[7,8] energy harvesters have been designed to convert the 
rotating motion into energy and power the wireless sensor and 
sensor system embedded on such rotating parts as bearings. 

In various energy harvesters, the electromagnetic energy 
harvester (EMEH) remains one of the leading topics because 
of the high energy density, easy fabrication and low cost [9]. 
Xu et al. [10,11] investigated a M-shaped VREH at low 
angular velocities. By optimizing the parameters affecting the 
performance of VREH through simulation and experimental 
analysis, the power density of VREH is demonstrated to be 
able to reach 157.29 mW/cm3. Kim et al. [12] combined a 
rotational module triggered by finger with an array of disc 
Halbach magnets to harvest electromagnetic energy. The 
proposed energy harvester could generate an open-circuit 
voltage of 1.39 V at an average power of 7.68 mW, with an 
optimal load of 36 Ω at an input frequency of 3 Hz. Kroener 
et al. [13] proposed a VREH for railroad monitoring 
applications. By conducting the finite element analysis (FEA) 
and experiments, a maximum energy output of 131 μJ per 
pulse was obtained under a train wheel passing speed of 81.5 
km/h, corresponding to a mean output power of 5.9 mW. 
Zhang et al. [2,14] designed a EMEH with circular Halbach 
for bearing, and verified the effectiveness of proposed model 

numerically and experimentally. Under the rotational speed 
from 600-1000 r/min, the voltage of 2.79-4.59 V and the 
maximum average power of 50.8-131.1 mW can be obtained 
by the enhanced harvester. 

This paper proposed a theoretical modal of VREH that 
extracted energy from the railway axle box bearing. Different 
from previous studies which put the energy harvester in the 
bearing end cover as an external accessory, we integrated the 
VREH with the bearing. According to the limited interior 
space of smart railway axle box bearing, to enhance the 
performance of VREH, the influences of various structure 
parameters on the output response are investigated through 
numerical simulation and experiments. The remainder of this 
paper is organized as follow: section 2 proposes the design and 
model of VREH; section 3 depicts the numerical analysis of 
VREH and analyzes the effects of system parameters on 
output response by comparing the simulation and theory; the 
effectiveness of VREH is verified by experiments in section 4; 
finally some conclusions are drawn in section 5. 

II. MODELING OF VREH 

A. Structure of VREH 

 

Fig. 1. Schematic of the VREH in bearing. 

Fig. 1 illustrates the proposed VREH in the smart railway 
axle box bearing. It comprises an E-shaped electrical steel, 
two permanent magnets, a coil, a toothed spacer, two inner 
rings, rollers and an outer ring of bearing. The E-shaped 
electrical steel, permanent magnets, coil and toothed spacer 
constitute a VREH. The E-shaped electrical steel is embedded 
in the outer ring of the bearing, and there is an air gap between 
the E-shaped electrical steel and the toothed spacer. The two 
permanent magnets with the same polarity are respectively 
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located at the ends of two outer leg of the E-shaped electrical 
steel, and there is an air gap between the permanent  magnets 
and teeth of the toothed spacer. The coil is wrapped around the 
middle leg of the E-shaped electrical steel. 

 

Fig. 2. Structure of VREH and the magnetic flux density distribution at its 

two extreme position. 

As the smart railway axle box bearing rotates, there is 
relative motion between the toothed spacer and E-shaped 
electrical steel, which makes the magnetic flux through the 
coil change with time. Therefore, according to Faraday's law 
of electromagnetic induction, the induction electromotive 
force will be generated by the coil. Since E-shaped electrical 
steel and toothed spacer are made of materials with high 
permeability, there are two extreme cases of magnetic flux 
within the coil, as shown in the Fig. 2. At the aligned position, 
the teeth of the toothed spacer are aligned with the legs of E-
shaped electrical steel. The magnetic field induced by the two 
permanent magnets passes through the coil along the E-shaped 
silicon steel, and then passes through the air gap with the teeth 
of the toothed spacer to form the minimum magnetic path 
resistance, as shown in Fig. 2a. At the unaligned position, the 
teeth of the toothed spacer are not aligned with the legs of E-
shaped silicon steel, and the magnetic field induced by the two 
permanent magnets passes through the coil along the E-shaped 
silicon steel, and then passes through the air gap and the slot 
instead of the teeth of the toothed spacer, forming the 
maximum magnetic path resistance, as shown in Fig.2b. 

B. Modeling of VREH 

  

Fig. 3. Definitions of geometric parameters in VREH. 

With the rotation of the smart railway axle box bearing, 
the internal VREH converts the kinetic energy into the electric 
energy. The cross-section of smart railway axle box bearing 
without showing the inner ring and the roller is plotted in Fig. 
3a. According to Faraday's law of electromagnetic induction, 
the induced electromotive force of the coil can be expressed 
as 

 (t) c

d
U N

dt


= −  (1) 

where Nc is the turns of coil, Ф is the magnetic flux through 
the coil, dФ/dt is the gradient of magnetic flux. 

 As shown in Fig. 3b, according to the geometry of the coil, 
the number of turns of the coil can be expressed as 
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where χ, δc, hc and dc are the filling rate, width, height and the 
wire diameter of the coil, respectively. 

The frequency of the output voltage of the coil is linear 
with the speed of the bearing and the number of teeth of the 
toothed spacer, which can be expressed as 
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where n (unit: r/min) is the speed of the bearing, Nt is the 
number of teeth, DI_2 is the outer diameter of the bearing inner 
ring, ht and bt are the height and width of the tooth of the 
toothed spacer, respectively. 

As the time-varying flux in (1) is a uniform sinusoidal 
voltage, the peak-peak value of the output voltage Vpp 
generated by the coil can be expressed as 
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where ΔФ is the difference between the maximum flux Фmax 
and minimum flux Фmin of the coil, Tc is the period of the 

induced electromotive force of the coil, ζm=H•hm is the 

magnetomotive force generated by the permanent magnet, H 
is the magnetic field strength of the magnet, hm is the height 
of the magnet, and τmin and τmax are the minimum and 
maximum reluctance, respectively. 

In the magnetic path of the proposed VREH, the 
permeability of the material used in the E-shaped electrical 
steel and the toothed spacer are relatively larger. When 
calculating the reluctance, only the magnets and air gap 
between the permanent magnet and the toothed spacer is 
considered, which can be expressed as 
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where g=gmin is the air gap at the maximum flux of the coil, 
the air gap is g=gmin+ht at the minimum flux, and μg is the 
relative permeability of the air, at and bt are the thickness and 
width of any tooth of the toothed spacer, μm is the relative 
permeability of the permanent magnet, and am and bm are the 
thickness and width of the permanent magnet, respectively. 

Since the magnetization direction of the permanent 
magnet is along the radial direction of the bearing, a 
coordinate system is established with the original point 
located at the center of the permanent magnet, as shown in Fig. 
3c, according to the magnetic load theory [15] and the 
magnetic node theory [16], the magnetic field strength of 
given point P(x,y,z) along the magnetization direction, which 
produced by this magnet can be expressed as 
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(a) Aligned position (b) Unaligned position

(a) Cross-section of smart railway axle box bearing

(b) Dimension of coil

(c) Cubic magnet
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where, J is the uniform magnetization along the magnetization 

direction,  μ0 is the vacuum permeability, and Uq=x-(-1)q •am, 

Vm=y-(-1)m•bm, Wk=z-(-1)k•hm, r=√Uq
2+ Vm

2+ Wk
2. 

Substituting (3), (5), and (6) into (4), the expression of the 
peak-peak voltage Vpp generated by the coil is easily obtained 
as 
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where b=bt=bm. 

 

Fig. 4. External circuit with impedance matching. 

Due to the high speed of railway bearing, the inductance 
of the coil cannot be neglected. In order to obtain the optimal 
output power from the VREH, the coil is equivalent to a series 
of inductance and resistance, after impedance matching, as 
shown in Fig. 4, the RMS voltage of the load resistance UL,rms 
can be expressed as 
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where, Ztotal=RL-j/2π • fc • CL+Rc+j • 2π • fc • Lc is the total 

impedance, CL=1/(2π•fc)2•Lc is the matched capacitance, and 

RL=Rc is the matched resistance. 

Substituting (7) into (8), the expression of the effective 
value of voltage of the load resistance UL,rms can be easily 
obtained as 
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where the internal resistance of the coil can be expressed as 
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Under impedance matching, the RMS power PL,rms of the 
load can be expressed as 
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According to (9) and (11), the RMS voltage of the load is 
linear with the speed of the bearing n, the width δc and height 
hc of the coil, while RMS power is quadratic with those 
parameters. Moreover, the value of RMS voltage and power 
of the load are related with the minimum air gap gmin, the 
height of the permanent magnet hm, the height of the toothed 
spacer ht and the tooth width of the permanent magnet and the 
toothed spacer b. Due to the limited inner space of the bearing, 
the summation of coil height hc and the tooth height ht of the 
toothed spacer are set as a fixed value, namely hc+ht=C, and 

the thicknesses of E-shaped electrical steel, magnets, toothed 
spacer are the same, 3mm, and other parameters are listed in 
the Table Ⅰ according to the actual working condition of the 
VREH. Then the RMS voltage and power of the load as 
functions of the coil height hc and the tooth height ht of the 
toothed spacer are shown in the Fig. 5a and Fig. 5b, 
respectively. 

 

Fig. 5. Theoretical calculation of the response of load with hc+ht=27mm. 

Fig. 5 shows that the optimal value of RMS power of the 
load can be obtained with hc=17 mm and ht=10 mm. 

TABLE I.  GEOMETRICAL PARAMETERS AND MATERIAL 

SPECIFICATION 

Domain Parameters Value 

Magnet 

hm 2-10 mm 

bm 5-15 mm 

Material N33AH 

Coil 

hc 1-27 mm 

dc 0.15 mm 

δc 1.5 mm 

χ 0.45 

E-shaped electric steel 
bE 5-15 mm 

Material B35A230 

Toothed spacer 

ht 1-27 mm 

bt 5-15 mm 

Material Steel 45 

Air 
gmin 1-4 mm 

μg 1 

Inner ring and outer ring 

of bearing 

DI_2 150 mm 

DO_1 193 mm 

DO_2 230 mm 

Material GCr15 

III. NUMERICAL ANALYSIS OF VREH  

A. Numerical Analysis Setup 

To verify the validity and accuracy of the theoretical 
model, the finite element method is used to compare the 
simulation results with the theoretical calculation. Therefore, 
considering the influence of bearing outer ring and the 
symmetry of smart railway axle box bearing, the VREH 
structure is numerically analyzed based on 2D 
electromagnetic model. All the simulations are implemented 
in the Maxwell Ansoft. The parameters used in the simulation 
are consistent with those used in the previous theoretical 
calculation. 

RL CL

LcRc

U(t)

(a) RMS voltage (b) RMS power
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Due to the high speed of the bearing, the inductance of the 
coil cannot be neglected. In the simulation process, the 
external circuit of the coil is shown in Fig. 4. Where, Rc and 
Lc are the internal resistance and inductance of the coil and RL 
and CL are the matched resistance and inductance of the load, 
respectively. 

B. Effect of Key Parameters 

According to the numerical results and the inner space 
limitation of the bearing, the influence of the air gap gmin, 
permanent magnet height hm, and tooth width of the 
permanent magnet and toothed spacer b are investigated under 
the rotating speed of 600r/min. 

 

Fig. 6. The RMS response of the load under different minimum air gap. 

The relationship between the RMS voltage and power of 
the load with the minimum air gap are shown in Fig. 6a and 
Fig. 6b, respectively. The trend of simulation results is 
consistent with that of theoretical calculation, which both 
decrease rapidly with the increase of the air gap. 

 

Fig. 7. The RMS response of the load under different permanent magnet 

height. 

Fig. 7a describes the RMS value of voltage and power of 
the load varying with the height of permanent magnet. The 
trend of simulation results is consistent with that of theoretical 
calculation, which increases first and then decreases with the 
increase of permanent magnet height. The optimal value 
occurs at hm=3 mm is with a low rate of change. 

 

Fig. 8. The RMS response of the load under different the width of the 

permanent magnet and the teeth of toothed spacer. 

Fig. 8 represents the RMS voltage and power of the load 
with different width of the permanent magnet and the teeth of 
toothed spacer. The theoretical results increase with the 
increase of the width of permanent magnet and teeth of the 
toothed spacer, while the simulation results decrease first and 
then increase. This difference can be caused by errors in the 

magnetic field distribution under the two-dimensional 
simulation model. 

Simulation and theoretical results shows that the trends 
with the key parameters are the same, but the simulation 
results are smaller than the theoretical calculation, the 
difference is close to 20%. This is because we assume that the 
magnetic path of the VREH passes through the bottom of the 
slot of the toothed spacer at unaligned position. In fact, much 
of the magnetic flux leaks to the edges of the teeth, thus most 
of the magnetic flux cannot passes the slot as assumed, which 
can be verified in Fig 2b. Therefore, the modeled magnetic 
resistance difference between the aligned and unaligned 
positions is higher than the real case, resulting into a higher 
output compared with the simulation.  

IV. EXPERIMENT VERIFIVICATIONS 

A. Experimental Setup 

 

Fig. 9. The prototype and installation of VREH. 

The VREH prototype is shown in Fig. 9, which consists of 
a toothed rotor, an E-shaped electrical steel, two permanent 
magnets, a coil and a 3D printed bracket. The permanent 
magnets and coil are bonded to the legs of E-shaped electrical 
steel, and the E-shaped electrical steel is supported by the PLA 
printed bracket. 

 

Fig. 10. Experimental platform of VREH. 

TABLE II.  OPTIMAL GEOMETRICAL PARAMETERS 

Domain Parameters Value 

Magnet 
hm 3 mm 

bm 14.6 mm 

Coil hc 17 mm 

Toothed spacer 
ht 10 mm 

bt 14.6 mm 

Air gmin 1 mm 

To verify the practicability and effectiveness of the 
proposed VREH and simulate the motion of VREH in the 
bearing, the VREH prototype is installed on a rotating 
platform, as shown in Fig. 10. The bracket is screw-mounted 
on the three-dimensional mobile platform, so the position of 

(a) RMS voltage (b) RMS power

(a) RMS voltage (b) RMS power

(a) RMS voltage (b) RMS power

PLA printed 

bracket
Balance disc Transfer-mounted 

half disc
E-shaped 

electrical steel
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Coil
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VREH
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mobile platform

Rotating platform

Resistor boxOscilloscope
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E-shaped electrical steel can be adjusted, to align its legs with 
the toothed spacer with a desired air gap. In order to avoid the 
eddy current effect, E-shaped electrical steel is processed by 
wire cutting, then stacked and welded by 6-layers of electrical 
steel laminations, with an overall thickness of 3.15mm. The 
toothed rotor is also screw-mounted on the balance disc of the 
platform. The toothed rotor is actuated by the rotating 
platform with shaft and the rotating speed can be adjusted. 
According to the previous parameter optimization study, 
structural parameters listed in Table Ⅱ are used for the 
prototype. 

To obtain the optimal output power of the load, the output 
end of the coil is connected in series with a matching capacitor 
and resistor box, and the internal resistance and inductance of 
the coil was measured by a LCR-meter. All the experimental 
data are collected by the oscilloscope. 

B. Voltage Response 

 

Fig. 11. Voltage response of the load under 600 r/min. 

The minimum air gap is selected to 1 mm, and a 50 Ω load 
is connected at the output end of the coil in series. At the speed 
of 600 r/min, the voltage response of the load is shown in Fig. 
11. As shown in the figure, the maximum value of the voltage 
response fluctuates periodically, and it is due to the 
construction of the experimental platform. There exist an 
eccentric errors between the toothed rotor and the shaft, 
causing a gap difference of 0.44mm between the maximum 
and minimum air gaps. 

(a) RMS voltage (b) RMS power  

Fig. 12. The RMS response of the load under different rotational speed. 

Figure 12 illustrates a linear relationship between the RMS 
voltage and rotation speed, which is consistent with the 
simulation results. Due to the existence of the air gap 
difference, the experimental results are slightly smaller than 
the simulation at higher speed. 

C. Response Range 

In order to obtain response range of the load, the values of 
RMS voltage and power of the load are obtained under the 
speed of 1200 r/min. Fig. 13 compares the RMS voltage and 
power of the load with and without matched capacitance. 
Without the matching capacitor, the RMS voltage of 1.42 V 
and the RMS power of 22.4 mW are obtained, with an optimal 
load of 90 Ω. With the matching capacitor, the RMS voltage 

of 1.54 V and the RMS power of 39.53 mW can be achieved, 
with an optimal load of 60 Ω. 

 

Fig. 13. The RMS response of the load with and without matched capacitor. 

V. CONCLUSION 

A VREH with enhanced configuration is proposed to 

support the wireless sensor in smart railway axle box 

bearing, which converts rotational motion into electric 

energy. The design device consists of an E-shaped electrical 

steel, two permanent magnets, a coil, a toothed spacer, two 

inner rings, rollers and an outer ring of bearing. Under the 

limitation of inner space of the bearing, the effect of several 

key parameters were investigated through theoretical 

modeling and finite element simulation, and optimal 

parameters of VREH were obtained. The experimental 

prototype was fabricated based on the optimal geometrical 

parameters, and rotating experimental platform is 

constructed to verify the accuracy of output prediction. In 

addition, the effect of the key system parameters and 

external excitation on output response characteristics are 

investigated. Experimental results indicate that the 

optimized VREH can generate a voltage of 1.54 V and a 

power response of 39.53 mW under the rotation speed of 

1200 r/min. 
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Abstract—Anxiety is a common emotional state of patients in 

rehabilitation training, which will affect rehabilitation training. 

In the current research, there are problems such as single use of 

electromyography signal to quantify anxiety and low accuracy. 

A method of bimodal feature fusion of electromyography (EMG) 

and electroencephalography (EEG) is proposed to realize 

anxiety assessment. First, the anxiety induced by 16 healthy 

subjects was recorded by EMG and EEG, comprehensive 

features were extracted from the signals. Then the pattern 

recognition model fused the features of EMG and EEG, based 

on theories of genetic algorithm, particle swarm optimization 

and support vector machine, which was designed to anxiety 

assessment by adjusting the feature fusion coefficient. 

According to the anxiety grading standard, three anxiety states 

were selected as severe, moderate and mild. Using only EEG 

data and EMG data as the sample sets, the corresponding 

recognition accuracy rates are 71.54% and 67.98%. However, 

using EEG and EMG feature fusion data as the sample sets, the 

average recognition accuracy rate was 81.49%, which increased 

by 9.95%, 14.01% compare to using EEG or EMG data 

individually. In short, the method proposed in this study 

improves the accuracy of anxiety state recognition and helps to 

better study patient anxiety.  

Keywords—EMG, EEG, anxiety state recognition, 

rehabilitation training platform  

I. INTRODUCTION  

In recent years, domestic and foreign research institutions 
have conducted research on robot-assisted rehabilitation 
training technology. Most of the robot rehabilitation training 
technologies focused on the patient's physical state monitoring 
and ignored the patient's psychological and emotional state 
monitoring, which may easily cause the training intensity to 
be inconsistent with the patient's mentality and lead to the 
training effect deterioration [1]. Anxiety is a common emotion 
in rehabilitation training. Although anxiety is an inner mental 
activity, it can still be expressed through facial expressions 
and limbs, such as frowning and unconscious body shaking.  

However, it's not convincing that experimenter's feelings 
are not obvious when quantitatively assessing different 
degrees of anxiety. In response to this problem, many 
hospitals and scientific research institutions have proposed to 
allow experimenters to fill in the Hamilton Anxiety Scale and 
Likert Scale [2]. The grading can reflect the psychology of the 
patient to a certain extent, but there is a problem that the 
experimenter fills it out incorrectly. With the development of 
physiological signal technology, researchers use skin 
electrical, electrocardiogram, respiration, myoelectric and 

other physiological signals to study patients' anxiety 
recognition. Adheena M.A.[3] used electrocardiography to 
quantify individual anxiety responses. K. Mistry [4] proposed 
micro genetic (GA) embedded particle swarm optimization 
(PSO) optimization features to realize seven facial expression 
recognition. Asma Baghdadi[5] applied the classifier to 
classify anger and anxiety states with a rate of 67.72%. Mary 
Juliana[6] focused on the exhaustive analysis of EEG signal 
concerning anxiety quantification by k-nearest neighbors, 
linear discriminant analysis and quadratic discriminant 
analysis classifiers. Zheng[7] used EEG to analyze anxiety in 
cycling, and used principal component analysis and K nearest 
neighbors to classify the three-level anxiety recognition rate 
to 62.5%. Tian Man[8] calculated sample entropy and used 
Extreme Learning Machine to realize emotion recognition and 
classification. 

In view of the above-mentioned problems of only 
recognizing anxiety without quantifying the anxiety level, too 
small difference in the adjacency of anxiety level 
classification, and low recognition rate of single use of EEG 
to assess anxiety, this article proposes a dual EMG and EEG-
based Evaluation method of modal anxiety state. The design 
of experiment and data processing is elaborated in Section II. 
The classifier model is established in Section III. Through 
comparative analysis and simulation in Section IV, the benefit 
of bimodal anxiety state assessment method based on EMG 
and EEG is proved. Finally, the conclusion are provided in 
Section V. 

II. DATA 

A. Participants 

A total of 16 university students (24 2, male: 10, female: 
6) participated as volunteers. All participants had normal 
vision and hearing. They had no obvious emotional problems 
within 24 hours before the experimental test. In addition, 
experimenters need to understand the experiment process in 
advance and sign an informed consent form. 

B. Experimental Method 

The EMG collection equipment is the Delsys wireless 
surface EMG test system, and the collection locations(as 
shown in Fig. 1)  are facial corrugator muscle (Ch1) and 
zygomatic major muscle (Ch2). The EEG acquisition 
equipment is 64-channel BP wireless portable EEG analyzer. 
The brain area related to emotions is the frontal lobe area. 
Only 8 channels such as FP1, FP2, FC5, FC6, F7, F8, FT9 and 
FT10 are used. Sampling frequency is 1000 Hz. The 
rehabilitation training platform is the Fourier M2 upper limb 
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rehabilitation robot platform, which mainly has passive, active, 
and impedance working modes. Fill in the Likert scale before 
the experiment and measure the signal. During the test, train 
in impedance, active, and passive modes in turn. Each mode 
was trained for 10 minutes, during which time rested for 2 
minutes and filled out the anxiety scale. Each experimenter 
trains 25 groups, the training interval is more than one hour. 
The specific flow chart of the collection experiment  is shown 
in Fig. 2. 

Ch 2

Ch 1

 
Fig.1.  Experimental equipment and collection location.Ch1: Corrugator 
Muscle;Ch2: Zygomatic Major Muscle. 

 
Fig.2.  Experimental acquisition flowchart 

C. Data Preprocessing 

The EMG signal is a non-stationary signal with a weak 
amplitude and is susceptible to interference from external 
noise, so it is necessary to preprocess the collected EMG(as 
shown in Fig. 3). Original EMG signals were first filter out 
high-frequency noise interference through a 0-400Hz low-
pass filter. Power frequency interference is removed through 
50Hz adaptive notch filter. Finally, the ensemble empirical 
mode decomposition (EEMD) method is used to remove the 
baseline drift. 

EMG

 Signals

0-400Hz

 Low Pass 

Filter

50Hz 

Adaptive 

Notch Filter

EEMD 

Removes 

Baseline Drift
 

Fig.3.  EMG signal preprocessing flowchart 

The EEG signal amplitude is about 10-100 microvolts, and 
it is susceptible to interference from ocular electricity, 
myoelectricity and instruments during the acquisition process. 
EEG signal preprocessing mainly uses EEGLAB software to 

perform band-pass filtering of 0.1-45 Hz, while eliminating 
power frequency interference. Independent component 
analysis is a useful statistical method for signal separation. 
Therefore, it was employed for manually separating artifacts 
from EEG signals. 

D. Feature Extraction 

Previous research results show that the frequency domain 
features can effectively analyze the transient performance of 
the signal. The frequency domain features selected in this 
paper are the average power frequency (MPF) and the median 
frequency (MF) [8].,which were calculated as follows: 

 ( ) ( )
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where ( )P f is the power spectral density, mff  is the median 

frequency, and f is the frequency. 

Previous research results show that entropy features can 
effectively distinguish different anxiety states [8][9][10]. The 
main entropy features selected in this paper are sample 
entropy, approximate entropy  and fuzzy entropy.  

Sample entropy (SampEn) is an improved time series 
complexity test method based on approximate entropy, and 
the higher the degree of brain confusion, the smaller the 
sample entropy [8]. SampEn is calculated as  

              

1( )
( , , ) ln

( )

m

m

B r
SampEn m r N

B r

+ 
= −  

 
 (3) 

where m  is dimension of the EMG  signal, r is the similar 

tolerance, N is the length of the muscle signal. In this study, 

set 2m = and 0.25*r = , where  is the standard 

deviation of the EMG signal. 

Fuzzy entropy (FuzzyEn) is less dependent on the event 
sequence, the transition is smoother when the parameters 
change, and the robustness to noisy signals is better [9]. 
FuzzyEn is calculated as 

 
1( , , ) ln ( ) ln ( )m mFuzzyEn m r N r r  += −  (4) 

Approximate entropy (ApEn) is used to quantify the 
regularity and unpredictability of time series fluctuations, and 
represents the complexity of time series. Approximate entropy 
can be used to reflect the complexity of EEG signals 
[10].ApEn is calculated as 

 
1( , , ) ( ) ( )m mApEn m r N r r+= −  (5) 

III. CLASSIFICATION MODEL 

Considering that there is a certain correlation between 
EEG and EMG, this paper uses feature fusion to connect the 
feature information of EMG and EEG signals. The working 
principle is as follows: First, using the weighted average 
method to define the fusion coefficient to represent the trust 
degree and weight coefficient of the EEG and EMG feature 
vectors [12], then form the brain EMG feature fusion vector. 
Using SVM to learn and train the constructed feature fusion 
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vector, combining genetic algorithm and particle swarm 
algorithm to continuously optimize the feature fusion 
coefficient, find the optimal fusion coefficient, then import the 
test set into the classifier to check the classification effect. 

A. Construct Fusion Feature Vector 

We define 1, ,i i ip  =  λ  , 1, ,i i iq  =  η  

( 1, ,i n= ) as the feature vector EMG and EEG samples 

respectively, where n  is number of samples, ,p q  are the 

characteristic dimensions of EMG and EEG. Suppose feature 

fusion coefficient matrix is  1 1, , n nT t t = ,then define 

the feature fusion vector of EEG and EMG as 

 1 1 1 1, , , , ,i i p i p p p q iqx t t t t   + +
 =    (6) 

B. Classifier 

One-versus-rest (OVR) and support vector machine 
methods are combined to construct three classifiers. Suppose   

training set TX has d samples, TV  is the training set label, 

then, 
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where 1iv =  is mild anxiety, 2iv =  is moderate anxiety, 

3iv =  is severe anxiety. 

 Since the radial basis kernel function has strong anti-
interference ability against noise and there is only one kernel 
parameter, the radial basis kernel function is selected as the 
kernel function, then the corresponding classification decision 
function is: 
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  (8) 

The advantages of particle swarm algorithm are simple 
and easy to implement, with storage and evolution capabilities 
and few adjustment parameters. However, there are defects 
that the discrete optimization problem is not handled well and 
it is easy to fall into the local optimization problem. The 
genetic algorithm has the advantages of good convergence, 
the global optimization has a good effect, high robustness and 
easy to combine with other algorithms. The disadvantage is 
that the programming is complicated and the parameter design 
is more difficult. Therefore, the GA-PSO hybrid algorithm [13] 
is formed by combining the advantages of particle swarm 
optimization and genetic algorithm in global and local 
optimization to optimize parameters. 

The obtained optimal fusion coefficient matrix is 
combined with the sample feature vector to form a feature 
fusion matrix, which is input into the SVM classifier, and 
combined with the Likert scale to achieve anxiety state 
classification. The flowchart based on GA-PSO-SVM feature 
fusion and anxiety state classification is shown in Fig. 4. 

 
Fig.4.  Anxiety State Classification Model Based on GA-PSO-SVM Feature 
Fusion 

C. Classification Evaluation Index 

Commonly used classification evaluation indicators 
include accuracy, precision, recall, f1_score, confusion matrix, 
ROC curve, etc. The confusion matrix, also known as the error 
matrix [14], is the most basic, most intuitive, and easiest 
method to calculate the accuracy of the classification model. 
It mainly calculates the precision (P), recall (R), and accuracy 
(ACC). Precision definition is defined as follows: 
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, 1,2,3i i
i

i i

P R
ACC i

P R

 
= =

+
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where iP   is the precision of the i-th sample, and iR  is the 

recall of the i-th sample. 

IV. RESULT ANALYSIS 

A. Data Preprocessing 

The spectrograms of the EMG signals denoising process 
are shown in Fig. 5. Fig. 5a shows the frequency spectrum of 
the original signal, there can be seen a lot of noise. Fig. 5b 
shows the frequency spectrum after filtering out high-
frequency noise with a low-pass filter. The frequency 
spectrum after the 50Hz power frequency interference is 
removed by the adaptive notch filter is shown in the Fig. 5c is 
the frequency spectrum for removing power frequency 
interference. The spectrogram after removing the baseline 
drift by the EEMD method is shown in the Fig. 5d. Fig. 6 
shows the EEG signal preprocessed by EEGLAB software. It 
can be seen from the figure that the noise such as eye 
electricity is basically removed, and the waveform is relatively 
smooth. 
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Fig.5.  Spectrogram of EMG signal denoising process 

 

Fig.6.  EEG filtering results 

B.  Analysis of Characteristics of Brain and Myoelectric 

Physiological Signals in Different Anxiety States 

Fig. 7 shows the change trend of EMG frequency domain 
characteristics of an experimenter under different anxiety 
states. Fig. 7a and Fig. 7b selected features as MF and MPF 
respectively. As can be seen from the figure, the frequency 
domain characteristics of the overall three states have a good 
separation. However, there is overlap in adjacent areas of 
anxiety. 

 

 
Fig.7.  The experimenter's EMG frequency domain characteristic curve 
diagram under different anxiety states. 

Fig. 8 is a comparison of the different entropies of the 
collected EEG signals in different training modes. The EEG 
signal of the first channel (FP1) after preprocessing is selected. 
From the figure, it can be seen that the approximate entropy 
and sample entropy are in different training modes The change 

trend of fuzzy entropy is consistent and relatively obvious. 
Although the change of fuzzy entropy is not very obvious, the 
change trend is consistent, indicating that three kinds of 
entropy can be used as the characteristics of EEG signals. 

 
Fig.8.  Comparison of different entropy features of EEG signals collected in 
different training modes. 

C.  Fusion Coefficient Optimization Process 

The fusion coefficient is the key to construct the feature 
fusion vector of EMG and EEG signals, and determines the 
performance of the classifier. To prevent particle swarm from 
falling into local optimum, genetic algorithm and particle 
swarm algorithm are combined. Set the initial population size 
of PSO to 20, learning factor, inertia weight to 0.9, and 
mutation probability to 0.5. From the experimental data, 300 
groups are selected for each state, a total of 900 groups. 
Selecting 600 sets of data as the training set to achieve 
iterative training through the support vector machine classifier. 
Using the other 300 groups as the test set to verify the 
performance of the classifier until it reaches the expected 
fitness of 95%. Fig. 9 is a diagram of the fitness convergence 
process. It can be seen that the number of iterations converges 
around 100 times. 

 
Fig.9.  Fitness convergence process diagram 

D. Different Methods to Identify Anxiety States 

Table I shows the classification results of brain muscle 
signal fusion features by the improved GA-PSO-SVM 
classifier in this paper. The samples of each experimenter are 
used as sample sets for training and learning, then other 
samples are randomly selected for identification and 
classification. Table I is a sample of 8 people randomly 
selected from the experimenters. Each person randomly 
selects 600 sets of sample data as the training set and 100 sets 
of data as the test set. The classifier designed by this method 
has 84.80%, 76.06%, 83.61% recognition accuracy for severe, 
moderate, mild, and three anxiety states, and the average 
recognition accuracy rate is 81.49%. 
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TABLE I.  EEG FEATURES  AND EMG FEATURES FUSION 

CLASSIFICATION AND RECOGNITION ACCURACY RESULTS (UNIT: %) 

Anxiety 

State 

Experimenter ID 
ACC 

1 2 4 7 9 10 13 16 

A1 
P 81 76 83 77 81 77 86 76 

84.80 
R 93 85 94 81 93 88 93 86 

A2  
P 75 77 86 73 77 71 78 73 

76.06 
R 75 76 82 77 76 71 76 74 

A3  
P 93 85 90 80 90 88 93 86 

83.61 
R 84 76 80 75 83 76 83 80 

In order to verify that the brain and EMG feature fusion 
has a better recognition effect than solely relying on EEG or 
EMG feature fusion, the EEG samples and EMG samples are 
used as training sets and the improved GA-PSO-SVM 
classifier is used for retraining.  

TABLE II.  EEG FEATURES RECOGNITION ACCURACY RESULT 

(UNIT: %) 

TABLE III.  EMG FEATURES RECOGNITION ACCURACY RESULT 

(UNIT: %) 

Anxiety 

State 

Experimenter ID 
ACC 

1 2 4 7 9 10 13 16 

A1 
P 71 64 70 61 60 75 64 65 

69.57 
R 70 74 80 68 71 75 68 71 

A2 
P 65 63 66 59 61 62 65 60 

63.31 
R 62 63 68 65 61 65 68 60 

A3 
P 73 75 80 72 73 70 70 73 

71.06 
R 68 71 72 68 70 66 70 67 

Test and classification results are shown in Table II and 
Table III. Compared with Table I, it can be seen that the 
recognition results of EEG or EMG alone are 9.95% and 14.01% 
different from the results of brain and EMG fusion, indicating 
that the method proposed in this paper has a great effect on 
improving the recognition rate of anxiety states. 

V. CONCLUSION  

Aiming at excessive physical state detection and ignorance 
of anxiety and other mental state problems in the process of 
robot-assisted rehabilitation, a bimodal anxiety state 
assessment method based on EEG and EMG is proposed. 
Extracting the time and frequency characteristics of the EMG 
signal and the entropy characteristics of the EEG signal during 
the training of healthy experimenters. In order to find the 
optimal integration factor, using genetic algorithm and 
particle swarm optimization convergence coefficient. Using 
OVR and support vector machine to form a multi-classifier to 

realize anxiety state recognition. According to the anxiety 
grading standard, this paper selects three anxiety states as 
severe, moderate and mild. Only EEG data and EMG data are 
used as sample sets, the corresponding recognition accuracy 
rates are 71.54% and 67.98%. The corresponding recognition 
accuracy rates of EEG and EMG feature fusion classification 
were 84.80%, 76.06%, 83.61%, the average recognition 
accuracy rate was 81.49%. The results show that this study 
effectively improves the accuracy of anxiety assessment. This 
research is helpful to study the problem of interaction between 
patients and rehabilitation robot training, adjust training tasks 
according to the actual situation of patients and improve the 
efficiency of rehabilitation. 
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Anxiety 

State 

Experimenter ID 
ACC 

1 2 4 7 9 10 13 16 

A1 
P 68 70 75 71 67 70 74 68 

72.25 
R 74 78 79 73 73 76 74 76 

A2 
P 68 66 71 69 69 66 70 70 

68.56 
R 70 65 72 68 66 66 70 71 

A3 
P 73 77 78 73 76 76 79 79 

73.80 
R 72 71 73 71 71 71 69 73 
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Abstract—A performance degradation prediction method 

is proposed in this paper for condition monitoring and bear- 

ings performance degradation prediction. This method is the 

combination of kernel joint approximate diagonalization of 

eigen-matrices (KJADE) and Holt–Winters. First, the vibra- 

tion signals acquired from running bearing are processed 

through multi-domain features extraction. An optimal fea- 

ture set was obtained from the multi-domain  features  

through dimensionality reduction and feature fusion using 

the KJADE algorithm. Then, the between- and within-class 

scatters were calculated to acquire the performance degra- 

dation indicators. Finally, the performance degradation pre- 

diction model based on Holt–Winters was established to pre- 

dict the bearing performance degradation. Results show that 

bearing degradation trend can be effectively identified by the 

proposed method. Moreover, the prediction accuracy of this 

method is higher than that of extreme learning machine 

(ELM). 

 

Keywords—rolling bearing, performance degradation pre- 

diction, KJADE, Holt–Winters 
 

I. INTRODUCTION 

Prognostics Health Management (PHM) can  realize 
the prediction of equipment failure before its occurrence  
and combine various available resource information to 
provide a series of maintenance guarantee measures, in- 
cluding diagnosis, prevention of equipment failures, relia- 
bility, and remaining useful life prediction of  equip- 
ment’s key components [1]. Industrial economic  losses 
and human casualties can be avoided by accurately evalu- 
ating the bearing deterioration status of machine and find- 
ing bearing failure timely [2]. In the bearings performance 
degradation evaluation, the critical problems that must be 
solved  include  the  performance  degradation characteris- 

 

*Yongbin Liu is the corresponding author. (e-mail: lyb@ustc.edu.cn). 

tics based on real-time signals and accurate prediction of 
the degradation [3]. 

In current studies, the single domain features are used  
as indicators of bearing degradation, such as root mean 
square (RMS) [4] or kurtosis [5]. Relative RMS, which 
was unaffected by individual bearing differences,  was 
used to evaluate the regularity of bearing performance 
degradation [7]. The assessment model  was established  
with combination of lifting wavelet packet decomposition 
and fuzzy c-means [6]. The RMS and kurtosis value were 
used as degradation indicators [8]. The time-domain sta- 
tistical features of vibration signals, which were calculated 
by multi-sensor information fusion, were used to form 
fusion vectors for classification [9]. Multiple time-domain 
statistical characteristics were extracted to obtain the orig- 
inal feature and inputted into the stacked autoencoder 
network to obtain bottleneck feature for the bearing deg- 
radation prediction through the long short-term memory 
network [10]. Although the above research can obtain 
bearing degradation feature, comprehensively  assessing 
the operation state of bearing using the  characteristics 
from the separative domain is difficult.  Therefore,  the 
time and frequency domains feature must be fused. Such 
fusion aims to extract sensitive features and reduce redun- 
dancy of original data. 

A method is proposed for bearing degradation predic- 
tion based on the combination of KJADE [11] and Holt– 
Winters. First, vibration signals acquired during the bear- 
ing operation are preprocessed, mixed-domain features set 
are extracted from the preprocessed signals. Next, feature 
dimension reduction is performed following the KJADE 
method to obtain the optimal feature parameter set. The 
between- and within-class scatters (SS) is also calculated 
from the optimal parameters to acquire the performance 
degradation   indicator.   Finally, the established perfor- 
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mance degradation prediction model is combined with the F  through a nonlinear function  , and  the  mapped  fea- 

Holt–Winters to predict the bearing degradation. ture  space is F = (x1 ),  (x2 ),...,  (xM  ). The JADE 

II. FRAMEWORK OF BEARING PERFORMANCE 

DEGRADATION PREDICTION 

The main idea of the bearing performance degradation 
prediction is to obtain the effective features that can char- 
acterize the bearing state through the signal needs to be 
preprocessed and feature extraction. And a certain method 
is used to assess bearing degradation status. This method 
can provide a criteria for predictive maintenance and pre- 
vent the occurrence of unexpected accidents. 

The prediction process of bearing performance degra- 
dation in this paper is shown  in Fig. 1. First, vibration  
signals acquired during the bearing operation are collected 
by the sensor, and mixed-domain features are extracted 
from the  pre-processed  data. The  feature  parameters set 

can then be used in this feature space to change the non- 
linear separable problem into the linear one in F . The 
kernel function is introduced to obtain a kernel matrix  K  

as follows: 

Kij   = k (xi , x j  ) =   (xi )  (x j )   , (1) 

where  xi   and  xj   are  the  input  vectors  of  sample space. 

     is required to meet the Mercer condition. The kernel 

functions include the following: 

k(x , x ) = ( x 
T 
x  + c)

d   , (2) 

 

k(x , x ) = exp 
are normalized considering the different dimensions of the i      j  2 2  , (3) 

feature parameters. Then, the KJADE algorithm based on 
kernel function is used for feature fusion to obtain the 
optimal feature parameter set. Finally, the SS is calculated 
from the feature parameter set to acquire the degradation 
indicator, and Holt–Winters model is established to pre- 
dict the bearing performance degradation process. 

  

k(x , x ) = tanh(x 
T 
x + c) , (4) 

where the aforementioned kernel functions are respective- 
ly polynomial, Gaussian, and sigmoid kernel functions. 

Therefore,  k (xi , x j  ) is the inner product of two vectors in 

feature space F . In this paper, because Gaussian kernel 
function has high effectiveness in solving practical prob- 
lems, so it is used. The matrix K is defined as Eq. (5). 

 
K

ij   
= K

ij 
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− Kir 

M r =1 

 
M 

− Krj  + 
M r =1 M 2 

 

 

 
r,s =1 

 
K

rs 

 
.  (5) 

In addition, the JADE is used to detect the hidden non- 
linear relations in the observation signal. . 

IV. PREDICTION MODEL BASED ON HOLT–WINTERS Holt–

Winters model is a practical approach to predict 
in some fields and the prediction model is built from an 
exponentially weighted average of past observed data [12]. 
The main idea of Holt–Winters is to combine with expo- 
nential smoothing method to evaluate the long-term trend, 
periodic change and trend increment. Then, a forecast 
model is established to extrapolate predictive value. 

A time  series yt  = Y1,Y2,...,Yt , t =1,2,   ,m with 

trends and periodic effects is available. In the additive 
Holt–Winters model, three components of the time series 
are horizontal, trend, and periodic term, and their update 
formulas are respectively presented as follows: 

Lt   =  (Yt  − St − p )+ (1−  )(Lt −1  + Tt −1 ) , (6) 

Tt  =  (Lt  − Lt −1 )+ (1−  )Tt −1   , (7) 

Fig. 1. Flow chart of bearing performance degradation prediction St  =  (Tt  − Lt )+ (1−  )St − p 

 

, (8) 

III. OPTIMAL FEATURE EXTRACTION BASED ON KJADE 

KJADE is a new feature fusion method, which com- 
bine kernel function with the JADE algorithm. The poten- 
tial feature vector can be extracted through the kernel 
function in the high-dimensional feature space. And the 
JADE algorithm can extract feature  which could reflect  
the bearing health status. KJADE has better nonlinear 
processing capabilities for bearing vibration signals. 

KJADE is to map the observation data 

X = x1, x2 ,, xm to  a  high-dimensional  feature space 

where  the  parameters  ,  ,  are  horizontal,  trend, and 

periodic smoothing coefficients, respectively, and their 
value  range  is   0    1   0    1，0     1.   p   is the 

period length. Yt , Lt , Tt , St are respectively the observed 

value, the stable component, the predominant trend com- 
ponent, and the periodic component of the time series at 

time  t . 

The model prediction formula is as follows: 

M 1 
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Ft +k  = Lt   + kTt   + St +k − p   , (9) 

where    is the predicted points. 

Holt–Winters method has a good effect on processing 
time series containing trends and periodicities for the 
bearing degradation features. So, the performance degra- 
dation indicator is calculated from the optimal feature set 
in Part Ⅱ, and a prediction model is established in combi- 
nation with Holt–Winters to predict the bearing degrada- 
tion process. 

application on the evaluation of bearing degradation status, 
and the accuracy is relatively high. 

V. CASE ANALYSIS 

The experiment uses four HRB6305 bearings. They  
were fixed on the same shaft and connected with the mo- 
tor. A radial load of 750 kg was applied to all bearings to 
accelerate the bearing damage process, and the bearing 
speed was 3000 rpm. Full-life vibration signals were ob- 
tained by the NI PXI acquisition system. The vibration 
signals acquisition frequency was 20 kHz, the data were 
collected every 5 min. The experimental platform  is  
shown in Fig. 2. 

 

 

Fig. 2. Experimental setup 

 

The fault of the rolling element is selected as the ex- 
perimental object. And the full-life vibration signal data is 
shown in Fig. 3. First, the mixed-domain features are ex- 
tracted from the preprocessed data. Then, KJADE is used 
for feature fusion to obtain optimal feature parameter set, 
and the SS is calculated from fusion features to acquire      
the degradation indicator. Finally, the established perfor- 
mance degradation prediction model is combined with the 
Holt–Winters to predict the bearing degradation. The first 
10 groups of degradation indicators are used as input to 
obtain the initial value of the model, and the single- and 
multi-step predictions are performed. The error is meas-   
ured by the RMSE. The predict results are shown in Fig. 4, 
and TABLE I.  presents RMSE values. 

 

Fig. 3. Full-life vibration signal 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Performance degradation prediction of the rolling bearings 

 
 
The analysis of Fig. 4 and TABLE I. show that the 

prediction step is larger, the error is higher. The results 
show that the method can bring less error and higher 
pre- dicted precision. When the step is small, it has a 
good 

 

 
 TABLE I. RMSE OF DIFFERENT PREDICTION STEP 

 

 

 

 

 

 

Meanwhile, the ELM method is used to compare with 
the proposed method. Fig. 5 shows that when step = 10,     
the proposed method has smaller fluctuations in the pre- 
diction curve compared with the ELM method. These val- 
ues are close to the true value, with small RMSE values as 
shown in TABLE II. 
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0.0537 
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Fig. 5. Prediction result of the rolling bearings. 
 

TABLE II. RMSE OF DIFFERENT PREDICTION STEP（STEP=10） 
 

 
Method 

 
The proposed method 

 
ELM 

 
RMSE 

 
0.0400 

 
0.0708 

 

 

VI. CONCLUSION 

In this paper, based on the combination of KJADE and 

Holt–Winters，a method is proposed for condition moni- 
toring and degradation prediction of bearings. First, the 
vibration signal collected by the sensor is preprocessed. 
Multi-domain  statistical  feature  parameters  are  also ex- 
tracted to avoid the difficulty of comprehensively evaluat- 
ing the bearing running state by single domain features. 
Second, the KJADE algorithm based on kernel function is 
used for feature fusion to obtain the optimal feature pa- 
rameter set. The SS is calculated  to acquire the perfor-   
mance degradation indicator, and the prediction model 
combined with Holt–Winters is established to predict the 
degradation process. This paper verifies that the proposed 
method can accurately identify degradation status,  and 
have a good application on bearing degradation trend pre- 
diction through the analysis of bearing full life experiment. 
The prediction error of this method is also lower than that  
of the ELM. 
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 Abstract—In this paper, a method for bearing fault 

diagnosis without using a tachometer under variable speed 

conditions by combining the variational nonlinear chirp 

mode decomposition (VNCMD) with angular resampling 

technique is proposed. First of all, the original bearing 

vibration signal can be decomposed and the rotation mode 

can be reconstructed by using the VNCMD. Then the 

rotation phase is calculated from the reconstructed rotation 

mode. In the next step, the original bearing vibration signal 

is resampled on the basis of the extracted rotation angle 

information. Finally, the bearing fault indicator can be 

displayed in the envelope order spectrum and then the 

bearing fault can be diagnosed. This method addresses the 

problem that the frequency components are aliasing in the 

envelope spectrum under variable speed conditions. The 

reliability and effectiveness of the method proposed in this 

study are proved by the experiments. 

Keywords—bearing fault diagnosis; VNCMD; angular 

resampling; order analysis 

I. INTRODUCTION  

Wind power generation is a resource with great 
potential and a new way to use clean energy efficiently. It 
has the advantages of low composition, clean and 
pollution-free, short construction period and small floor 
space. For coastal islands, grassland and pastoral areas, 
mountainous areas and plateau areas where water and fuel 
are scarce and transportation is inconvenient, wind power 
generation is very suitable for local conditions. China is 
rich in wind energy resources, so it is of great significance 
to study wind power generation to save resources. The 
wind turbine blades are whirled by the wind, which 
converts the wind energy into mechanical energy and then 
into electricity. The wind is a natural energy source that 
cannot be controlled by human beings. The size and 
direction of the wind often change, which makes the speed 
unstable and the wind turbines are becoming complex, 
large and intelligent, so the problem of bearing fault often 
occurs in wind turbines. The severe bearing fault will lead 
to economic loss and even catastrophic. With the 
development of signal processing technology, people have 
higher and higher requirements for bearing fault diagnosis 
technology. Although the traditional state monitoring 

 
   * Siliang Lu is the corresponding author. (e-mail: 

lusliang@mail.ustc.edu.cn) 

method can realize effectively fault diagnosis, it has some 
limitations. Under this circumstance, condition monitoring 
and fault diagnosis of wind turbine bearings are significant 
and necessary in industry [1]. It is the main problem to 
select the proper fault diagnosis method of wind turbine. 

The tested direct-drive wind turbine is a permanent 
magnet synchronous generator (PMSG) which is driven by 
a permanent magnet synchronous motor (PMSM) under 
variable speed. PSMG composed of stator and rotor has 
simple structure, small volume, small loss and high 
efficiency. The design of PMSM makes it more efficient at 
capturing wind energy. Therefore, it is widely used in 
aerospace, wind power generation and other fields. 
Permanent magnet is used to replace electric excitation in 
PMSG. The stator of PMSG is composed of the 
magnetizing stator core and the conducting stator winding 
as well as some components used for fixing the core and 
winding. There is a pair of magnetic poles with excitation 
windings placed on the rotor core. The excitation device is 
not needed and the whole structure is simplified. PMSG 
can be divided into tangential, radial, axial and hybrid 
structure of rotor magnetic circuit according to the 
relationship between the magnetization direction of 
permanent magnets and the rotation direction of rotor. 
When the excitation winding of PMSG is on direct current, 
the excitation magnetic field will be formed between the 
generator air gap, and then making the armature winding 
generate induction electromotive to drive the motor 
operation. 

When the rotation speed of the bearing of wind 
turbines keep changing, the frequency of the vibration 
signal is changing at every moment, which leads to a 
phenomenon that the frequency components are smearing 
in the spectrum, and it is difficult to diagnosis the kind of 
bearing fault accurately. Order analysis (OA) method has 
been proposed to solve this problem. This technology has 
developed rapidly in recent years. OA method is the 
conversion of an equal time sampling interval signal into 
an equal angle sampling signal and then analyze the 
spectrum of the angle sampling signal. There are two types 
of OA methods, one is based on a tachometer and the other 
one can be realized without using a tachometer. The latter 
is called as tacholess OA (TOA) [2]. In practice, it is costly 
and complex to install the tachometers. Given this, TOA 
methods were proposed in order to figure out this problem 
by extracting the rotational speed information from the 
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original bearing vibration signal [3]. After extracting the 
rotational information, the original bearing vibration signal 
in time-domain can be resampled in angular-domain. The 
advantage of this method is that it requires no hardware. 

TOA can be realized by using the time-frequency 
analysis (TFA) methods and the signal decomposition 
methods. TFA is now a major research hotspot in the field 
of signal analysis. In order to obtain the time-varying 
spectrum characteristics of signals, many scholars 
proposed various forms of time-frequency distribution 
functions. The celebrated TFA methods include wavelet 
transform [4], short-time Fourier transform (STFT) [5], 
envelope demodulation method and Hilbert-Huang 
transform (HHT) [6]. In fact, the STFT is calculated by 
dividing a longer time signal into shorter segments of the 
same length, and computing the Fourier transform on each 
of the shorter segments. The latter two methods are now 
widely used. The classical signal decomposition methods 
include empirical mode decomposition (EMD) [7], and 
variational mode decomposition (VMD). EMD can 
adaptively decompose a nonlinear frequency-modulation 
signal into the signal with different frequency 
characteristics in time domain [8],[9],[10]. VMD method 
was proposed to analyze the nonlinear chirp signals [11]. 
The original bearing vibration signal is decomposed into 
some intrinsic mode functions (IMFs) according to the 
frequency characteristics by using EMD or VMD method. 
Each IMF is a stationary component and contains the local 
characteristics of the original signal on different time 
scales. A multi-component signal can be decomposed into 
a fixed number of IMFs that basically fluctuate around 
their central frequencies by using the VMD method. But if 
the number of decomposed signals is too large, especially 
in the high frequencies, the signals will be discontinuous 
and not very regular.  The VMD method has its limits that 
it can only works for narrow-band signals. Therefore, an 
analysis method suitable for wider range of signals is 
urgently needed.  

In recent years, an adaptive signal analysis method 
called variational nonlinear chirp mode decomposition 
(VNCMD) was always proposed to analyze the wide-band 
nonlinear chirp signals [12] and was used in various 
industries. A wide-band signal converts into a narrow-band 
signal by using the demodulation technic of VNCMD 
method, and then the decomposition problem is converted 
to find an optimal solution of modulation. The original 
signal is decomposed into several nonlinear chirp modes 
(NCMs) according to the estimated instantaneous 
frequency (IF) curves. Then the IFs and decomposed 
modes are updated iteratively until the narrowest 
bandwidth signal is obtained. 

Given this, the VNCMD method can be introduced to 
make fault diagnosis by analyzing the original bearing 
vibration signal. This method firstly extracts the rotation 
information, and then the bearing vibration signal is 
resampled by TOA. The original vibration signal is 
decomposed into several NCMs according to the higher 
frequency of energy after the time-frequency analysis, and 
each mode can represent a kind of feature of the original 
vibration signal, and then the rotation mode can be 
reconstructed. The rotation phase of the bearing shaft is 
computed according to the reconstructed rotation mode. 
Finally, the original vibration signal is resampled by using 

resampling technique and the envelope order spectrum of 
the resampled signal is computed to make the diagnosis of 
the bearing fault type. 

The rest of the paper is organized as follows. Sec. II 
introduces the fault bearing diagnosis method proposed 
based on VNCMD and TOA. Sec. III introduces the 
experimental setup of the proposed method. Sec. IV and 
Sec. V introduce the experimental results and conclusions, 
respectively. 

II. METHODS 

The proposed method can be considered to be a two-

step process: 1) the original vibration signal is decomposed 

and the rotation mode is reconstructed by using the 

VNCMD, and then the rotational speed information is 

extracted; and 2) the original bearing vibration signal is 

resampled by resampling technique according to the 

rotation phase extracted from rotational speed information, 

and then the envelope order spectrum is calculated. It 

becomes easy to identify the kind of bearing fault. 

A. Reconstructing Rotation Mode by VNCMD and 

Calculating Rotation Phase 

The original bearing vibration signal is represented as 
V(t) and it is a multicomponent signal that can be 
decomposed into k components as: 
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in which Ai(t) is the instantaneous amplitude (IA) of the ith 
signal component. N(t) is a noise component generated 
during measurement. fi(t) is the IF of the ith signal 
component. There are two demodulated signals separately 
called mi(t) and ni(t) that is described as follows: 
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First, the STFT of the original vibration signal is calculated 
as: 
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The frequency with the highest energy can be selected 
by STFT. A hypothesis can be made that the information 
of data is sampled at t = t0,...,tN−1, the problem is 
discretized as: 
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in which Ω is a second-order difference operator as: 
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Next, two demodulated orthogonal signals mi and ni are 
calculated iteratively as: 
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in which ω is a noise variable. The reconstructed rotation 
mode is calculated by iterative algorithm as: 
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2 . x is the number of total 

iterations. 

By using Hilbert transform (HT), the rotation phase is 
calculated according to the reconstructed rotation mode as 
follows: 
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in which H(·) represents HT, and the rotation phase is 
computed as follows: 
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in which angle(·) is a function in order to extracting phase 
information from a multiple variable. The angle curve of 
the rotation shaft can be computed as: 
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B. Bearing Fault Diagnosis 

After the bearing rotation phase is extracted from the 
reconstructed rotation mode, the original bearing vibration 
signal can be resampled on the base of the rotation phase 
as follows: 

'( ) resample( ( ), ( )),V t   V t  d t=   (15) 

in which resample(·) is a function that already exists in 
MATLAB. By using the function of MAYLAB, the 
envelope spectrum of V’(t) can be computed after the 
signal is resampled. After that, the fault characteristic order 
(FCO) in the envelope order spectrum is identified to 
diagnose the bearing fault. The FCO compresses the first 
order of the axis rotation frequency in the traditional order 
spectrum into a small part of an FCO. The algorithm flow 
chart of the proposed signal analysis method is shown in 
Fig. 1. 

III. EXPERIMENTAL SETUP 

In order to verify the efficiency and the practicability of 
the method proposed in the paper, an experimental test rig 
is designed as shown in Fig. 2. The tested direct-drive 
wind turbine is a PMSG. The PMSG is driven by a PMSM 
under varying speed condition. A faulty bearing on the  

 

Fig. 1. Algorithm flow chart of the proposed signal analysis method. 

 

outer raceway is installed on one-end of the PMSG, and 
the vibration signal is acquired by a piezoelectric 
acceleration sensor (CA-YD-1182, SINOCERA, Inc.). The 
signal is obtained by a data acquisition system (DAS, 
USB4432, NI, Inc.). The duration of the sampling process 
is 4s and sampling frequency of this experiment is set to 20 
kHz, respectively. The FCOo (denotes FCO at outer 
raceway) can be computed as: 
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  (16) 

in which n is the quantity of rolling elements, d1 is rolling 
element diameter, d2 is pitch diameter, and α is contact 
angle. The parameters of the test PMSG and bearing are 
severally shown in Table I and Table II. The FCOo is 
calculated as 3.055 by using (16). 

 

TABLE I.  PARAMETERS OF THE PMSG 

Type 
Output rated 

Voltage 

Output rated 

power 

No. of pole 

pairs 

No. of 

phase 

NE-100 24 VDC 100 W 6 3 

 

TABLE II. PARAMETERS OF THE BEARING 

Kind of 

bearing 

External 

diameter 

Internal 

diameter 

No. of 

rollers 
FCOO 

6203 40 mm 17 mm 8 3.055 
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Fig. 2. Experimental setup. 

IV. EXPERIMENAL RESULTS 

 The amplitude of the original bearing vibration signal 
gradually attenuates from 0 s to 4 s as is shown in Fig. 3(a). 
Some fault-induced pulses can be roughly observed in Fig. 
3(a), but the intervals of the pulses are hardly identified. It 
is impossible to make fault diagnosis of the bearing due to 
other distractions. The spectrum of the vibration signal is 
shown in Fig. 3(b), where it can be discovered that the 
signal with higher energy locates at 0-4kHz, and the 
frequency components are overlapped with each other. The 
energy locates at higher than 4 kHz is almost zero. The 
vibration signal is demodulated using HT and the envelope 
spectrum is shown in Fig. 3(c). It can be found that the 
signal with higher energy locates at 0-50Hz. The energy 
locates at higher than 50Hz is almost zero and the 
frequency components are still overlapped with each other. 
It is difficult to make bearing fault diagnosis, because the 
envelope order spectrum doesn’t have a fault indicator that 
related to the bearing fault type. 

For the purpose of revealing the essential structure of 
the original vibration signal, the time-frequency 
representation of the original bearing vibration signal is 
computed by using STFT as shown in Fig. 4. The energy 
of the signal decays gradually from low frequencies to 
high frequencies. Multiple IF curves can be found in the 
time-frequency image, and the IFs fluctuate with the 
rotating speed. The higher the frequency, the greater the 
fluctuation and the smaller the energy. The energy of IFs 
concentrates at 0~150 Hz. Several IF curves can be clearly 
distinguished in Fig. 4, and the IF with the highest energy 
distributes at around 13~20 Hz as shown in Fig. 4. As a 
result, the frequency around 13~20 Hz is used to 
reconstruct the rotation mode. 

After that, the original vibration signal is decomposed 
by using the VNCMD method and then the reconstructed 
modes of the vibration signal are extracted. The number of 
decomposed components is set as 2, 3, 4 and 5, separately. 
And the initial IF sequences are set as 13 Hz, 40 Hz, 60 Hz, 
80 Hz, and 120Hz, severally. Through experimental 
verification, the performance is most significant when the 
decomposition level is set as 2. The initial IF sequences are 
set as 13 Hz and 40 Hz, severally. According to the 
experiment, the reconstructed mode 1 is associated with 
bearing rotation. When selecting other frequencies to 
reconstruct the rotational modes or other decomposed 

quantities, FCO cannot be seen visually. Therefore, mode 
1 is used as the final extracted rotation mode as shown in 
Fig. 5(a). The signal is clear and the noise interference can 
be neglected. It can be observed that the reconstructed 
rotation mode is similar to a sinusoidal signal. The rotation 
angle is calculated using HT and the result is shown in Fig. 
5(b). It can be found that the angle curve increases with 
time with a nonlinear mode. It can be seen in Fig. 5(a) that 
the whole approximates a smooth ascending line. 

 

Fig. 3. The original bearing vibration signal: (a) signal waveform, (b) 

signal spectrum, and (c) signal envelope spectrum. 

 

 
Fig. 4. STFT of the original bearing vibration signal. 

 
Later, the original bearing vibration signal can be 

resampled on the basis of the calculated rotation angle, and 
the image of the resampled signal is shown in Fig. 6(a). 
Obviously, it is shown that the x-axis is changed from time 
to revolutions after signal resampling according to the 
calculated rotation angle. The amplitude of the signal 
gradually decreases with revolutions from 0 to 16. The 
resampling signal is more regular than the original equal-
time increment sampled signal. Some of the interference 
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has been removed. But it is still unable to accurately 
diagnose the bearing fault. Then the spectrum is shown in 
Fig. 6(b). The higher amplitude is mainly concentrated in 
the lower orders. The envelope spectrum of the resampled 
signal is shown in Fig. 6(c). 

 

 

Fig. 5. (a) The reconstructed rotation mode, and (b) the calculated 

rotation angle curve. 

 

It is visually to observe the fault indicators including 

FCOO and its 2× and 3× harmonics, as indicated by the 

arrows in the envelope order spectrum without interference. 

It is clear that the FCOo is about 3 in Fig. 6(c), and the 

second and third harmonic of FCOo is about 6 and 9, 

respectively. These results approximate the value 

calculated earlier and demonstrate that there is an outer 

raceway fault with the bearing in the experiment. In the 

meanwhile, the pre-set bearing fault in the experimental 

setup has been confirmed. The rotation speed estimation 

and bearing fault diagnosis can be implemented by only 

processing the vibration signal in this study, and the 

proposed method can be used for varying-speed bearing 

fault diagnosis without using a tachometer. The accuracy 

and the convenience of this method is proved to be higher 

in the experiments. 

V. CONCLUSIONS 

In this study, a bearing fault diagnosis method of wind 

turbine called TOA is proposed. It can be used when the 

rotation speed of bearing changes with time. First, the 

original bearing vibration signal of which sampling 

frequency is fixed is obtained by a data acquisition system. 

After that, the time-frequency information of the time-

varying bearing vibration signal is analyzed by using a 

time-frequency analysis method like STFT. And the time-

frequency information calculated from the original 

bearing vibration signal is clearly displayed in the time-

frequency image. According to the IF curve with high 

energy in the time-frequency image, the signal is 

decomposed and the rotation mode is reconstructed by 

using the VNCMD method. The curve of the rotation 

angle of the bearing is computed by using the HT and 

unwrapping operation. On the basis of the calculated 

rotation angle, the original bearing vibration signal is then 

resampled. Finally, the envelope order spectrum of the 

resampled signal is calculated. After that, the bearing fault 

is diagnosed according to the fault indicator FCO and its 

harmonics. The method described in this study is used for 

bearing fault diagnosis without a tachometer, which 

provides considerable convenience. This method can be 

used when a fault of a wind turbine bearing happens 

without using a tachometer under variable speed 

conditions. 

 

 
Fig. 6. The resampled signal: (a) signal waveform, (b) spectrum, and (c) 
envelope order spectrum. 
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Abstract—Blade tip-timing (BTT) has been regarded as a 

promising solution of on-line blade vibration monitoring. The 

rotating speed is often considered to be constant in traditional 

BTT methods. In practice, this assumption is hardly satisfied, 

so that BTT vibration monitoring under variable speeds faces 

is a big problem to be solved. Moreover, BTT vibration signals 

are always under-sampled due to the limited number of BTT 

probes and multi-band with less prior knowledge due to 

system’s nonlinearity and complicated aerodynamic excitations. 

Thus blind multi- band vibration reconstruction under 

variable speeds is a key challenge by using under-sampled BTT 

signals. To deal with it, a novel compressed sensing (CS) 

method in angular domain is proposed to overcome the 

challenge in this paper. First, angular-domain sampling model 

of BTT signals is built and its multi-coset sampling scheme is 

first presented. Then the CS model of BTT signals is derived in 

order domain. Two metrics of the support reconstruction ratio 

and the relative root mean square are defined to characterize 

the reconstruction performance in order and angular domains, 

respectively. In next simulations, the performances of four 

reconstruction algorithms are compared, i.e., Orthogonal 

Matching Pursuit, Multiple Signal Classification, Modified 

Focal Under- determined System Solver and Basis Pursuit 

Denoising algorithms. Influences of different algorithms and 

measurement noises on the reconstruction performance are 

simulated. 

Keywords—Blade tip-timing, Multi-band vibration 

reconstruction, Compressed sensing, Sub-sampled 

I. INTRODUCTION 

High-speed rotating blades are very important 
components in modern turbo-machinery, such as 
compressor blades, turbine blades, fan blades, and so on. At 
the same time, rotating blades are often exposed to severe 
environments during operation, including strong vibrations, 
large centrifugal forces and thermal stresses. Thus, different 
kinds of faults or damages are often caused in rotating 
blades as a result of high or low cycle fatigue. More than 
60% of the overall faults are due to vibrations according to 
statistic data. Furthermore, more than 70% of blade faults 
are induced by vibrations [1-3]. Thus, accurately on-line 
vibration monitoring of rotating blades is much required. As 
an on-line and non-intrusive way, blade tip-timing (BTT) 
has been proved to be an advanced method of blade 
vibration monitoring, which can overcome the shortcomings 
of strain gauges [4, 5]. Traditional BTT method has two 
intrinsic drawbacks. The first one is undersampling. BTT 

sampling frequency is equal to the product of the rotating 
frequency and the number of BTT sensors, which is often 
less than double mode frequencies. Thus the Nyquist 
sampling theorem does not hold, so the BTT signals are 
under-sampled. The second one is that rotating speeds 
should be constant, otherwise leading to inaccurate vibration 
measurements. While rotating speeds hardly keep constant 
during operations in reality due to aerodynamic load 
instability, variable conditions, and other dynamic factors. 

As we all know that true blade vibration characteristics 
can hardly be recovered by using under-sampled BTT 
signals. Thus it is much necessary to study reconstruct 
algorithms. Salhi et al. presented a technique to reconstruct 
a continuous BTT signal [6]. Chen et al. proposed a 
Shannon theorem-based under-sampled blade vibration 
reconstruction method [7] and later wavelet packet 
transform was introduced to decrease reconstruction aliasing 
[8]. For these methods, however, the BTT signal is looked 
as a narrow-band signal and its central frequency should be 
known. Otherwise, they are not feasible again. In practice, 
however, blade vibrations tend to be multi- frequency or 
multi-band due to system’s nonlinearity and complicated 
aerodynamic excitations. In particular, when incipient 
damages appear in rotating blades, super-/sub- harmonic 
responses or/and frequency modulations will happen [9, 10]. 
In this case, single-frequency analysis methods cannot be 
used for blind multi-band vibrations. In order to release 
these strict conditions, Lin et al. tried to use sparse 
representation for multi-mode blade vibration signal 
reconstruction without prior knowledge [11]. But this work 
was based on the assumption of constant speed.  

For blade vibration signals, central positions and widths 
of multiple bands always change with rotating speeds and 
working conditions [9, 10]. Thus the band-pass sampling 
and reconstruction method can hardly be used for BTT 
signals under variable speeds [12]. In recent years, multi-
coset sampling (MCS) has been proposed to decrease the 
sampling frequency of multi-band signals [13, 14], where 
multiple parallel channels with different time offsets are 
used to collect a multi-band signal using the same sampling 
frequency. Signal reconstruction of the MCS process is seen 
as a Multiple-Measurement Vectors (MMV) problem [15]. 
Furthermore, the MCS reconstruction process can be 
projected into a compressed sensing (CS) framework. The 
CS theorem was first proposed by Donoho et al. [16], which 
is a novel sampling pattern against the Nyquist sampling. 

*Zhongsheng Chen is the corresponding author. (e-mail: chenzs_hut@sina. 

com). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 



486 

Up to now, CS has been widely used for cognitive radio [17], 
medical signal processing [18] and image processing [19], 
and so on. The CS theory takes fully advantages of sparsity 
and compressibility of signals, so that one can recover 
certain signals by using under-sampled signals, instead of 
Nyquist-sampled ones. To date, there are two main groups 
of CS reconstruction algorithms [20]: 1) greedy algorithms 
which find the dominant components of the solution; and 2) 
relaxation methods which solve convex and non-convex 
problems. In the last few years, CS began to attract much 
attention for BTT signals. Xu et al. first built a CS model of 
BTT measurements and reconstructed BTT signals by 

minimizing the 
1

norm [21]. Pan et al. proposed a 

dictionary learning method for representing sparse BTT 
vibration signals and then reconstructed them by the basis 
pursuit algorithm [22]. Spada et al. discussed several 
application conditions for BTT data [23]. However, variable 
speeds have randomly been considered before. 

In summary, blade vibrations under variable speeds can 
be looked as blind multi-band signals. Therefore, it is 
promising and innovative to use the MCS and CS theory to 
reconstruct blade vibrations from under-sampled BTT 
measurements. Under variable speeds, however, BTT 
sampling is not equally spaced in time domain, so that the 
MCS cannot be used directly. Fortunately, the BTT 
sampling is a natural angular sampling process, so that the 
problem due to variable speeds will be overcome in angular 
domain. Different from existing CS methods in time domain, 
the innovation of this paper is the first to use the MCS and 
CS theory to reconstruct blade vibrations under variable 
speeds by using BTT signals in angular domain.  

II. ANGULAR SAMPLING MODEL OF BTT MEASUREMENTS 

A. Basic Principles of the BTT Method 

Basic principle of BTT method is schematically 
demonstrated in Fig.1. I BTT probes are mounted in a 
stationary casing around a bladed-disk including K  blades. 
In addition, one once-per-revolution (OPR) sensor is placed 
in front of the shaft to generate timing reference signals. It is 
assumed that the OPR sensor is on the same radius as the 
first BTT probe and the OPR marker is on the same radius as 

the first blade. Then the angles of the (1 )thi i I  BTT 

sensor and the (1 )thk k K   blade are denoted as i  and 

k , respectively. 

Measuring times of arrival (TOAs) of each blade passing 
each BTT probe is the basis of the BTT method. Without 
vibrations under normal conditions, theoretical TOAs of each 
blade are fixed as a function of its rotating speed, rotating 
radius and position angle. Thus TOAs can be calculated 
theoretically. While blade vibrations happen, the blade will 
pass each BTT probe either earlier or later than normal. In 
this case, actual TOAs will shift from theoretic values, 
leading to time differences, by which blade vibration 
displacements can be calculated. 

The bladed-disk is considered to rotate clockwise and its 
rotating speed is constant. When no vibrations, the theoretic 
TOAs of the kth blade from the ith BTT probe is described as 
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Fig. 1. Schematic diagram of the BTT method. 
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where rf and n denote the rotating frequency and the nth 

revolution, respectively. 

Then vibration displacements of the kth blade from the ith 
BTT probe can be calculated as, 

xp

, , , , ,[ ] 2 ( )e ected actual

i k r i k n i k nd n f R t t= −                    (2) 

where R  denotes the rotating radius and , ,

actual

i k nt  denotes the 

actual TOAs of the kth blade. 

Based on Eq.(2), all-blade vibration displacements can be 
obtained simultaneously, which is also the biggest advantage 
of the BTT method compared with using strain gauges. 
However, once the rotating speed changes under actual 
operation conditions, two problems have to be faced. Firstly, 

actual TOAs ( , ,

actual

i k nt ) become unknown and the rotating 

frequency rf is not fixed, so that Eq.(2) cannot be used. 

Secondly, the sampling time interval is not a constant, 
leading to unequally-sampled vibration signals. 

B. BTT Measurements in Angular Domain 

As we all know that angular sampling has always been 
applied to deal with variable speeds [24]. Moreover, the 
angles of BTT probes in Fig.1 are fixed. Thus BTT 
sampling is a natural angular sampling processing, which is 
independent of rotating speed. Then we will derive blade 
vibration displacements in angular domain, instead of time 
domain.  

Theoretical angles of the kth blade passing the ith BTT 
probe can be represented as, 
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Next, the rotating frequency of each revolution is 
assumed to a constant due to only using one OPR sensor. 
Then the average rotating frequency of each revolution is 
used for calculating actual angles of the kth blade from the ith 
BTT probe, which are shown as follows. 
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where ,p pT f  are the average rotating period and frequency 

of the pth revolution, respectively.  
Combining Eq.(3) and Eq.(4), angular-domain vibration 

displacements of the kth blade from the ith BTT probe can be 
calculated as, 

  ( )exp

, , , ,

actual ected

i k n i k n

k

iy n R = −                      (5) 

C. MCS Scheme of BTT Vibrations in Angular Domain 

True angular-domain vibration displacement of the kth 

blade is denoted as ( )ky  , which will be sampled for I times 

during each revolution according to Fig.1. Based on Eq.(3), 
the ideal impulsive sampling function can be represented as, 
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where  denotes the Dirac delta function. Then angular-
domain vibration signals of the kth blade can be calculated as 

( ) ( )

( )

1

1 0

1

ˆ ( ) ( ) ( ) 2 2 -

( ) 2 -

jI
i

k k k k i k

i i n

I

k i k

i j n

y y p y n

y n

         

     

− +

= = =−

− +

= =−

= = − + +  

+ − +  

 



(7) 

where  1| j k jj j   −=   . 

Furthermore, We can see that such a sampling scheme 
can be looked as I -channel parallel sampling with fixed 
angular delay. Obviously, angular sampling scheme of BTT 
signals is equivalent to a MCS framework. Then the MCS 
theorem can be used here [13]. 

For any blade, the following steps are the same, so the 
subscript 'k' will be omitted for the sake of brevity. The 
maximum vibration Engine Order (EO) of the blade is 

assumed to be 
max

oE . L BTT probes are assumed to 

uniformly mount in the casing and the number of each probe 
is marked from 1 to L clockwise. Here L  is an odd integer. 
According to the Nyquist sampling theorem, L  should be 

selected to satisfy 
max2 oL E in order to perfectly reconstruct 

vibration EOs of the blade. Then the Nyquist-sampled 
vibration signal in angular domain can be represented as, 

  ( ) , = 2y n y n L  =                         (8) 

In practice, the I  BTT probes can be considered to be 
chosen  from the above L BTT probes, which is called as a 

MCS pattern ( , , )L I C , where the set { :1 }=  iC c i I , ic is 

the order number of the ith BTT probe and 

1 21 Ic c c L＜ ＜ .  

In this case, angular-domain sampling vibration signals 
from the ith BTT probe can be represented as,  

   , 1, ,i iy n y nL c i I= + =                   (9) 

where the sampling angle interval of each BTT probe is 

denoted as =I L   . Furthermore, the MCS scheme of 

BTT signals in angular domain can be plotted as Fig.2. 
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Fig. 2. Multi-coset sampling scheme of BTT signals in angular domain. 

III. COMPRESSED SENSING MODEL OF BTT VIBRATION 

SIGNALS IN ORDER DOMAIN 

In practice, I has to be selected so that I L  due to the 
restrictions of space and cost. It is not difficult to understand 
that the BTT vibration measurements are also under-
sampled in angular domain. That is to say, vibration EOs of 
the blade cannot be perfectly reconstructed by directly 

using  iy n . However, we can seek another idea. If we can 

reconstruct Nyquist-sampled  y n  by using  iy n , true 

vibration features of the blade will also be obtained.  In 

order to achieve it, we will build the relation between  y n  

and  iy n  in order domain as follows.  

Firstly, we will define an intermediate angular sampling 
signal as follows. 
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Discrete Fourier transform (DFT) of  yy n  can be 

calculated as, 
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where O  denotes the order and ( )Y O  is the DFT of  y n . 

Furthermore, the DFT of  iyy n can also be calculated as, 
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where [ 1 2 ,1 2 ]O L L − . 

By combing Eq.(11) and Eq.(14), we will have 
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We can see from Eq. (13) that the entire order spectra of 

( )Y O  is equally divided into L  narrow bands and the 

bandwidth is equal to1 L  , shown in Fig.3. Order spectra 

of the lth sub-band can be represented as follows. 
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Fig. 3. The relation between ( )Y O  and ( )kY O . 

For I BTT probes, Eq. (15) is further expressed in matrix 
form as follows. 

( ) ( )O O=Y ΦY                           (15) 

where, 
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Φ . 

In Eq.(17), ( )OY can be obtained by I  actual BTT 

measurements in angular domain. Thus the reconstruction 

solution is to calculate the unknown ( )OY using ( )OY and 

Φ . Generally speaking, Eq.(17) is under-determined ( I L ) 

so that ( )OY cannot be uniquely reconstructed. However, 

( )OY is sparse and ( )kY O  is its kth slice, so ( )OY  only has 

few non-zero rows. In this case, the above blind multi-coset 
sampling of angular-domain BTT signals becomes the CS 
problem. Then the CS theory can provide a promising way to 

solve the reconstruction problem of unknown ( )OY . 

Now the CS model of angular-domain BTT vibration 
signals can be depicted as 

:P0
0min || ( ) ||

. . ( ) ( )  

O

s t O O=

Y

Y ΦY
                        (16) 

where 
0

 is the 0 -norm. 

As we all know that the solution of Eq.(16) is a NP-hard 
problem, so we have to find a near-optimal solution close to 
its exact solution. The common way is to replace the P0 
problem by the P1 problem as follows. 

1min || ( ) ||

. . ( ) ( )  

O

s t O O=

Y

Y ΦY
                          (17) 

where 
1
 is the 1 -norm. 

Generally speaking, The P1 problem can be easily solved 
by the optimization theory. By now, many existing methods 
have been proposed to solve the P1 problem. In this paper, 
we consider the following four algorithms, including 
Orthogonal Matching Pursuit (OMP), Multiple Signal 
Classification (MUSIC), Modified Focal Underdetermined 
System Solver (MFOCUSS), and Basis Pursuit Denoising 
(BPDN). 

IV. NUMERICAL SIMULATIONS 

A. Simulated Multi-band Vibration Signals 

In order to generate multi-band blade vibrations under 

variable speeds, the following multi-band signal ( )x t  is 

simulated as 

( ) ( ) ( )

( )
1 1 1 2 2 2

3 3 3

sin 2 sin 2

sin 2

x t A f t A f t

A f t

   

 

= + + +

+ +
         (18) 

where, 1f and 2f are used to simulate synchronous blade 

vibrations, 3f denotes the frequency of one asynchronous 

vibration. 

The rotating speed of each revolution is assumed to 

proportionally increase from Lr  to Hr  and 1f , 2f are defined 

as follows. 

( )1
/ 60

2
i i L

n K
f EO r

− 
= + 

 
                 (19) 

where, ( )H LK r Nr= − , iEO denotes the ith-order EO 

( 1,2i = ) and 1, ,n N= . 

In this paper, simulation parameters are set as: 

1000Lr = RPM, 1250Hr = RPM, 1=2EO , 2 =3EO , 1=1A mm,

2 =0.5A mm, 3 =1A mm, 3 50f = Hz and 1 2 3, , 0   = .  

Furthermore, two metrics are introduced to evaluate the 
performance of different reconstruction algorithms [25].The 
first one is the support reconstruction ratio defined as follows. 

Number of  correct reconstructions
R =

Number of  sample sets
          (20) 

The second one is the relative root mean square ( RRMS ) 

defined as follows. 
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where  y i  and  ŷ i  are the original and reconstructed 

multi-band signals, respectively. RRMS can be considered as 
the reconstruction error in angular domain. Obviously, the 
signal tends to be perfectly reconstructed when RRMS is 
close to zero or R  is close to one. 

In order to simulate the MCS process, the Nyquist 
sampling rate is chosen as 13L = .Then for any given 

sampling pattern ( , , )L I C , the corresponding simulated 

MCS samples can be generated based on Eq. (9). Here an 
example is given as follows, where the sampling pattern is 
(13, 4, [1, 2, 4, 10]). The signal-to-noise ratio is equal to 1dB 
and then the sampled signal in angular domain is shown in 
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Fig. 4. 

 

Fig. 4. Nyquist-sampled signals in angular domain. 

 

Fig.5.  Reconstruction results  

Furthermore, the angular-domain sampled signal is 
reconstructed based on the proposed method. The results in 
both angular domain and order domain are compared in 
Fig.5. We can see that good reconstructions are achieved. 

B. Comparisons of Different Reconstruction Algorithms 

Firstly, the sparsity of the simulated multi-band signal is 
equal to 3. Then the number of BTT probes ( I ) is chosen 
from 2 to L. For each I , 100 different MCS patterns (C) are 
randomly generated and the corresponding angular-domain 
BTT signals are sampled to calculate the averaged support 
reconstruction ratio ( R ). Here, the four reconstruction 
algorithms (OMP, MUSIC, BPDN and MFOCUSS) are 
applied respectively. In the end, the averaged support 
reconstruction ratio ( R ) is calculated under each algorithms 
and the results are shown as Fig.6. We can see that: i) 
Average of R  increases with I  for each algorithm, which 
testifies that increasing I can obviously improve the 
reconstruction performance; ii) When I is larger than 4, 
perfect reconstructions can almost be definitely carried out. 
On the other hand, when I is less than 4, the reconstruction 
errors will be large. This conclusion is consistent with the 
results of Table 1 and Eq.(26); iii) The averaged 
performances of MFOCUSS and BPDN are better than other 
two algorithms. 

 

Fig. 6. Comparisons of four reconstruction algorithms. 

C. Influences of Measurement Noises 

In theoretical analysis, noises are not considered. In 
reality, measurement noises indeed exist, which will affect 
the reconstruction process. In order to investigate the 
influences, measurement noises with different SNRs are 
added into the simulated multi-band signal. 100 different 
MCS patterns (C) are randomly generated and the 
corresponding angular-domain BTT noised signals are 
sampled to calculate the averaged support reconstruction 
ratio ( R ). The results are shown in Fig.7. We can see that: i) 
Noises decrease the reconstruction performances of all the 
four algorithms; ii) When the SNR is low, the averaged 
performance of MFOCUSS is bad. Conversely, when the 
SNR is high, the averaged performance of MFOCUSS is the 
best; iii) Noises have the least influences on BPDN among 
the four algorithms. 

In summary, the MUSIC method needs the maximum 
number of BTT probes for perfect reconstruction. The 
overall performance of BPDN is the best among the four 
algorithms according to the reconstruction error and 
sensitivity to noises. In addition, the most important is that 
BPDN can run without any prior information of the original 
signal, including the sparsity and the number of non-zero 
order slices. 

 

Fig. 7. Reconstruction results under different SNRs. 
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V. CONCLUSIONS 

To deal with the problems of variable rotation speeds 
and under-sampled signals in the BTT method, this paper 
proposes an angular-domain CS reconstruction method in. 
The CS model of BTT measurement signals is derived in 
order domain. Two metrics are defined to characterize the 
reconstruction performance. By simulation, it is testified 
that the overall performance of BPDN is the best among the 
four algorithms according to the reconstruction error and 
sensitivity to noises. It must be noted that average rotating 
speeds in Eq.(4) may cause much bias under fast variable 
rotating speeds. Thus it is much valuable to investigate this 
problem in the future. 
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Online Intelligent Evaluation of Dispensing Quality 

Based on Entropy Weight Fuzzy Comprehensive 

Evaluation Method and Machine Learning 
 

  

  

  

 

 

 

  

  

 

 

 

  

  

 

 

Abstract—At present, the evaluation of dispensing quality is 

mainly manual. It has the shortcomings of strong subjectivity, 

low efficiency, low level of intelligence and inability to evaluate 

online. In this paper, an online intelligent evaluation method for 

dispensing quality based on entropy weight fuzzy 

comprehensive evaluation method combined with support 

vector machine(SVM) is proposed. In this method, the glue strip 

uniformity, glue strip width error, glue viscosity, etc. were 

determined as evaluation indexes by analyzing the glue 

performance, glue distribution state and glue strip width 

consistency. The visual detection method is used to detect the 

index value in real time. The entropy weight method is used to 

give appropriate weight to the indexes, and the fuzzy 

comprehensive evaluation method is used to infer the quality 

level of the dispensing process. The dispensing indexes-

dispensing quality level mapping model based on support vector 

machine is established to realize the online intelligent evaluation 

of dispensing quality. Experimental results show that the 

method is effective. 

Keywords—dispensing, entropy weight, fuzzy comprehensive 

evaluation method, visual detection, support vector machine  

I. INTRODUCTION 

The digitization, networking and intelligence of the 
manufacturing industry are the core technologies of the new 
round of industrial revolution, and should serve as the key 
point and main direction of "Made in China 2025" [1]. 
Dispensing technology is a key technology in microelectronic 
packaging, it can be used to form dots, lines, surfaces and 
various graphics, and is widely used in die attachment, 
encapsulation and coating [2]. Some papers have studied the 
intellectualization of dispensing process.  

Peng determines whether there is broken glue or wavy glue 
by processing the glue image [3]. Tan proposed a quality 
detection method of LED surface defects in dispensing back-
end based on image preprocessing, image matching [4]. Zhang 
proposed an calibration method for dispensing amount. the 
support vector machine model of the actual dispensing amount 
is established by using the dispensing speed and the set value 
as input vectors, then the revised set value and calibration 
coefficient are calculated by iterative method [5]. Liu 
proposed a compound fuzzy control strategy which can adjust 
valve open-time in each dispensing cycle. It makes the system 
accurately dispense smaller volume of liquid and immune to 
liquid viscosity, pressure fluctuation and some other 
disturbances [6]. Monroe Kennedy used visual feedback to 
detect the fluid height in the beaker, and the design of the 
controller enables the robot arm to achieve precise dispensing 
of liquids [7]. Cheng designed a positioning system that uses 
machine vision instead of manual input to automatically 

measure the dispensing position [8]. Zhang designed a visual 
dispensing system that can automatically identify the parts [9]. 
Cha used a convolutional neural network to detect defects such 
as wider glue and broken glue [10].  

It can be found that the current intelligent dispensing 
process mainly relies on machine vision technology, machine 
learning and deep learning algorithm, and there are few studies 
on the evaluation of dispensing quality. In this paper, entropy 
weight fuzzy comprehensive evaluation method, visual 
detection method, and support vector machine (SVM) are 
combined to achieve online intelligent evaluation of 
dispensing quality.  

II. 
INDEX 

The research object of this paper is glue strip. Dispensing 
quality is affected by many factors such as dispensing speed, 
viscosity, temperature, gas pressure and so on. There may be 
defects such as wider glue, narrower glue, broken glue, 
satellite drops, bubbles and glue width errors. Focusing on the 
factors affecting the quality of dispensing and common quality 
problems, the evaluation index system for dispensing quality 
is established, as shown in Fig.1. 

 

Fig.1. Dispensing quality evaluation index system 
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The glue performance mainly refers to the viscosity 
properties of the glue itself and temperature. Generally 
speaking, the viscosity decreases with increasing temperature. 
Too low viscosity affects the firmness of the bonding. If the 
viscosity is too high, the glue will easily remain in the needle 
tube, which will affect the accuracy of the next dispensing. 
The evaluation of viscosity and temperature can ensure the 
quality of the glue. 

The glue distribution state is defined as the state of the glue 
itself and the glue position distribution along the length of the 
glue strip on substrates. The ideal glue distribution state is 
bubble-free, continuous and evenly distributed, but in the 
actual dispensing process, phenomena such as broken glue, 
satellite drops, and bubbles often occur. At the same time, the 
directional error of glue distribution may lead to the change of 
adhesive position and the decrease of adhesive firmness. The 
rationality of the glue distribution can be ensured by 
evaluating the presence or absence of the above phenomena 
and the directionality of the glue distribution. In the evaluation 
content, the inclination tangent value refers to the tangent 
value of the acute angle which is formed by the glue strip and 
its ideal position. 

For one glue strip, the width consistency is defined as the 
glue distribution state along the width direction of glue strip. 
The ideal width of one glue strip has a high width consistency 
and has a small error from the theoretical width. In the actual 
dispensing process, due to the influence of factors such as 
dispensing speed and air pressure, there will often be poor 
consistency of the glue strip width, large deviation from the 
theoretical glue width, and glue tail. Statistical analysis and 
evaluation of the glue width are used to ensure the consistency 
of the glue strip width. In the evaluation content, the glue strip 
width deviation is defined as the difference between the 
theoretical width of glue strip and the mean width obtained by 
measurement, the glue tail width variation is defined as the 
difference between the end width of glue strip and the width 

of glue strip at L  cm from the end. The value of L  is 
approximately equal to one-sixth of the strip’s length. 

 

III. 
EVALUATION MODEL 

If satellite drops, bubbles and broken glue occur during the 
dispensing process, the dispensing quality is considered to be 
unqualified. Otherwise, the dispensing quality level is 
evaluated according to the dispensing quality evaluation 
model proposed in this paper. The evaluation process of 
dispensing quality is shown in Fig.2. 

Because there are many evaluation indexes of glue strip 
quality and the action intensity of each evaluation index is 
different, it’s difficult to quantitatively describe the dispensing 
quality. As an objective weighting method, the entropy weight 
method can determine the objective weight of the index 
according to the variability of each evaluation index, the fuzzy 
comprehensive evaluation method is a comprehensive 
evaluation method based on fuzzy mathematics, which can 
quantify objects that are difficult to quantify [11]. Therefore, 
the entropy weight method and fuzzy comprehensive 
evaluation method are combined to evaluate the dispensing 
quality.  

 

Fig.2 Dispensing quality evaluation process 

A. Determine the Weight of Evaluation Indexes 

Step 1. Construct and standardize the evaluation matrix. 
The evaluation matrix of the evaluation model is as follows: 
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Where ' ( 1,2, , 1,2, )ijp i m j n= =  is the value of the 

index, i is the serial number of the glue strip to be evaluated, 

j is the serial number of the evaluation index, m and n  are the 

number of glue strips and the number of evaluation indexes 
respectively. After the evaluation matrix is established, it 
needs to be standardized by some dimensionless processing. If 
the larger the value of a certain index, the better the quality of 
the glue strip, then the index is a benefit index, otherwise, the 
index is a cost index. The standardized methods of the benefit 
index and the cost index are as follows: 

 ' ' ' '( min ) / (max min )ij ij ij ij ijp p p p p= − −  (2) 

 ' ' ' '(max ) / (max min )ij ij ij ij ijp p p p p= − −  (3) 

Where 
ijp  is the standardized index value, 'max ijp  and 

'min ijp  are the maximum index value and the minimum index 

value respectively. P  is the standardized matrix. 
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Step 2. Determine the weight of each index. According to 
the definition of entropy value and entropy weight, the entropy 
value and entropy weight of the index j  are as follows: 

Start

Has bubbles, broken glue, 
satellite drops been detected?

End

Get the index values 

Assign weights to indexes

Get the dispensing quality
 evaluation level:1,2,3,4,5

End

Unqualified 
products

N

The entropy weight 
method

The fuzzy comprehensive 
evaluation method

Y

CONSTRUCTION OF DISPENSING QUALITY



493 

 
1

1 1

1
ln

ln
( ) ( )

m
ij ij

j m m
i

ij ij

i i

p p
H

m
p p=

= =

= − 
 

 (5) 

 

1

1 j

j n

j

j

H
w

n H
=

−
=

−
 (6) 

In (5), 0 1jH  . Assumption when 
1

/ ( ) 0
m

ij ij

i

p p
=

= , 

1 1

/ ( ) ln / ( ) 0
m m

ij ij ij ij

i i

p p p p
= =

=  .In (6), 0 1jw  ,
1

1
n

j

j

w
=

= . 

B. Fuzzy evaluation of glue strip quality 

Step 1. Determine the decision set. The index set is a set of 
n  evaluation indexes. The index set of the glue strip i  is:

 1 2,i i i inP p p p= . The decision set refers to the set of all 

possible evaluation results of each glue strip to be evaluated. 
In this paper, the decision set is set to five levels, that is, 

   1 2 3 4 5, , , , 1,2,3,4,5V v v v v v= = . 

Step 2. Construct fuzzy relation matrix. The fuzzy matrix 
can be calculated by the membership function. In this paper, 
the triangular distribution membership function is selected. 
The membership functions corresponding to the five levels in 
the decision set are as follows: 
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Among them, 1 , 2 , 3 , 4 , and 5  are the expected 

distribution values corresponding to the five levels in the 

decision set.Here, the values of 1 , 2 , 3 , 4 , and 5 are 

set to 1, 0.75, 0.5, 0.25, and 0, respectively. According to the 
above 5 membership functions, the membership degree of the 

index can be obtained and are expressed as 1 2 3 4 5[ , , , , ]j j j j jr r r r r . 

Therefore, the fuzzy evaluation matrix of the glue strip i  can 

be expressed as: 
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Step 3. Calculate the comprehensive evaluation vector. 
The comprehensive evaluation vector of the glue strip is 
related to the fuzzy evaluation matrix and the index weight 
vector, indicating the degree of membership of the glue strip 
to the 5 levels, which can be expressed as: 

 1 2 3 4 5[ , , , , ]i i i i i i iB W R b b b b b= =  (13) 

Where represents a fuzzy composition operator. 
According to the operator, the formula for calculating each 
element in the comprehensive evaluation vector is as follows: 
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Step 4. Evaluate the glue strip. According to the principle 
of maximum membership to evaluate the quality of glue strips. 

IV. 
QUALITY 

To realize the online evaluation of dispensing quality, the 
first step is to realize the real-time detection of dispensing 
index data. In this paper, the real-time detection of some 
dispensing index data is realized through visual detection 
technology. The intelligent evaluation of dispensing quality is 
a process in which the real-time dispensing index data is 
analyzed automatically and the dispensing quality levels are 
inferred based on past experience, in this paper, the dispensing 
indexes-dispensing quality evaluation level mapping model 
based on SVM is established to realize the process. 

A. Real-time detection of dispensing index data 

1) Real-time detection of glue strip width 
The glue strip image can be obtained by industrial camera and 
its edge image is obtained by graying, filtering, image 
segmentation and edge extraction, as shown in Fig.3. By 
traversing the edge image line by line, the pixel coordinates of 
the two edges of the glue strip can be obtained, expressed as

( , )pl plx y and ( , )pr prx y . Where ( 1,2 )p p h= is the line 

number, h  is the height of the glue strip, l  refers to the left 

edge, r  refers to the right edge. Then pl prb x x= − is the width 

of the glue strip corresponding to each row. The actual 
distance represented by a single pixel, that is, the calibration 
coefficient C , can be obtained by processing the ruler image. 

Therefore, the glue strip width can be calculated by the 
formula B Cb= . 

ONLINE INTELLIGENT EVALUATION OF DISPENSING
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 (a) Original glue strip image     (b) The edge image of the glue strip. 

Fig.3. Glue strip image 

2) Real-time detection of the tangent value of the 

inclination 
The top and bottom ends of the left edge can be obtained 

through the edge image of the glue strip, that is,

0 0 ( 1) ( 1)( , ), ( , )l l h l h lx y x y− − .Then the tangent value of the 

inclination can be calculated by the formula: 

 0 ( 1)| | /l l h lt x x h−= −  (15) 

Similarly, the right one can be calculated by the formula: 

 0 ( 1)| | /r r h rt x x h−= −  (16) 

The larger one between lt and rt is selected as the final 

value.  

The contour of the glue strip to be tested can be obtained 
By means of image de-noising, template analysis, image 
segmentation and morphological processing, the difference set 
with the qualified glue's centerline was operated to check for 
the broken glue, bubbles and tell if satellite drops existed 
according to the width of glue contour [3]. 

B. Online Intelligent Evaluation of Dispensing Quality 

The quality level of the glue strip can be obtained by the 
entropy weight fuzzy comprehensive evaluation method. With 
the evaluation index value of the glue strip as the input and the 
corresponding quality level as the output to train the SVM, the 
intelligent evaluation model of dispensing quality can be 
established. Since there are 5 levels of the glue strip quality, 
based on the principle of one-versus-rest, five binary sub-
classifiers are established, and then combined into a multi-
class classifier, as shown in Fig.4. 

 

Fig.4. Intelligent evaluation model 

In Fig.4, ( , )iK x x is a kernel function. In this paper, the 

radial basis function is selected as the kernel function, and its 
function expression is: 
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Glue 

Number 

Evaluation Indexs 

6u  7u  8u (mm) 9u (mm) 10u (mm) 

1 0.026  0.074  1.786  1.722  0.571  

2 0.022  0.611  2.929  0.244  0.214  

3 0.005  0.458  3.000  0.817  2.571  

4 0.060  0.135  2.429  0.912  0.286  

5 0.070  2.530  6.786  0.159  0.571  

6 0.057  0.277  2.143  0.492  1.929  

7 0.002  0.083  1.214  0.752  0.000  

8 0.029  0.240  4.500  1.550  0.857  

9 0.010  0.560  2.643  2.185  0.714  

10 0.026  0.050  1.071  1.883  0.571  

The data are standardized by formula (3). According to 
formula (5) and (6), the entropy weight of each index is as 
follows: 

[0.158 0.086 0.211 0.284 0.261]TW =  

Taking the glue strip 1 as an example, the fuzzy evaluation 
matrix can be obtained by formula (7)~(12): 

1

0.402 0.819 0.598 0.348 0.000

0.972 0.612 0.029 0.000 0.000

0.792 0.792 0.208 0.000 0.000

0.030 0.447 0.864 0.720 0.303

0.630 0.954 0.370 0.120 0.000
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According to formula (13) and (14), the comprehensive 
evaluation vector of glue strip 1 is as follows: 

1 [0.488 0.725 0.483 0.290 0.086]B =  
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is an  input  vector  composed  of evaluation 
index values. , are weights. is a linear 
combination of several middle layer nodes, is the Lagrange 
multiplier, is  the  classification  label, is  the  classification 
threshold [12]. Through visual detection, the evaluation index 
data are  input  into  the  intelligent  evaluation  model  of 
dispensing  quality  in  real  time,  and  the  corresponding 
evaluation levels of the glue strips are output. In this way, the 
online  intelligent  evaluation  of  the dispensing  quality  is 
realized. At the same time, the input and output are added to 
the training set to continuously train the intelligent evaluation 
model.

V. CASE STUDY

  In  this  paper, the  evaluation  of  dispensing  quality  was 
carried  out  with  the  focus  on  the consistency  of  glue  strip 
width  and  the  directionality  of  glue  distribution. Through 
visual detection, the index data of 30 glue strips are obtained, 
part of the data are shown in TABLE Ⅰ.

TABLE I. EVALUATION INDEX VALUES OF GLUE STRIPS
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According to the principle of maximum membership, the 
evaluation result of the glue strip 1 is level 2. Similarly, the 
evaluation results of the remaining glue strips can be obtained. 
Some glue strips and their evaluation results are shown in 
Fig.5. 

   

  

  

  
 

  
 

 
  

 

   

Glue Number Actual Level Prediction Level 

21 2 2 

22 2 2 

23 2 2 

24 2 2 

25 2 2 

26 2 2 

27 2 2 

28 1 2 

29 2 2 

30 2 2 

It can be seen from TABLE Ⅱ that in the case of fewer 

training samples, the prediction results of the intelligent 
evaluation model for the test samples are accurate, the quality 
of the glue strips can be effectively evaluated according to its 
index value. 

VI. CONCLUSION 

Focusing on the factors that affect the quality of dispensing 
and the common problems of dispensing quality, a dispensing 
quality evaluation index system was constructed from three 
aspects: glue performance, glue distribution state and glue 
strip width consistency. The entropy weight fuzzy 

 

 

 

 

 

 

comprehensive evaluation method was used to evaluate the 
quality of dispensing, the experimental results showed that the 
evaluation results were not only objective but in line with 
human subjective evaluation. The visual detection method was 
used to detect the index data, and an intelligent evaluation 
model for dispensing quality based on SVM was constructed. 
During the dispensing process, the index data are input into 
the intelligent evaluation model in real time through visual 
detection, and the corresponding evaluation results are output, 
realizing the online intelligent evaluation of the dispensing 
quality. 
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Fig.5. Evaluation results

  It  can  be  seen  from Fig.5 that  after  comprehensive 
consideration  of  multiple indexes,  the  evaluation  results  are 
not only objective but in line with human subjective evaluation, 
and the evaluation results are acceptable.

  In Python environment, the intelligent evaluation model is 
simulated. The experimental data of the first 20 glue strips are 
used as the training set to train the SVM and the experimental 
data of the last 10 glue strips are used as the test set to test the 
generalization ability of the intelligent evaluation model. The 
experiment results are shown in TABLE Ⅱ.

TABLE II. PREDICTION RESULTS OF TEST SAMPLES
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Abstract—The magnetic suspension control system is one of 

the core components of the maglev trains. However, because of 

the system's unstable open loop, strong nonlinearity, and model 

uncertainty, the design of maglev suspension control method is 

challenging. In this paper, a third-order maglev train 

suspension system dynamics model is established firstly. Then 

the affine nonlinear model of the magnetic suspension system 

through the nonlinear coordinate transformation theorem is 

obtained. Subsequently, without making any linear 

approximation, the nonlinear integral sliding mode controller 

(NISMC) is directly developed and the stability analysis is 

performed. To eliminate the influence of system disturbance on 

control performance, RBF neural network and Actor-Critic 

algorithm combined to construct a modified deep reinforcement 

learning method, which is used to optimize controller 

parameters in real time and enhance system robustness. 

Numerical simulation results are provided to demonstrate the 

effeteness of the proposed deep reinforcement learning method. 

Keywords—Deep reinforcement learning, maglev trains, 

sliding model control, suspension systems  

I. INTRODUCTION  

With the gradual improvement of the public transportation, 
people's expectations for more environmental protection and 
green rail transit are further stimulated. The expectation of 600 
km / h or even higher travel speed, lower operation and 
maintenance cost, lower pollution, and other aspects provide 
opportunities for the development of maglev rail transit. For 
maglev, a new type of rail transit, due to its non-adhesive 
operation characteristics, it overcomes the mechanical wear 
and friction between the rail and the wheels, and can obtain a 
higher speed in theory. In 2003, The first commercial maglev 
line between Longyang Road and Pudong International 
Airport was opened in Shanghai[1]. The vehicle used in this 
line is TR type maglev vehicle developed by MBB. This type 
of maglev vehicle adopts the principle of electromagnetic 
suspension and maintains a rated small clearance of about 8-
10 mm [2]. TR maglev is famous for its longest commercial 
operation time and the most mature technology in the world. 

At present, more and more researchers have discussed and 
analyzed the stability of suspension from the perspective of 
advanced control algorithms. Wang et al. [3] utilized a gain 
control table to adjusted the control gains online adaptively, 
which can improve the system robustness when the track 
stiffness on the flexible track is insufficient. However, 
because the model of the controller is designed on the linear 

approximation model, although it has been improved 
compared with the linear model, when it is far from the 
balance point, it will also face the phenomenon of low control 
performance. Chen et al [4] proposed a Takagi-Sugeno fuzzy 
model to deal with parameter uncertainty and external 
disturbance. On this basis, an adaptive fuzzy control approach 
is utilized for suspension control with a particle swarm 
optimization algorithm. In order to improve the dynamic 
properties of the passive suspension, Wang et al [5] proposed 
a suspension system based on semi-active inertia. A relative 
acceleration-velocity controller is developed based on the 
inertial elements mechanical characteristics and relative 
acceleration-relative velocity of the system. The simulation 
results demonstrate that the semi-active inertial suspension 
system with the relative acceleration relative velocity control 
strategy has better dynamic performance under the dynamic 
load. Xu et al. [6] studied the dynamic characteristics of the 
maglev vehicle under random irregularity based on a flexible 
track. Based on the decomposition of track force into a 
segmented chain structure, a method of vertical suspension 
stability analysis of maglev vehicle was proposed. The 
discrete form of the track segment chain structure and the 
motion equations of track structure are established. The 
random excitation generated by track irregularity is 
transformed into system input excitation by virtual excitation 
method, and the coupling mechanism of feedback control 
gains on the maglev system stability is analyzed. Nebiyeleul 
et al. [7] proposed a control scheme based on proportional 
integral observer (PIO), which still uses simple conventional 
cascade controller to enhance the robustness. It is verified that 
the controller can maintain the normal performance even in 
this bad condition. In addition, the compensation performance 
of the observer is analyzed based on the singular perturbation 
theory. Considering the track elasticity, the model of the 
suspension system will be more complex, and the control 
algorithm is difficult to be realized in engineering. For this 
reason. Li and others [9] proposed a structure of 
electromagnetic levitation (EMS) Maglev Train Based on V-
shaped track, which uses a set of on-board magnets and long 
ground stator coils to achieve the function of levitation 
guidance and traction. According to the characteristics of 
independent suspension motion and coupling of guidance and 
rolling motion, the control strategy of independent design of 
suspension controller, guidance and rolling controller is 
proposed. The simulation results show that the suspension, 
guidance and rolling motion can achieve stable control. To 
research the influence of time-delays of EMS maglev 

* Yougang Sun is the corresponding author. (e-mail: 1989yoga@tongji.edu.cn). 
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suspension controller on Maglev stability and solve the 
problem of maglev suspension instability, Chen et al. [10] 
took the time-delay in the closed-system as a parameter, and 
judged the characteristic root distribution of the system by 
Routh Hurwitz stability criterion. In addition, it gave the 
method of calculate the critical value for Hopf bifurcation. 
When the time-delay in the closed-system is greater than the 
calculated value, the system will be unstable. 

However, in the suspension control process of maglev 
trains, once the controller parameters are determined, online 
adjustment cannot be achieved. In the field of artificial 
intelligence (AI), reinforcement learning can be seen 
everywhere since it is both a method of behavior optimization 
and a computing tool [11-12]. Among them, the Actor-Critic 
(AC) learning [13-14], as a typical reinforcement learning 
algorithm, can be utilized for strategy approximation of 
continuous action space or continuous state. This article takes 
advantage of the model-free online learning of RBF neural 
network and AC learning, and proposes a nonlinear integral 
sliding mode controller (SMC) based on the improved deep 
learning approach. This approach not only has the 
characteristics of fast convergence speed, but also can control 
the parameter adjustment in real time. The simulation results 
demonstrate that the proposed control law can ensure the 
airgap of the maglev train system track the given signal 
quickly and accurately, and remove the chattering 
phenomenon in the controller. 

The article is organized as follows. In Section II, the 
dynamic model and control objective is given. Section III 
designs a deep reinforcement learning based controller. We 
include the simulation results in Section IV Section V 
provides the conclusions and outlooks of this paper. 

II. PROBLEM STATEMENT 

As illustrated in Fig. 1, the state space expression of the 
EMS maglev vehicle system with disturbance can be derived 
as below [15-16]: 

{
  
 

  
 
�̇�1(𝑡) = 𝑥2(𝑡)

�̇�2(𝑡) = −
𝜇0𝐴𝑚𝑁𝑚

2

4𝑚
[
𝑥3(𝑡)

𝑥1(𝑡)
]

2

+ 𝑔 + 𝑓𝑑

�̇�3(𝑡) =
𝑥2(𝑡)𝑥3(𝑡)

𝑥1(𝑡)
+

2𝑥1(𝑡)

𝜇0𝑁𝑚
2𝐴𝑚

(𝑢𝑚(𝑡) − 𝑥3(𝑡)𝑅𝑚)

𝑦(𝑡) = 𝑥1(𝑡)

     (1) 

where, the system status is 1( ) ( )mx t x t= ， 2 ( ) ( )mx t x t=  and

3 ( ) ( )mx t i t= . ( )mx t  is the air gap between the electromagnet 

and the track; mA  is the effective magnetic pole area; 0  is 

the air permeability; 
mR  is the electromagnet coil resistance; 

the electromagnet coil current and electromagnet coil voltage 

are given as ( )mi t  and ( )mu t . 

 

Fig. 1.  Maglev train suspension system 

A.  Coordinate Change. 

The dynamic model of the maglev system is nonlinear, 
which is not convenient for subsequent controller design. We 
can utilize coordinate transformation method to transform the 
nonlinear model to affine model of the magnetic suspension 
system. The new transformed coordinates are selected as state 
variables: 

  1 2 3

T

  =  , 3R   is a compact set of 

3R . 
where: 
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Further, it is not difficult to get: 

 

{
 

 
�̇�1 = 𝜂2
�̇�2 = 𝜂3

�̇�3 = −
𝜇0𝐴𝑚𝑁𝑚

2

2𝑚
(
𝑥3�̇�3

𝑥1
2 ) +
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2
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(3) 

 
In order to facilitate the controller design and analysis, \ 

k  and L  are introduced  as below: 
2

0

1

2
,

4

m m
A N k

k L
x


= =  

According to equation (3), �̇�3(𝑡)  can be rewritten as 
below: 

 

�̇�3 =
2𝑘

𝑚
((1 −

2𝑘

𝐿𝑥1
)
𝑥2𝑥3

2

𝑥1
3 +

𝑅

𝐿

𝑥3
2

𝑥1
2)

−
2𝑘𝑥3

𝐿𝑚𝑥1
2 𝑢𝑚 

(4) 

Therefore, considering the disturbance and parameter 
perturbation, the affine model of the magnetic suspension 
system in the new coordinate system can be obtained as 
follows: 

 {

�̇�1 = 𝜂2
�̇�2 = 𝜂3
�̇�3 = 𝑓(𝜂) + 𝑔(𝜂)𝑢𝑚 + 𝑓𝑑
𝑦 = 𝜂1

            (5) 

where,
2 2

2 3 3

3 2

1 1 1

2 2
( ) 1

x x xk k R
f

m Lx x L x

  
= − +   

  
 , 3

2

1

2
( )

kx
g

Lmx
= − . 

B. Control Objective. 

The control goal of this section is that considering the 
magnetic suspension dynamic model (1), under the existence 
of external disturbance and parameter uncertainties, an active 
control strategy is designed to achieve the suspension 
tracking control of the maglev train. That is to say, the state 

( )mx t  of the system can track the reference position 

command signal ( )r t . And it can make the tracking error of

( ) ( )mx t r t−  converge to the neighborhood of the zero point. 

Before designing the controller, the following assumptions 
need to be made: 

Assumption 1 The state of the system (1) is measurable, 
and due to the physical properties of the maglev train, the 
output state quantity has a limited upper limit value, that is 
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{𝑥𝑚 , �̇�𝑚, 𝑖𝑚||𝑥𝑚| < �̄�1, |�̇�𝑚| < �̄�2, |𝑖𝑚| < �̄�3} , where i  is 

an unknown positive number, 1,2,3i = . 

Assumption 2 The expectation command ( )r t  and its 

first and second derivatives are limited, that is 

{𝑚𝑎𝑥(|𝑟|, |�̇�|, |�̈�|) ≤ �̄�𝑟} , where   is a unknown positive 

value. 

Assumption 3 External disturbance df  is bounded, that 

is maxd df f , where maxdf  is a unknown positive value. 

The external disturbances (such as strong winds) cannot be 
infinite, so there will always be an upper bound of  . 

III. DEEP REINFORCEMENT LEARNING BASED 

CONTROLLER DESIGN AND ANALYSIS 

A. Design of Nonlinear Integral SMC 

The EMS maglev vehicle system states are chosen as 

below: 

1 1 mx x = = , 𝜂2 = 𝑥2 = �̇�𝑚(𝑡) 
System error and error change rate can be obtained as: 

{
𝑒 = 𝜂1 − 𝑟

�̇� = �̇�1 − �̇� = 𝜂2
 (6) 

where, r is a reference trajectory required to be tracked by 

output y, that is, the target suspended air gap, and the system 

error 1e r= −  converges to zero. 

Based on the equations of (6), the integral sliding mode 

surface is developed as follows: 

𝑆 ≜ {(𝑒, �̇�, �̈�)|𝑐1𝑒 + 𝑐2�̇� + �̈� = 𝑐0∫ 𝑒𝑑𝑡
𝑡

0

}
 

(7) 

where, 1 2 0, ,c c c R+ is the positive control gain. 

Substituting (2), (5), and (6) into (7), the specific expression 

of the sliding mode surface is: 

1 2 2 3 0
0

( , ) ( ) ( ) ( ) ( )
t

S t c e t c t t c e t dt = + + + 

 
(8) 

It describes the distance between the sliding mode 

surface and the system states. It can be learned from equation 

(8) that when the system state is on the sliding mode surface, 

which is ( , ) 0S t = , 1( )e t r= −  can be guaranteed to 

converge to 0. 

Derivation of equation (6) and substituting into (2), (5) 

gives: 

�̇�(𝜂, 𝑡) = 𝑐1𝜂2(𝑡) + 𝑐2𝜂3(𝑡) + 𝑓(𝜂)
+ 𝑔(𝜂)𝑢𝑚(𝑡) + 𝑐0𝑒(𝑡)

 

(9) 

Selecting the exponential approach rate to design the 

controller, and it is�̇�(𝜂, 𝑡) = −(𝑊 + 𝜃) 𝑠𝑔𝑛( 𝑆) − 𝜅𝑆, 

can obtain the sliding mode variable structure control law as: 

  ( )
1 2 2 3 0

1

1 2 2 3 0
0

( ) ( )sgn( )

( , ) ( )
( )

m
t

f c c c e W S

u t g
c e c c e t dt

  

  

−
+ + + + + 

 = −
 + + + +
 



    (10) 

where, W and R +  represent the constant arrival 

coefficient and exponential arrival coefficient. 

The Lyapunov function is defined as follows: 

21
( )

2
V x S=

 
(11) 

This function is positive semidefinite, and the two sides 

of the formula can be derived: 

�̇�(𝑥) = 𝑆 ⋅ �̇� = −𝑆 ⋅ (𝑊 + 𝜃) 𝑠𝑔𝑛( 𝑆)
− 𝜅 ⋅ 𝑆2 

(12) 

= −(𝑊 + 𝜃)|𝑆| − 𝜅 ⋅ 𝑆2 ≤ 0
 According to Lyapunov technology, the system is stable 

in the sense of Lyapunov. 

B. Control Parameter Optimization based on 

Reinforcement Learning 

According to the stability analysis process, the 

satisfaction df   of disturbance ( , )df x t  is an important 

condition for Lyapunov stability. As the same time,   is the 

gain of sliding mode control switching item, which affects the 
dynamic characteristics and the system stability. When the 

external interference ( , )df x t  increases,    is also needed to 

increase to ensure the stability. However, the controller 
parameter   is once determined, the online parameter 

adjustment cannot work then. In this paper, the parameter   

is optimized in real time based on reinforcement learning to 
solve the problem of adjusting parameters online. 

Reinforcement learning is a kind of learning that maps 
from the environment to the action, which is to make the 
agent get the maximum cumulative return in the process of 
interacting with the environment. The reinforcement learning 
framework is shown in Fig. 2. The agent gets the initial state 

ts  from the environment perception and then take actor ta . 
It will get the rewards back from the environment finally. In 
this way, a series of "state-action-reward" is generated. Until 
the end state, the Agent's purpose is to maximize the sum of 
reward values through continuous exploration of the 
environment and feedback. 

 

Agent Environment

State St

Reward rt

Actor at

 

Fig. 2. The reinforcement learning framework 

The improved deep intensive learning strategy 
combined with RBF neural network and Actor-critic (AC) 
learning method is utilized to optimize the parameter   

online. Meanwhile, the symbol function in the controller 
mu  

will produce more chattering when   increases. To remove 

the effect of chattering, the sat saturation function is selected 
instead of the sign function. Therefore, the controller 

mu of 

the system becomes as follows. 

 
( )

1 2 2 3 0
1

1 2 2 3 0
0

ˆ( ) ( ) ( )

( )
( )

m t

f c c c e W sat S
u g

c e c c e t dt

  

  

−

 + + + + +
 = −
 + + + +
  


      (13) 

where, ̂  is the actuating signal from learning RBF neural 

network based Actor-Critic. 

0

0

0

,
( )

sgn( ) ,

S
S

sat S

S S









= 
 

                                   (14)  

（13） 

where, 0  is the boundary layer thickness. 
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In this paper, the universal approximation principle of 
RBF network is utilized to approximate the strategic function 
of Actor and the value function of Critic. Furthermore, Actor 
and Critic share the input layer and the hidden layer of RBF 
network, which reduces the storage space of the learning 
system. The structure block of control system is shown in Fig. 
3. 

 

Airgap

Change

speed

RBF

Neural 

networks

Optimizer

Optimizer

Actor

Critic

A(t)

v(t)
(0, ( ( )))v t 

Environment
( )r t

Actor-Critic networks

NISMCm
u

̂



v

 

Fig. 3.  The structure block of closed-loop control system 

Input layer: Each input node of this layer is a component 
of the system state vector, which is as follows. 

1 2 3( ) [ ( ), ( ), ( )]t t t t   =x                               (16) 

 
Hidden layer: The output of the j  neuron of the hidden 

layer can be expressed as follows. 
2

( ) ( )
exp

( )

j

j

x t c t

b t


 −
 = −
 
 

 ， 1, ,j h=   (17) 

where, ( )jc t  is vector value of center point of the j  node, 

( )jb t  denotes the width parameter of the j  node and h  

represents the number of neurons in the hidden layer. 
Output layer: The following two expressions are used to 

calculate the strategic function of Actor and the value 
function of Critic. 

1

( ) ( ) ( )
h

j j

j

A t t t 
=

= ， 1, ,j h=                (18) 

1

( ) ( ) ( )
h

j j

j

v t v t t
=

= ， 1, ,j h=                  (19) 

where, ( )A t  and ( )v t  are the weights between the j  node 

of the hidden layer and the node of the output layer 
respectively. 

The output from Actor is not passed to the sliding mode 
controller directly, but superimposes a Gaussian search signal 
 , which is calculated as follows. 

ˆ ( ) (0, ( ( )))A t v t  = +                      (20) 

where, 
2 ( )( ( )) 1 (1 )v tv t e = + . 

Considering the influence of system error on control 
outputs, the reward function can be expressed as follows: 

( ) ( )R t r t=   

where,   is the enhancement signal coefficient of system 

error. ( )r t  is the enhancement signal of system error, which 

can be defined as follows. 

1, ( )
( )

0, other

     e t
r t

    

 
= 


                    (21) 

where,   is the allowable error band. According to the 

sequential difference error TD  between adjacent state value 

functions, the learning performance index ( )E t  of the system 

is defined as follows: 

( ) ( 1) ( 1) ( )TD t r t v t v t = + + + −        (22) 

21
( ) ( )

2
TDE t t=                                   (23) 

where,   is the discount factor. The time series difference 

error TD  reflects the quality of the selected action 

The network weight shown in the following forms is adjusted 
by the gradient descent method. 

1( 1) ( )j j

E
t t  




+ = +


                   (24) 

2( 1) ( )j j

E
v t v t 




+ = +


                     (25) 

where, 1  and 2  are the learning rates for Actor and Critic 

respectively. 
E






 is strategy gradient. 

It is calculated by approximate strategy gradient 
estimation algorithm and combined with the equations (24) 
and (25). 

1

2

1 1

( 1) ( ) ( )

ˆ ˆ(1/ 2 ) ( ) ( )
( ) ( ) ( )

( ( )) ( ( ))

TD
j j j

TD

TD
j TD j

TD

E
t t t

t t t
v t v t




   

 

    
     

  


+ = +  +

 

 − −
= +



      (26) 

The same can be found. 

2( 1) ( ) ( )j j TD Jv t v t t  + = +                       (27) 

The update algorithms of jc  and jb  in the RBF network 

are as follows. 

3 2

( ) ( )
( 1) ( ) ( ) ( ) ( )

( )

j

j j TD J j

j

x t c t
c t c t t t t

b t
   

−
+ = +          (28) 

2

4 3

( ) ( )
( 1) ( ) ( ) ( ) ( )

( )

j

j j TD J j

j

x t c t
b t b t t t t

b t
   

−
+ = +      (29) 

where, 3  and 4  are the learning rates of the center point 

vector and the width respectively. 

IV. NUMERICAL SIMULATION  

 
In this section we constructed the dynamic model in 

MATLAB/Simulink environment to verify the effectiveness 
of the proposed approach. The parameters of the EMS maglev 
vehicle suspension system are listed in Table 1. 

TABLE I.   PARAMETERS OF THE MAGLEV TRAIN SUSPENSION SYSTEM 

Parameter name Value Parameter name Value 

Suspended mass 

/m kg  
750 

Air permeability 
1

0 / ( )H m −  
74 10 −  

Electromagnetic 

coil turns 
mN  340 

Magnetic leakage 
rate   0 

Electromagnetic 

pole area 
2/mA m  

0.0196 Initial air gap 0.016 

Inner resistance of 

solenoid coil /R   1.2 Target air gap 0.008 
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The controller parameters are selected as follows: 

1 100c = , 2 30c = , 0 37c = , 20 = , 12W = , 

2, 1,0,1,2
(0)

2, 1,0,1,2
jc

− − 
=  

− − 
, 1.5 = , 0.001 = , 

1 2 3 4 0.4   = = = = , 0.95 = , (0) (5,1)j rands = ,

(0) (5,1)jv rands= , (0) (1,5)jb ones= . 

To further compare the superiority of the proposed control 
method based on reinforcement learning, we selected the 
traditional PID controller for comparison. The control 
parameters of PID are determined by trial and error as follows: 
kp=9500, kd=2100, ki=15.Note that our modeling is a voltage 
model, so the control object model is a third-order strong 
nonlinear differential equation, and no linearization is done. 

The simulation result of PID controller is shown in Figure 
4. The simulation results of the controller proposed in this 
paper are shown in Figure 5. 

 

 
(a) Airgap response 

 

 
(b) Change speed response 

 

Fig. 4. Simulation results: Traditional PID controller under third-order 

nonlinear model 

 

 

 
(a) Airgap response 

 

 
 

(b) Change speed response 

 

 
(c) The switching term gain  with reinforcement learning 

Fig. 5. Simulation results: the proposed control method based on 

reinforcement learning  

In order to demonstrate the effects of reinforcement 
learning optimization, we also compared the proposed control 
method with traditional sliding mode controller [17]. The 

comparison results can be seen in the Table Ⅱ. 

TABLE II.  COMPARISON OF DIFFERENT METHODS 

Method Time Static error Max error Chattering 

PID 2 s 0.15 mm 0.52 mm Bit 

SCM 0.7 s 0.07 mm 0.09 mm Yes 

Proposed 

Controller 
0.5 s 0.03 mm 0.04 mm None 

 

It can be seen from Fig. 4 that the controlled object is a 
third-order strong nonlinear equation, and the traditional 
linear PID control effect is poor, the rise time is about 2 s, and 
the overshoot is 6.3%. The traditional sliding mode controller 
has chattering phenomenon. The control approach based on 
AC learning method proposed in this paper has a significant 
improvement in control effect, with a rise time of about 0.5 s, 
an overshoot of 0.1%, and no chattering phenomenon.in the 
system state. 

 

V. CONCLUSION 

This article presents a nonlinear integral SMC method 
based on improved deep reinforcement Learning for the strong 
nonlinearity, open loop instability and susceptibility of 
maglev trains. Compared with traditional PID control, the 
system regulation time shorter, more adaptive and robust, and 
higher tracking accuracy. Simulation results demonstrate the 
effectiveness and superiority of this method. 

This control strategy can also be applied to the intelligent 
control of nonlinear systems such as train active suspension 
system, track monitoring robot system and train speed control 
through appropriate improvement. 
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Abstract—This paper presents a broadband aperture 

extension approach of a passive sonar array based on multi-

dimension autoregression (AR) model, integrated with failure 

element compensation. The multi-dimension AR model is 

proposed to build relations between broadband complex 

signals of array elements in frequency domain and predict the 

virtual element signals for wideband aperture extension, 

instead of the traditional time-domain AR model suitable for 

narrow-band aperture extension. In addition, the broken 

element compensation algorithm is designed to recover the 

failure array elements to ensure the feasibility and accuracy of 

AR modeling and virtual element prediction. Experimental 

studies verify the effectiveness of the presented approach for 

broadband array aperture extension. 

Keywords—broadband aperture extension, multi-dimension 

AR model, failure element compensation 

I. INTRODUCTION 

With the development of shock absorption and noise 
reduction techniques, underwater target detection by passive 
sonar is becoming more and more difficult. In order to 
improve detection ability, passive sonar arrays are always 
required to have lager aperture, which can lead to higher 
array gain, signal to noise ratio(SNR) and azimuth resolution. 
However, due to the constraints of installation space and cost, 
the physical aperture of sonar array cannot be enlarged as 
expected. Therefore, the array extension approaches, which 
can make arrays obtain virtual aperture without increasing 
their physical size, have attracted noticeable attentions[1]. 
Covariance matrix extension(CME) and virtual array element 
estimation (VAEE) are two main kinds of array extension 
approaches. The CME approach uses matrix reconstruction 
[2,3] or matrix product [4,5] to obtain the extended 
covariance matrix for direction-of-arrival (DOA) estimation, 
but it cannot get extended array signals. On the other hand, 
the VAEE approach is able to estimate virtual array signals 
after extension so that it is suitable to serve as a pre-
processing procedure for any array processing methods. For 
example, Friedlander[6] and Wang[7] proposes the virtual 
array transformation for array extension, which makes use of 
the relations between origin and extended steering vectors to 

transform the origin array into a larger virtual array. 
Nevertheless, this transformation does not take real signal 
features into consideration so that it can only be used for 
DOA estimation in a small bearing range. The linear 
prediction is another effective VAEE approach, which 
constructs time series models based on existing array signals 
to predict more virtual array elements. This approach has the 
advantages of simple structure, convenient construction and 
high accuracy, and it is widely used in array extension for the 
towed sonar [8-10], the horizontal fixed sonar [11], the 
planar sonar [12], the vector-array sonar [13] and the 
automotive radar [14]. However, these proposed linear 
prediction approaches usually focus on narrow-band array 
extension, while acoustic signals emitted by underwater 
targets are mainly broadband signals. Hence, broadband 
array aperture extension based on linear prediction 
approaches should be further investigated. 

Inspired by the prior studies and discussions, this paper 
presents a broadband aperture extension approach for a 
passive sonar array. Instead of using traditional time-domain 
AR models for narrow-band array extension, the multi-
dimension AR model is firstly proposed to build relations 
between broadband complex signals of array elements in 
frequency domain, and predict the virtual element signals for 
wideband aperture extension. Then the broken element 
compensation algorithm is designed to recover the failure 
array elements to ensure the feasibility and accuracy of AR 
modeling and virtual element prediction. Finally, the 
extended array signals can be further utilized for 
beamforming and DOA estimation. The organization of the 
rest paper is as follows. Section II introduces the principle of 
broadband array extension using multi-dimension AR model. 
Section III gives the results of experimental studies, together 
with some discussions. The conclusions are finally stated in 
Section IV. 

II. METHODOLOGY 

A. Problems 

For a N-element uniform line array with sensor spacing d 
and a far field target signals from azimuth θ, the received 
target signals of each array element can be written as: 

*Yuning Qian is the corresponding author. (e-mail: inter101010@sina.com). 
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It can be noted that the received signals of nth array element 
is the time delay result of 1st element and the delay value 
τn=(n-1)dsinθ/c, where c represents the sound speed. To 
extend the array aperture by linear prediction approach, an 
AR model can be constructed using [x1(t)… xN(t)] to predict 
xN+1(t) with the potential condition that the series [x1(t)… 
xN(t)] is correlated. The condition is satisfied when the target 
signal is narrow-band, while the condition is possibly 
unsatisfied when the target signal is broadband. Generally 
speaking, the signals of underwater acoustic target are 
always broadband noise, e.g. Gaussian noise. 
Mathematically, if x1(t) is Gaussian noise, the correlation 

coefficient between x1(t) and x1(t-τn) is 0 when τn≠0. Under 

this circumstance, AR model construction is most likely 
ineffective for broadband array signals X(t) in time domain. 
Therefore, X(t) is considered to be transformed into 
frequency domain and equation (1) can be rewritten as:
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where xn(f) is the Fourier transform result of xn(t) and c is 
the sound speed. Through Fourier transform, the signal 
amplitude of each array element in a certain f is the same, 

and there is only a fixed phase difference 
2 sin /j fd ce  −

 

between any adjacent array element. Hence, for each 
frequency point, [x1(f)… xN(f)] is correlated so that AR 
model can be established to predict more virtual array 
element signals.  

 However, the proposed frequency broadband array 
extension approach still has two main problems. Firstly, the 
frequency array signals X(f) are complex signals and 
traditional AR model is a time-series model suitable for real 
signals. That means traditional AR model cannot be directly 
used for frequency signal modeling and prediction. Secondly, 
in real case, sonar arrays are often worked in hostile marine 
environment and array element failures are inevitable. Once 
some array elements are broken, the phase difference 
between the adjacent health elements is no longer a fixed 
value and AR model cannot be constructed using these non-
uniform array signals to predict a series of uniform virtual 
elements. 

B. Complex AR Model Construction 

The AR model constructed by frequency array signals X(f) 
can be defined as: 

                  
1 1 1

1

( ) ( )
p

N j N j n

j

x f x f + + − +

=

= +A                        (3) 

where Aj is the model parameter, p is the model order and 
εn+1 stands for the white noise. It can be seen that the virtual 
element signals xN+1(f) can be predicted by several existing 
element signals xN+1-p(f)…xN (f) using AR model in each 

frequency point f∈ [f1,fd]. However, traditional real AR 

model cannot be directly constructed by complex data xn(f). 
To solve this problem, the complex signal xn(f) can be 
converted to a vector xn consisting of the signal real part 
xn,r(f) and signal imaginary part xn,i(f), and then equation (3) 
can be rewritten as a two-dimension AR model: 
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where xn∈R2*1 and Aj(i)∈R1*2. To estimate the model 

parameter Aj, the least square parameter estimation method 
for multidimensional AR model proposed in reference [12] 
is utilized in this paper.  

The observed vector L∈R(N-p)*2, sample matrix B∈R(N-

p)*2p and parameter matrix Φ∈R2p*2 can be defined as: 
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where T is the transposition symbol. Based on the 
mathematical inference in [15], the least square estimation 
of model parameters can be calculated as: 

                             T T−= ( )B B B L                                 (7) 

Particularly, in order to using equation (7), model order p 
need to be chosen firstly. According to the matrix theory: 

                  2p=r(BTB)≤ r(B) ≤min(2p, N-p)                 (8) 

where r(•) is the rank of the objective matrix. To ensure the 
full rank and invertibility of BTB, N-p should be larger than 
2p so that p should be smaller than N/3. In this study, p is 
chosen as N/3 to confirm the effectiveness of equation (7). 
Using Φ and equation (8), the vector xn+1 can be obtained 
and virtual element signals xN+1(f) can be further calculated 
as: 

                     
1 1, 1,( ) ( ) ( )N N r N ix f x f i x f+ + += +                  (9) 

Then, more virtual element signals xN+2(f),…, xN+k(f) can be 
predicted as the same procedure. 

C. Broken Array Element Compensation 

In real working environment, element failure for sonar 
arrays is inevitable. From equation (3) to (6), it should be 
noted that AR model need to be constructed based on signals 
of uniform array elements. Hence, if element failure occurs, 
the broken element signals should be recovered to build a 
completely uniform array. Inspired by array extension 
approach using complex AR model in section A and B, a 
real-time broken element compensation algorithm based on 

complex partial AR model (pAR) for a N-element uniform 
line sonar array is proposed in this study. The algorithm 
procedure is introduced as follows: 

1) The location numbers of broken elements are obtained. 

2) Each separated broken element or each continuous 
broken element part is identified as a broken segment shown 
in Fig. 1, i=1,2,…,k. The broken array number in each 
segment is labeled as mi. 

3) From left to right of the array, the element numbers of 
healthy segments on the left and right side of each mi are 
computed as hi and hi+1. If max(hi , hi+1) ≥3mi, the element 
signals in the left or right healthy segment corresponding to 
the maximum value of hi and hi+1 are utilized to establish an 
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AR model as illustrated in section 2.2 and predict the 
element signals of segment mi. On the other hand, if max(hi, 
hi+1)<2mi, the elements after compensation in broken 
segment mi-1 are treated as healthy elements, and then all 
element signals involved in hi-1, hi and mi-1 are utilized to 
estimate element signals for segment mi. 

Broken Healthy

... ...

Broken 
segment

mi

Broken 
segment

mi-1

Healthy 
segment

hi

... ...

Broken 
segment

mi+1

Healthy 
segment

hi+1

 
Fig. 1. Schematic drawing illustrating the basic idea of broken element 
compensation 

D. Framework of Broadband Array Extension 

By combining complex AR model with broken element 
compensation algorithm, a broadband aperture extension 
approach is proposed and the procedure shown in Fig. 2 can 
be summarized as follows: 

1) Firstly, the array signals in the interested frequency 
band are extracted and transformed into frequency domain. 

2) Secondly, broken element compensation algorithm is 
utilized to recover the signals of each failure element. 

3) Thirdly, for different frequency points, different 
complex AR models are constructed using existing array 
element signals to estimate more virtual element signals. As 
a result, signals of an extended array with larger aperture are 
obtained. 

4) Fourthly, the extended array signals are used for 
beamforming and DOA estimation. 
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Fig. 2. Flowchart of broadband array extension approach 
 

III. EXPERIMENTAL STUDY 

In order to verify the effectiveness of the proposed 

broadband aperture extension approach, the simulation test 

and actual experiment are both conducted. 

A. Simulation Test 

There are three simulation targets (target 1 to target 3) in 
the space and the target signals are broadband Gaussian 
noise ranging as 500-1000Hz. The target bearings are -10, 
10 and 16 degree, and the SNRs are -6dB, -6dB and -20dB 
respectively. The received array is a 64-element uniform line 
array with sensor spacing 0.75m.  

To begin with, the initial array is extended to a 128-

element array by the traditional time-domain AR extension 

method and the proposed frequency-domain complex AR 

extension method, and DOA results of initial array and 

extended arrays using conventional beamforming (CBF) are 

shown in Fig. 3. It can be seen from Fig. 3 that the DOA 

amplitudes of target 1 and target 2 computed by frequency-

domain extension array are 3dB higher than that computed 

by initial array, and the DOA amplitude of weak target 3 

computed by frequency-domain extension array are 1.5dB 

higher than that computed by initial array. On the other hand, 

the DOA amplitudes calculated by time-domain extended 

array is almost the same as that calculated by initial array 

and there even exists a false target in its DOA result. This 

means time-domain extension is nearly ineffective for 

wideband array signals in this study, which can be explained 

as illustrated in section 2.1. The comparison results indicate 

that the proposed frequency-domain extension method is 

more beneficial than the traditional time-domain extension 

method. 

Then, 25% array elements, marked as 14, 18:19, 22, 31, 
37:38, 51:59, are assumed to be broken. The DOA results of 
the initial broken array, the extended array with broken 
compensation and the extended array without broken 
compensation are calculated by CBF and shown in Fig. 4. It 
can be noted that the DOA amplitudes of extended array 
with broken recovery is higher than that of extended array 
without broken recovery, especially for target 1 and 2. 
Furthermore, there also exists several false targets for 
extended array without compensation, which is the sidelobe 
expansion resulting from the broken elements. Therefore, 
the proposed complex pAR compensation method is 
effective for broken array recovery and DOA estimation.  

In addition, to further verify the applicability of the 
proposed aperture extension approach, the wideband 
adaptive beamforming(ABF) [16] and MUSIC algorithm are 
applied to the extended array signals for DOA estimation,  
and the results are shown in Fig. 5 and 6. From these two 
figures, it can be seen that ABF and MUSIC algorithms 
applied to extended arrays can significantly improve the 
target SNR and weak target resolution, compared with those 
applied to initial arrays. 

 

 Target1: -6dB  Target2: -6dB

 Target3: -20dB

 False target

 
Fig. 3. DOA results of time-domain and frequency-domain extended array 

using CBF 
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 Target1: -6dB  Target2: -6dB

 Target3: -20dB

 False target False target

 
Fig. 4. DOA results of extended arrays with and without compensation 

using CBF 

 Target1: -6dB  Target2: -6dB

 Target3: -20dB

 
Fig. 5. DOA results of extended arrays using ABF 

 

 Target1: -6dB  Target2: -6dB

 Target3: -20dB

 
Fig. 6. DOA results of extended arrays using MUSIC 

 

B. Actual Experiment 

At last, real array signals sampled from a 64-element 
sonar in a sea experiment are analyzed to confirm the above 
analysis results. The source is located in bearing -25° and 
emits 500-1000Hz wideband Gaussian noise. Using the 
proposed broadband aperture extension approach, the initial 
sonar array is extended to a 128-element array, and the 
bearing-time-recording (BTR) and DOA results in time 28s 
are computed by CBF and shown in Fig. 7 and 8. It can be 
noted from Fig. 7 that the beam width of the source obtained 
by the extended array are narrower that obtained by the 
initial array. Furthermore, it can be seen from Fig.8 that the 
SNRs of all targets gained by the extended array are 
significantly improved compared with those gained by the 
initial array. Therefore, the extended array has the better 
bearing resolution and SNR improvement abilities. 

 
Fig. 7. BTR results of sonar signals 

 

Source signal

 
Fig. 8. DOA results in time 28s 

 

IV. CONCLUSIONS 

A broadband aperture extension approach based on multi-
dimension AR model for a passive sonar array is presented 
in this paper. The frequency-domain multi-dimension AR 
model is proposed for broadband array signal modeling and 
virtual element generation, combined with the broken 
element compensation algorithm for failure element 
recovery. The experimental studies on simulation data and 
real sonar data indicate that the proposed broadband aperture 
extension approach can significantly improve the target SNR 
and the bearing resolution ability. The proposed complex 
pAR compensation method is effective for broken array 
recovery, and the frequency-domain complex AR model is 
more beneficial than traditional time-domain AR model for 
wideband array aperture extension. Furthermore, the 
proposed broadband aperture extension approach is suitable 
to serve as a pre-processing procedure for various DOA 
methods, such as CBF, ABF and MUSIC. 
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Abstract—A rotation speed estimation algorithm for 

motor bearing fault diagnosis based on multi-channel 

vibration signals analysis under variable speed conditions is 

proposed in this study. First, the vibration signals are acquired 

by a tri-axial accelerometer installed on the motor housing. 

Multiple instantaneous frequencies (IFs) are extracted from 

the vibration signals using time-frequency analysis, and then 

multiple rotating angle curves are calculated based on the IFs. 

The rotating angle curves are selected and fused into a new one 

with high accuracy. The original vibration signal is resampled 

in accordance with the accumulated rotating angle curve. 

Bearing fault type can be determined from the spectrum of the 

demodulated resampled vibration signal. The method 

proposed can realize rotating speed estimation and fault 

diagnosis using only the vibration signals. Hence, it provides a 

new solution to realize bearing fault diagnosis under speed 

variation conditions without using a tachometer. 

Keywords—motor bearing fault diagnosis; time-frequency 

analysis; signal resampling; multi-channel signal fusion 

I. INTRODUCTION 

Bearing is one of the most pivotal components in a motor 
or a generator. Generally, a pair of bearings are installed on 
two ends of a shaft to support its spinning. The bearings are 
subjected to both the radial and axial stresses, and hence the 
bearing are prone to failure after long time of rotations. The 
healthy condition of the bearing can be monitored by 
analyzing the signals from the sensors installed on the motor 
housing. Accelerometer, acoustic sensor, current sensor, 
temperature sensor and magnetic sensor are commonly used 
for bearing condition monitoring and fault diagnosis. Among 
them, vibration signal acquired from an accelerometer is 
sensitive to the variation of the bearing conditions. 

Hence, vibration signal processing methods have been 
extensively investigated for bearing fault diagnosis [1, 2]. 
Generally, an accelerator is installed on a proper place of a 
motor to acquire the vibration signal. When a localized fault 
occurs in the motor bearing, the vibration signal will transmit 
to the sensor via a complex path. The quality of the acquired 
vibration signal is highly related to the sensor installation 
and noise interference. In only one channel of vibration 
signal is processed, the extracted features may not be 

complete and then the accuracy of fault diagnosis is affected. 

The information fusion technique that fuses multiple 
sensor signals can improve the performances of feature 
extraction and fault diagnosis [3, 4]. By fusing different 
signals, the complementary information is enhanced, and the 
noise level is averaged and attenuated at the same time. 
Vibration signals fusion methods have been applied to 
bearing fault diagnosis. For instance, a multi-sensor feature 
fusion method combining sparse autoencoder and deep belief 
network was proposed for bearing fault diagnosis [5]. A tri-
axial vibration information fusion algorithm was 
investigated to realize fault diagnosis in the conditions of 
speed variation [6]. 

When a rotating machine works in constant speed 
condition, the fault-induced features will appear periodically 
in the sampled signal. The time-domain or frequency-
domain signal analysis technics can be utilized to estimate 
the intervals or frequencies of the periodic features, and then 
machine fault can be diagnosed by comparing the estimated 
features with the theoretical ones. However, when the 
machine speed varies with time, the signal features become 
non-stationary and the traditional frequency-domain analysis 
methods become inapplicable. 

Order tracking technique can be used to process the time-
varying signals by resampling the original signals on 
angular-domain. The rotation speed information, which is 
always obtained from a tachometer, is required to conduct 
order analysis. However, the speed information is not 
available in some cases, such as the driving motor is 
controlled using sensor-less strategy. On this occasion, the 
rotating speed can be estimated from other signals such as 
video stream, motor current and vibration signal [7]. 

When the rotation speed is estimated from video stream, 
the speed can be obtained through a contactless and in 
noninvasive way. However, an expensive high-speed camera 
is required, and processing the video stream requires a high 
volume of computations and storage spaces. The estimation 
accuracy is also easily affected by circumstance factors such 
as illumination, background color and distance between the 
camera and rotation part. Generally, the frequency of the 
motor phase current is highly relative to that of the motor 
rotor, especially for the synchronous motors. However, an 
extra current sensor is necessary to obtain the current signal. 
In some scenarios, acquisition of the currents of the high-
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voltage motors is hazardous potentially. As the vibration 
signal has been acquired for bearing fault diagnosis, if the 
rotation speed can be directly estimated from the vibration 
signal, the measurement and instrument system will be more 
simple and efficient. However, the vibration signal is always 
corruptly by background noise. Hence, improving the angle 
estimation accuracy from the vibration signal is still a 
challenge. 

To address this issue, a method that combines multi-
sensor signal analysis and order tracking is investigated for 
motor bearing fault diagnosis under conditions of speed 
variation in this study. The vibration signals from a tri-axial 
accelerometer are acquired and processed using a time-
frequency analysis method. The instantaneous frequencies 
(IFs) are extracted and the accumulated rotating angle curves 
of the motor are computed from the IFs. The rotating angle 
curves are selected and fused into a new one. In accordance 
with the fused rotating angle, the vibration signal is 
resampled on angular domain. The spectrum of the 
demodulated resampled signal is computed to reveal the 
fault indicators. The proposed method shows potential 
applications in diagnosis of motor bearing faults under 
variable speed conditions using only vibration signals. 

The rest of the paper is organized as follows. Sec. II 
introduces the proposed rotating speed estimation and 
bearing fault diagnosis method. Sec. III introduces the 
experimental setup for signal acquisition. Sec. IV evaluates 
the performance of speed estimation using tri-axial 
accelerometer and verifies the proposed method’s 
effectiveness for bearing fault detection. The conclusions are 
provided in Sec. V. 

II. ROATATING SPEED ESTIMATION AND FAULT 

DIAGNOSIS 

In this study, multiple IFs are extracted from the tri-axial 

vibration signals, and a high-accurate rotating angle curve is 

fused from the multiple signals for order tracking and fault 

diagnosis. The detailed steps are introduced in the follows. 

A. Multiple IFs Extraction using Wavelet Synchrosqueezed

Transform (WSST)

The vibration signal under variable speed condition is
time-varying and non-stationary. Time-frequency analysis 
technology is used to extracted the IFs from the time-varying 
vibration signals. Many time-frequency analysis algorithms 
have been investigated for charactering the vibration signals. 
In this study, the wavelet synchrosqueezed transform (WSST) 
is used for time-frequency analysis as this method has high 
accuracy for IF estimation and extraction. A continues 
vibration signal with J components is expressed as [8]: 

1

( ) ( )cos ( ) ( )
J

i i

i

V t A t t n t


  (1)

in which ωi(t) and Ai(t) are the IF and instantaneous 
amplitude (IA) of the ith component of the vibration signal, 

respectively, and n(t) is the measured noise. V(t) in (1) is a 

time-varying signal, the WSST extracts the components’ IFs 
and IAs and then reconstructs the components. Next, the 
procedures of IF extraction are introduced. 

The IFs are estimated using the continues wavelet 
transform as: 
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where b and a are the shift and scale coefficients of the 
wavelets, ψ(·) represents the mother wavelet and ψ*(·) 
represents its conjugation. The IF of the vibration signal can 
be computed as: 
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Eq. (3) builds a mapping relationship from (b, a) to (b, fV(a, 
b)). The WSST redistributes the energy on the time-scale 
plane, and the energy on time-frequency plane is converted 
as: 
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in which δ represents the accuracy and   0h C

represents a smooth function meeting 1 1
L

h  . Subsequently,

ridge extraction algorithm is used to extract the IFs and the 
corresponding IAs from the time-frequency distributions of 
the vibration signals. 

B. Rotating Angle Curve Calculation

The signal components corresponding to the IFs and IAs
are reconstructed as: 

         , 0,1,..., 1r m mG n x n cosm n y n sinm n n N      ,

(5) 

where Gr[n], r = 1,2,…,J, is the rth signal component, N is 

the number of sampling points of the discrete signal, xm[n] 

and ym[n] are the two quadrature components of the IAs, 

and cosm[n] and sinm[n] can be expressed as: 

        
        

= cos 2 ,
0,1,..., 1

sin 2 ,

cosm n cumtrapz t n IF n
n N

sinm n cumtrapz t n IF n








 




(6) 
where cumtrapz() is the numerical integration function using 
cumulative trapezoidal method. 

The accumulated rotating angle is then calculated using 
the Hilbert transform and subsequently normalized with 
respective to the base rotation frequency. To improve the 
computational efficiency, 3 IF curves with the highest 
energies are extracted from each channel of vibration signal. 
Finally, total 9 normalized rotating angle curves from x-, y- 
and z-axis can be obtained as: 

 = , , , , 1,2,3j

iRA i x y z j   (7) 

C. Selection and Fusion of the Rotating Angle Curves for

Fault Diagnosis

Considering that the mechanical system is an inertial
system and thus the IFs should have similar variation trends. 
Given this, the 9 rotating angle curves are selected and fused 
into a new one to reduce the effects of noise interference. In 
this study, correlation analysis is used to select the curves. If 
two IF curves are similar, their cross correlation coefficient 
is larger, and vice versa. The maximal and minimal 
correlation coefficient values are 1 and 0, respectively. The 
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correlation coefficients among the set in (7) are computed as 
shown below: 

   

   

1 1 1 3

3 1 3 3

, ... ... ,

... ... ... ...

... ... ... ...

, ... ... ,

x x x z

z x z z

Corr RA RA Corr RA RA

Corr RA RA Corr RA RA

 
 
 

  
 
 
 

CC

(8) 

in which Corr() is the function for calculating the 

correlation coefficients between two elements. The 

correlation coefficients among one IF curve and other 8 IF 

curves are calculated and listed in each column or each row. 

The averaged value for each column/row is calculated. Next, 

5 rotating angle curves with the highest averaged correlation 

coefficient values are selected for fusion. The discrete fused 

rotating angle curve is denoted as RAf[n], n = 1,2,…, N. 

Then, the original bearing vibration signal is resampled for 

fault diagnosis as: 
RV[n] = resample(V[n], RAf[n])  (9) 

in which V[n] is the discrete form of V(t) and resample() is 
an embedded function in MATLAB. The original vibration 
signal is sampled at fixed sampling frequency, namely, the 
sampling intervals are the same. By using the signal 
resampling algorithm, the time-domain signal is resampled 
according to a vector with equal angle increment. Afterward, 
the amplitude spectrum of RV[n] is computed via fast 
Fourier transform. If a localized fault exists in the tested 
bearing, it is expected to find the distinct frequency 
components relative to the fault type in the spectrum. 

III. EXPERIMENTAL SETUP

To acquire the vibration signals for analysis, an 
experimental setup is designed. An outer raceway fault is set 
on the tested bearing using electric spark machining. The 
fault bearing is installed on a permanent magnet 
synchronous generator (PMSG). 

Fig. 1. Experimental test rig. 

In practice, the PMSG is usually used in a direct-drive 
wind turbine. Because the wind speed and direction are 
always varied with time and meteorological condition, the 
spinning speed of the PMSG shaft changes with time. Hence, 
bearing fault detection in PMSG should consider the 
conditions of speed variation. A tri-axial accelerometer with 

type of 1A302E (DONGHUA Inc.) is mounted on the 
surface of the PMSG through a screw. The sensitivity of the 
accelerometer is 10 mV/g. The PMSG is driven by a 
permanent magnet synchronous motor (PMSM) through a 
mechanical coupling, and the motor speed is set variable 
with time through a servo driver. 

A resistor network connects to the three-phase output of 
the PMSG as the electrical load. The three-channel vibration 
signals are acquired by a data acquisition system (DAS) with 
type of NI USB4432. The encoder signal from the PMSM is 
also acquired as the reference signal to assess the rotating 
angle estimation accuracy. The sampling frequency of the 
DAS is configured as 25.6 kHz and the duration of signal 
sampling is configured as 4 s. The tri-axial sensor signals are 
transmitted to a computer through a high-speed USB 
interface for analysis. The bearing parameters are shown in 
Table I. The fault characteristic order of the bearing with 
outer raceway fault (denoted as FCOO) is computed as 3.055 
in accordance with the bearing parameters. 

TABLE I. PARAMETERS OF THE PMSG BEARING 

Bearing 
type 

Outside 

diameter 

Inside 

diameter 

Number of 

rollers 
FCOO 

6203 40 mm 17 mm 8 3.055 

IV. VERIFICATION OF THE MULTI VIBRATION SIGNAL 

FUSION METHOD 

The multi-channel vibration signals acquired from the 
experimental setup are processed to validate the proposed 
method’s performance. The vibration signals’ waveforms 
from different axes are shown in Fig. 2(a). The amplitudes 
and variation trends of the signals from different axes are 
similar. The amplitude spectra and the envelope spectra are 
shown in Figs. 2(b) and 2(c), respectively. As the bearing 
spins at variable speed, the amplitude and envelope spectra 
cannot reveal useful information for diagnosis of bearing 
fault. From another aspect, it can be seen from the spectra 
that the frequency components in x-axis contain more 
information than those in y-axis and z-axis. 

The rotating angle curves are calculated from the 
extracted 9 IFs using the method introduced in Sec. II.B. The 
rotating angle curves are normalized with respect to the base 
rotating speed and the results are shown in Fig. 4. The angle 
curves have obvious differences due to the errors induced 
from the IF extraction procedure. Subsequently, 5 rotating 
angle curves with the highest accuracies are selected from 
the 9 curves using the correlation analysis method 
introduced in Sec. II.C. The correlation coefficients among 
the curves are calculated and the corresponding curves with 
the top 5 average coefficients are selected as the final curves. 
In the calculated coefficient matrix CC in Eq. (8), the 
average values are calculated for each row and the results are 
shown in Fig. 5. It can be found that the curves 1, 2, 5, 8 and 
9 have the highest scores, and the curves 6 and 7 have the 
lowest scores. 

The 5 curves are then fused into a new curve RAf[n]. The 
fused accumulated rotation angle is used to resample the 
original vibration signal at x-axis and the resampled signal is 
displayed in Fig. 6(a). Some impulses induced by bearing 
faults with quasi-equal intervals can be seen in the waveform 
after angular-domain resampling. The spectrum of the 



510

demodulated resampled signal is shown in Fig. 6(b). The 
frequency components FCOO and its 2× harmonic are clearly 
displayed in the spectrum. This result indicates that an outer 
raceway fault occurs in the PMSG bearing, thereby 
validating the proposed method’s effectiveness. 

Fig. 2. (a) Tri-axial vibration signal, (b) vibration signal spectrum, and (c) 

envelope spectrum. 

Fig. 3. Time-frequency images of the (a) x-axis (b) y-axis, and (c) z-axis 

vibration signal. 

Fig. 4. The extracted nine normalized rotating angle curves. 

Fig. 5. (a) Average values of correlation coefficients of the curves, and (b) 
zoom-in figures. 

Fig. 6. (a) The resampled vibration signal at x-axis, and (b) envelope order 
spectrum. 

Fig. 7. (a) The angle error of the fused curve, (b)- (f) the angle errors of the 
selected 5 curves. 

Finally, the rotating angle estimation accuracy is 

evaluated by comparing the curve RAf[n] and the measured 
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rotating curve obtained from the PMSM encoder. The 

results are shown in Fig. 7. The error of the fused curve is 

shown in Fig. 7(a), where it can be seen that the error 

fluctuates in the range of -4 degree to 4 degree. The errors 

of the 5 selected angle curves are shown in Figs. 7(b)-7(f). 

The error values are all larger than that of the fused curve. 

This result demonstrates that the fused curve has higher 

accuracy in rotating speed estimation, and hence benefiting 

diagnosis of bearing fault. 

V. CONCLUSIONS

An improved rotating speed estimation algorithm is 

investigated for bearing fault diagnosis under the conditions 

of speed variation. The bearing vibration signals are 

acquired from a tri-axial accelerometer installed on the 

generator. The IFs of the vibration signals are extracted 

using the WSST algorithm. The rotating angle curves are 

computed from the IFs and then normalized according to 

the base rotating frequency. Total 9 normalized rotating 

angle curves are obtained from the three-channel of 

vibration signals and the correlation coefficients among the 

curves are computed. The curves with the highest 

correlation coefficients are selected and fused into a new 

curve. The fused curve has higher accuracy compared with 

the selected curves. The original bearing signal is resampled 

in accordance with the fused rotation curve estimated from 

the signal itself. The bearing fault type is determined from 

the spectrum of the demodulated resampled signal. The 

proposed method provides a high-accurate order analysis 

method under speed variation conditions without using a 

tachometer. The method can be used in rotation machine 

fault diagnosis under speed-varying conditions using only 

accelerometers. 
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Abstract—At present, transfer learning of machine fault is 

a relatively popular research, its main problem is the 

imbalance of training data caused by the lack of actual fault 

data. The existing incremental learning model cannot solve 

the entanglement problem of sample features, and the ability 

to obtain new samples by combining features is limited. In this 

paper, Style-based Generative Adversarial Networks 

(StyleGAN) is used to map the data features to intermediate 

latent space, and then generate data by recombining features. 

StyleGAN realizes the complete separation of signal features. 

Therefore, StyleGAN can be used as a tool of data incremental 

learning to enrich the original data, solve the problem of 

imbalance between training data and test data, and achieve 

the goal of improving the accuracy of fault classification in the 

later stage. In the process of training, the category label is used 

as the auxiliary information to help the training model. The 

data of training set is enhanced, and the accuracy of fault 

diagnosis and classification is improved, the accuracy of fault 

classification network model is increased from 81.4% to more 

than 90%, so the validity of this method is proved. 

 
Keywords—Data imbalance, incremental learning, 

StyleGAN, transfer learning, bearing fault diagnosis. 

I. INTRODUCTION 

In recent years, artificial intelligence has been widely 

used in the field of machine intelligent fault classification, 

and achieved good results. The traditional intelligent 

diagnosis methods assume that the training set and test set 

come from the same domain, which makes the input 

characteristics and data distribution characteristics the 

same. However, this assumption does not hold in some 

real-world machine learning scenarios. In some cases, 

training data of the model is difficult to collect [1]. For 

example, it is unlikely that the size and shape of the human 

fault are consistent with the size and shape of the actual 

mechanical faults, and we need to pay a high cost and a 

long time to obtain enough signals data in the actual fault. 

At present, the feasible method is that the training set of 

fault diagnosis network model is the laboratory data, or a 

large number of laboratory data and a small number of 

actual fault data as the training set. Both of these methods 

will lead to the imbalance of the number of training sets and 

test sets in the network model of fault discrimination, so it 

is necessary to study the incremental learning of data. 

At present, some scholars have discussed and studied the 

related problems of transfer learning and incremental 

learning. Shao et al. used auxiliary classifier Generative 

Adversarial Networks (GAN) to learn network learning 

signal features, and then generates one-dimensional signal 

data [2]. Wang et al. proposed a method of combining GAN 

and automatic encoder, which solves the problem of less 

samples to a certain extent [3]. Zhao et al. proposed a semi 

supervised model of adversarial generation network and 

used it to classify faults[4]. Aiming at the problem of 

insufficient training samples of rotating machinery, Ding et 

al. [5] proposed a model of GAN with small sample as 

input, and uses this structure to classify faults.  

These incremental learning models do not solve the 

problem of feature entanglement, and its ability to get new 

samples by combining features is limited. StyleGAN maps 

the features of the data to the hidden vector and solves the 

problem of feature entanglement. StyleGAN can generate 

new data by combining different features [6]. The 

incremental learning methods are summarized as follows. 

1) The fault vibration signal of bearing is collected, the 

fault signal is transformed into wavelet coefficient by 

wavelet transform, and then the wavelet coefficient is 

transformed into gray-scale image. 

2) The resulting gray-scale image and corresponding 

labels are used as input of StyleGAN, and a new fault 

gray-scale time-frequency image is generated by the 

trained network. 

3) The original and the generative gray-scale time-

frequency graph are used as residual networks (Resnet) 

training set to classify bearing faults. 

The rest of this paper is arranged as follows. Second II 

introduces the knowledge background of the StyleGAN. 

Section III describes the system architecture, model 

training methods. In the Section IV, we briefly introduce 

the incremental learning, and discuss its limitations. 

Section V provides the conclusion. 
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II. THEORETICAL BACKGROUND 

A. Wavelet Transform 

The dynamic characteristics of nonstationary vibration 

signal can be obtained by time-frequency analysis. The 

wavelet transform is used to process the original signal to 

get the wavelet coefficients, and then the appropriate size 

matrix is obtained by the down sampling. The wavelet 

transform uses a family of functions to represent signals, 

which are called wavelet function system. We suppose that 

function Ψ∈L2(R)∩L1(R), and Ψ(0)=0 is a family of 

functions obtained by stretching and translating Ψa,b: 

1/2

, ( ) , , , 0a b

t b
t a a b R a

a

− − 
 =    

 
                 (1) 

where {Ψa,b} is wavelet, Ψ is basic wavelet or mother 

wavelet, a is the expansion factor, b is the translation factor. 

For signal f ∈L2(R), its continuous wavelet transform is 

defined as follows. 

dt
a

bt
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where )(tΨ  is the complex conjugate of )(tΨ , f,
,( )a bΨ t

 represents the inner product of f , 
,a b . 

B. Style Generative Adversarial Networks 

The StyleGAN consists of the discriminator D and 

generator G, shown in Fig. 1. These two parts are 

independent training. The generator starts from a random 

constant z which belongs to potential space Ƶ. The latent 

code z is normalized by pixel, the implementation method 

is as follows. 

2

1

1
/

N

i i ii
z z z

N


=
= +                         (3) 

where zi is the latent code, N=512, ε= 10-8. The potential 

space Ƶ is mapped to W by nonlinear mapping network. The 

W plays a role in controlling the style parameter y=(ys,yb) 

of adaptive instance normalization(AdaIN). The 

convolution layer of synthesis network G is followed by a 

layer of AdaIN. The AdaIN s calculated as follows. 
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= +                (4) 

where xi is the feature map after being normalized 

separately, the style parameter y=(ys,yb) is obtained by 

mapping network. The ys is the scaling factor, the yb is the 

offset factor. Therefore, the dimension of parameter y is 

twice that of feature maps. A constant tensor with a size of 

4×4×512 is used as the input of the synthesis network g, 

then add with noise. The output of the last layer of Style-

based generator is converted to data by 1×1 convolution 

layer. The downscaling real data and generated data as 

input parameters of discriminator, the function of 

discriminator is to distinguish the source of data as much as 

possible.StyleGAN selects the entropy cross loss function 

as follows [7]: 
2

2~ ~ ~

Gradient penaltyOriginal critic loss

ˆE [ ( ) E [ ( )] E [( ( ) 1) ]
g r x

x
x P x P x P

L D x D x D x= − +  −
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%
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%
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 (5) 

where x%=G(z) and according to
x%P distribution, original 

critic loss enables the discriminator to identify the source 

of the picture as much as possible. 

 
Fig. 1.  Model of Style Generative Adversarial Networks 

In Fig. 1, the Mapping Network f map Ƶ to a latent space 

W, which controls the style of generator through Adai. 

Gaussian noise is added after each convolution layer. The 

A stands is an affine transform, which controls the style of 

image generation. The B is the scale factor to control the 

noise. The mapping network f consists of 8 full connection 

layers. The synthesis network g consists of 14 modules 

which consists of two convolution layers, two noise layers 

and two style control layers. The generated image and the 

reduced dimension image of the original image are used as 

the input of the discriminator. The discriminator consists of 

7 convolution module layers and 2 full connection layers. 

The discriminator and generator are trained separately, the 

function of discriminator is to identify whether the input 

image is real or generated, the function of the generator is 

to generate images of different styles. After training to the 

best, they will reach Nash equilibrium. 
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C. Residual Networks 

ResNet solves the problem of deep network gradient 

degradation, Compared with the traditional deep CNN, 

which has higher recognition accuracy and faster training 

speed [8]. The ResNet structure used in this article is shown 

in Fig. 2. 

 
Figure 2 is the architecture of  18-layers ResNet, where 

‘64’ means that the dimension of convolution kernels is 64, 

and ‘/2’ indicates the movement of the convolutional 

kernels with a stride of 2. The dotted lines in the Fig. 2 

indicate that the dimensions between modules are not the 

same, while the implementations represent the same. The 

operation of the dotted line is to expand the dimension of 

the input data by 1×1 convolution, then add the input and 

output of the module. The operation implemented is to 

directly add the input and output of the module, because the 

dimensions of the input and output are the same. 

The residual learning module is shown in Fig. 3. When 

the input x and output y dimensions of the module are not 

equal, y=F (x)+Wsx, that is the implementation process of 

the dotted line module in Fig. 2. When the input and output 

dimensions of the module are the same, then y= F (x)+x, 

that is the implementation process of the solid line module. 

It can be found that the gradient of residual module is 

greater than 1, so no matter how many layers of residual 

modules are included in the residual network, its gradient 

will not disappear. ResNet solves the problem that the 

gradient of deep network disappears, which is the reason 

why we choose residual network as discrimination network. 

 

III. SYSTEM FRAMEWORK AND MODEL TRAINING 

A. System Framework Design 

In practical application, the fault identification accuracy 

of the model is generally not high using unbalanced data 

as training set. We build a framework using StyleGAN to 

generate high-quality artificial fault signals for data 

augmentation. The architecture consists of two parts, one 

is data generation based on StyleGAN, the other is fault 

classification via ResNet, as shown in Fig.4. 

 
Fig. 4.  Data augmentation strategy using StyleGAN for fault diagnosis 

task. 

 The structural details of Style-based generator G 

and Discriminator D are shown in Fig.1. The generator and 

discriminator optimized by (5). The goal of the generator is 

to make the generated data cheat the discriminator as much 

as possible. The object of the discriminator is to distinguish 

the source of the data as much as possible, that is, whether 

the data is real or generated. Only the signal data of a single 

fault is input each time, so the label of the generated data is 

also this fault type. The data of different faults are 

incremental learning by analogy. After samples generation, 

the generated data set is filtered, i.e. the data with wrong 

label is eliminated, and dataset has been augmented based 

on Xgenerated after data filtering. Then we combine the high-

quality manual fault data and the actual fault data as the 

input of ResNet. Through continuous iterative training of 

network parameters, the network can distinguish fault types 

more accurately. 

We set up a test platform to collect vibration signals of 

different fault types, calculate the wavelet coefficient of 

vibration signal according to (2), and then through down 

sampling and gray-scale processing, the best time-

frequency gray-white image of vibration signal is obtained. 

The calculation formula of transforming wavelet 

coefficients into gray-scale image is as follows. 

, min*
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max min

256
i j

i j
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X X
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where xi,j is two dimensional wavelet coefficients, because 

the pixels of the image are 256×256, so the value range of 

i and j is 0-256. Xmin and Xmax are the minimum and 

maximum values of the wavelet coefficients of all the 

signals involved in the operation. x*i,j  is the normalized 

wavelet coefficient and the pixel value of the gray scale 

image. The value of wavelet coefficient is transformed into 

0-256 by formula, and then the normalized wavelet 

coefficient matrix is transformed into 256×256 pixels gray-

scale image. 

We input the gray-scale images of different fault 

categories into StyleGAN to get the gray-scale images of 

corresponding categories, generating images and real 
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images as training set of ResNet. By iterating repeatedly, 

the objective function is minimized, and ResNet network 

parameter training completed. 

B. Model Training Procedure 

StyleGAN: The loss function of the network model is 

shown (5), and the optimal solution of its parameters is 

obtained through continuous iteration. The model training 

adopts Adam optimizer [18], the learning rate of network 

model is 0.001. In the period of StyleGAN training, the 

training process can be expressed as three steps. 

1. The generator randomly generates time-frequency 

graph with noise. 

2. Firstly, the discriminator is trained. The generated 

image and the real image are mixed together as the input of 

the discriminator. The goal of training is to minimize the 

loss function of the discriminator. In this process, the 

network parameters of the generator are fixed. 

3. Then the generator is trained to generate images of 

different styles by randomly Z as input. The goal of the 

generator is to make the generated image as confusing as 

possible to the discriminator. 

Continue to repeat steps 2 and 3 above until the total 

objective function reaches the minimum value or the 

required training times are completed. After many training 

iterations, the generator and discriminator are optimized 

continuously, so that the parameters are optimized and the 

loss function is minimized. After enough iterations, the 

generator and discriminator reach Nash equilibrium, so the 

generator can generate data similar to the real data, and the 

new data conforms to the distribution of the real data. 

Because StyleGAN has the ability to completely separate 

image features, the image with feature combination can be 

obtained by controlling the style of the generated image. 

ResNet: The residual network takes the loss function (7) 

[8] as the objective function, uses Adam optimizer to train 

the model, the learning rate of network parameters is set to 

1×10-5. The partial differential of all self-illumination 

distribution in the objective function is calculated, 

multiplied by the learning rate, and then as the minuend 

number, the objective function is continuously optimized. 

Until the objective function reaches the minimum value or 

reaches the set number of cycles without change. 
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IV. EXPERIMENTAL RESULTS 

A. Description of Test Bench and Test Data 

This paper adopted bearing data sets published by KAt 

DataCenter of Universität Paderborn, The paper [9] which 

published by Christian Lessmeier et al. have detailed 

introduction to the test device and measurement data. 

The following is a brief introduction to the test 

equipment and measurement data. The test rig consists of 

the following main modules, (1)a drive motor, (2) atorque 

sensor, (3) a bearing test unit, (4) a flywheel and (5) a load 

motor, show in Fig. 5. 

 

 The parameters of the test bearing are shown in 

Table I [9]. All three parameters were kept constant for the 

time of each measurement. At the basic setup (Set no. 0) of 

the operation parameters, the test rig runs at n = 1,500 rpm 

with a load torque of M = 0.7 Nm and a radial force on the 

bearing of F = 1,000 N. Three additional settings are used 

by reducing the parameters one by one to n = 900 rpm, M 

= 0.1 Nm and F = 400 N (set No. 1-3), respectively. For 

each of the settings, 20 measurements of 4 seconds each 

were recorded. Another parameter is the temperature, 

which was kept roughly at 45-50 °C during all experiments. 

 
The test faulty bearing comes from two sources: one is 

produced by artificial damage, the other is produced by 

accelerated lifetime tests. There are three methods to make 

artificial faults, which are wire cut electrical discharge 

machining, rotary drilling and electrical discharge 

machining, as shown in Fig. 6. The bearing damaged by 

accelerated life test is shown in the Fig. 7. It can be found 

that the outer ring fault of EDM is similar to that of 

accelerated life damage. 

 

 
In this paper, 28 kinds of bearing failure model data are 

selected, including 12 kinds of artificial failure bearing, 10 

kinds of accelerated life cycle failure bearing and 6 kinds 

of healthy bearing for comparison. They include bearings 

with level 1 and level 2 damage, and bearings with level 3 

 
Fig. 5.  Modular test rig. 

TABLE I.  OPERATING PARAMETERS 

No

. 

Rotational 

speed 
(rpm) 

Load 

Torque 
(Nm) 

Radial 

force 
(N) 

Name of 

Setting 

0 1500 0.7 1000 N15_M07_F10 

1 900 0.7 1000 N09_M07_F10 

2 1500 0.1 1000 N15_M01_F10 

3 1500 0.7 400 N15_M07_F04 

 

   

Sharp trench by 
EDM 

- KA01 

Drilling - KA09 
Artificial pitting by 
electric engraver - 

KA03 

Fig. 6. Example drawing of bearing damaged artificially. 

 
Fig. 7.  Example of bearing damage in accelerated life test 

TABLE Ⅱ .OPERATING PARAMETER OF BEARINGS DURING RUN-IN PERIOD 

Bearing Source 
Artificial Damage 

Bearings 
Accelerated Life 

Test Bearing 
Healthy 
Bearings 

Extent of 

Damage(level) 

Inner 

Ring 

Outer 

Ring 

Inner 

Ring 

Outer 

Ring 

K001 
K002 

K003 

K004 
K005 

K006 

1 

KI01 

KI03 
KI05 

KA01 

KA05 
KA07 

KI04 
KI14 

KI17 

KI21 

KA04 
KA15 

KA22 

KA30 

2 
KI07 

KI08 

KA03 
KA06 

KA08 

KA09 

KI18 KA16 
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damage and composite damage are not selected. The 

selected test data are shown in Table Ⅱ. 

B. Data Processing 

In the transfer learning of mechanical fault, the actual 

fault data is difficult to obtain. Most of the training data for 

fault diagnosis network are obtained in the laboratory, and 

the type of fault is also manufactured artificially. It is 

difficult to keep the size and shape of these faults from the 

actual fault size and shape. Therefore, this is the main 

reason for the low diagnostic accuracy of mechanical fault 

transfer learning. The training set of the test diagnosis 

network is artificial fault data, and the test set is accelerated 

life damage data.  

There are 4 working conditions (as shown in Table Ⅰ) for 

each fault size, and 20 groups of vibration data are collected 

for each working condition. We cut each group of data into 

20 equal length data segments, and then get the time-

frequency diagram of vibration signal through wavelet 

transform, down sampling and gray-scale processing. That 

is to say, each fault size can get 4×20×20=1600 real 

vibration time-frequency graphs. According to the working 

conditions in Table Ⅱ, the number of corresponding time-

frequency gray-scale images is obtained. Taking the 

corresponding time-frequency image as the real input of 

StyleGAN, the time-frequency image with corresponding 

labels is obtained, and the original data is incremental 

learning. 

 
Fig. 8.  Classification accuracy without incremental learning 

C. Performance Comparisons 

The accuracy of bearing fault classification without 

incremental learning is shown in Fig. 6. It can be found 

from this figure that the error classification occurs in the 

outer circle and inner circle faults, and the correct rate of 

normal bearing classification is 100%. Therefore, only the 

data of outer ring and inner ring need to be incremented. 

Through the incremental learning of StyleGAN, we get 

the time-frequency gray-scale images of inner and outer 

rings, as shown in Fig. 9. It can be found that the generated 

gray-scale image has a high similarity with the actual gray-

scale image, but it is not completely consistent. This is 

caused by the reason  

of adding noise and multi-feature fusion in the generated 

image which plays the purpose of enriching the original 

data. 

 
Fig. 9.  Comparison between real time-frequency gray-scale image and 
generated time-frequency gray-scale image 

By modifying the random seed and the function of style 

scale ψ, different time-frequency grayscale images can be 

generated by StyleGAN. Table III shows the combination 

of 12 training sets and the accuracy of their network 

training the classification effects of StyleGAN, ACCGAN 

and SNSSGAN incremental learning are compared the 

specific data are shown in Table III. It can be found that the 

accuracy of classification is improved by WGAN and 

ACGAN incremental learning, but it is not very obvious. 

After StyleGAN incremental learning, the accuracy of fault 

classification has been significantly improved. By 

observing A-B-C-D, we can see that the increase of the 

number of samples does not improve the accuracy of 

classification, which shows that 3000 training samples have 

made the network training saturated. The high fault rate of 

classification is not caused by the insufficient number of 

training samples, but by the single type of samples. It can 

be found that increasing the generated data can improve the 

StyleGAN accuracy of classification from the comparison 

TABLE Ⅲ.  THE NUMBER AND ACCURACY OF TRAINING SAMPLES 

Name A  B  C  D  A  B  C  D  A   B  C   D   

Real 

data 

Normal 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 

IR data 1000 1500 2000 2500 500 500 500 1000 0 0 0 0 

OR data 1000 1500 2000 2500 500 500 500 1000 0 0 0 0 

Generated IR data 0 0 0 0 500 1000 1500 1500 1000 1500 2000 2500 

Generated OR data 0 0 0 0 500 1000 1500 1500 1000 1500 2000 2500 

Original accuracy  80.4% 81.3% 81.5% 81.4% ---- ---- ---- ---- ---- ---- ---- ---- 

WGAN accuracy  ---- ---- ---- ---- 81.7% 82.2% 83.1% 81.3% 82.5% 83.8% 83.9% 82.6% 

ACGAN accuracy  ---- ---- ---- ---- 81.9% 84.2% 84.5% 83.7% 82.5% 84.4% 86.7% 83.3% 

StyleGAN accuracy  ---- ---- ---- ---- 90.6% 91.7% 93.6% 91.9% 93.3% 94.3% 95.8% 93.9% 
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of A-A '-A'', B-B '- B'', C-C '- C'', D-D '- D' 'in Table III. It 

proves the high quality of the generated data, enrich the 

original data set and improve the accuracy of fault 

classification. 
 

V. CONCLUSION 

In this paper, we propose an incremental learning 

framework based on StyleGAN, which can separate the 

features of signal data unsupervised. It controls different 

levels of features through different layers of style. It 

realizes the mixing and recombination of the features of the 

original signal data and synthesizes the generated data with 

various features. Therefore, the StyleGAN incremental 

learning framework achieves real data expansion, instead 

of simply copying the original data. In fault transfer 

learning, the data tested in the laboratory is quite different 

from the fault data actually generated. This leads to the 

problem of low diagnostic accuracy in fault transfer 

learning, which is well solved by StyleGAN incremental 

learning framework. The classification results show that the 

model can generate convincing data and can be used as a 

data enhancement technology in transfer learning. The 

time-frequency graph is generated by the random 

combination of the features, which cannot be accurately 

controlled to get the desired graph, which needs further 

research. 
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Abstract—Aiming at the problem of under-sampled cutting 

force signal caused by unreasonable setting of sampling 

parameters in the high-speed machining condition monitoring 

system, a method of spectrum sensing based on the principle of 

approximate sparseness in frequency domain has been 

proposed. The non-linearity of machining system and sampling 

process makes the output signal of monitoring system contain 

higher harmonics, which shows obvious approximate sparsity 

on the Fourier basis. Using frequency points with large peaks 

can achieve sparse approximation of the spectrum, and obtain 

several frequency subsets as the result. The principle of 

spectrum aliasing is used to calculate the actual frequency 

range of each frequency subset and correct Fast Fourier 

Transform (FFT) spectrum of the cutting force measurement. 

Experiments on high-speed milling of aluminum alloy verify 

the effectiveness of this method. The results show that the 

proposed method is effective enough to recover the actual 

waveform of the cutting force signal, and the relative envelope 

error between the recovery temporal wave and the test signal is 

less than 4%. The research results provide some engineering 

and technical support for applying sparse theory to recover 

under-sampled signals. 

Keywords—high-speed machining, under-sampled signal, 

Fourier basis, approximate sparse 

I. INTRODUCTION  

In recent decades, high-speed machining, with the 
advantages of high efficiency, high quality and low 
consumption, has gradually become a research hotspot in 
academia and industry community, and is widely used in the 
field of modern metal processing [1-4]. However, the milling 
system works in an extremely high-speed environment, 
which is easy to bring a decline in processing quality of parts 
as a result of tool wear. Even, it may damage the machine 
and endanger the life of workers in some serious cases. 
Therefore, it is of great significance to monitor the state of 
high-speed cutting systems and select appropriate monitoring 
signals. As ideal monitoring signals, vibration signal, 
acoustic emission and cutting force have been widely used in 
dynamics testing and analysis of high-speed cutting systems 
[5-7]. Among them, cutting force is favored as the signal 
which can effectively reflect the cutting process [8-9].  

The classic data acquisition system is shown in Fig. 1. 

Cutting force is measured by dynamometer and converted 

into an analog voltage signal af by an internal piezoelectric 

sensor and a charge amplifier. After low-pass filtering, the 
analog voltage signal is recorded in a computer by an ADC 
acquisition card for processing and analysis. In order to keep 
the effective information of cutting force completely, 
Nyquist–Shannon sampling theorem requires that the 
sampling frequency must be higher than 2 times the highest 
frequency of the analyzed signal [10]. Due to the 
nonlinearity of cutting system and sampling process, the 
milling force often contains high-order harmonics of spindle 
frequency. In the actual milling force experiment, when the 
sampling parameters are set unreasonably, the harmonic 
components exceeding the Nyquist frequency will be folded 
into the Nyquist zone through the filter steepness band of the 
anti-aliasing filter, which may give high-speed cutting 
system status analysis caused difficulties. In order to make 
full use of the existing measurements, it is important to 
develop an algorithm to recover the real signal from the 
under-sampled signal. Reference [11] proposed frequency 
estimation without fuzzy based on the time delay between 
sampling channels, and [12] chose an appropriate delay time 
to solve the problem of frequency aliasing under low-rate 
ADC. The idea of solving system of linear congruence 
equations by the Chinese remainder theorem provides a new 
way for the problem of spectrum estimation of under 
sampled signals. A variety of frequency estimation 
algorithms and improved algorithms based on the Chinese 
remainder theorem are proposed [13-15]. Although the above 
reconstruction algorithms can solve the problem of 
frequency aliasing on the degree, but it requires multiple 
ADCs, which cost a lot in practical application and still have 
certain limitations. HU et al. [16] reconstructed the blade 
vibration signal from the under-sampled signal based on the 
sparse characteristic reconstruction of signal, and provided a 
new idea for the single-channel reconstruction algorithm of 
the under-sampled signal. 

Sparse representation was reintroduced by Donoho in 
2001 [17]. Katabi et al. [18, 19] first proposed a kind of 
Sparse Fast Fourier Transform (SFFT) which based on the 
approximate sparsity of signal spectrum. H. hassanieh [20] 
applied the algorithm to the spectrum sensing, and realized 
the better recovery of the original signal spectrum with 
partial samples. Based on orthogonal polynomials to solve 

*Binqiang Chen is the corresponding author. (e-mail: cbq@xmu.edu.cn). 
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the positions of K non-zero terms, Hsieh S constructed an 
under-sampled signal recovery algorithm. The experimental 
results show that the algorithm has achieved significant 
results in reducing complexity [21]. 

 

Fig. 1. Typical sampled data system. 

Based on this, an under-sampled signal recovery method 
based on approximate sparsity in frequency domain is 
proposed for under-sampling feature of the condition 
monitoring signal during high-speed machining .This method 
achieves sparse approximation of the spectrum based on the 
approximate sparse characteristics of the cutting force signal 
in the frequency domain, observes the peak corresponding 
frequency points and divides the spectrum into several 
spectrum subsets, and calculates actual frequency of each 
subset by the principle of spectrum aliasing. The actual 
frequency of the subsets is used to realize spectrum 
correcting, and the Inverse Fast Fourier Transform(IFFT) is 
used to recover the signal’s waveform in time domain. The 
results show that this method can effectively recover under-
sampled signals and does not require the absolute sparsity of 
the test signal. 

II. METHOD  

The approach in our paper consists of three parts: 
approximate sparse theory in frequency domain, the principle 
of under-sampling spectrum aliasing, recovery algorithm. 
The architecture of the algorithm is plotted in Fig. 2. 

 

 

 

Fig. 2. The architecture of the algorithm. 

A. Approximate Sparse Theory in Frequency Domain 

Sparsity reflects the degree of energy concentration of 
the signal or in a certain transform domain. In general, the 
signal is not sparse. However, an appropriate orthogonal 
basis (Fourier basis, wavelet basis, Discrete Cosine basis, 
etc.) can be selected to describe the signal in the transform 
domain. As a result, the energy dispersive distribution in 
the spatial domain is transformed into the relatively 
concentrated energy distribution in the transform domain 
[22]. The discrete signal of length N can be expressed as a 

linear combination of orthogonal basis functions: 

 
1

N

i i
i

x c
=

= Yå , (1) 

where i  is the basis function, ic is the representation 

coefficient. If there are only ( )K K N  non-zero entries in 

the n-dimensional vector 1={ }N

i iC c =  , C  is a sparse vector 

whose sparsity is K, and x  is called a K-sparse signal in 

the   domain. In fact, strictly sparse signals are almost 
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non-existent. As long as the signal x  of length N satisfies 

the conditions that there are ( )K K N  large nonzero value 

in C, x  can be considered as a sparse signal approximately, 

which can be approximated by using K-sparse signal. 

In digital signal processing, Discrete Fourier Transform 
(DFT) is known as one of the most basic and important 
signal analysis methods. DFT uses the basis 
function 2 / ( , 0,1,2, 1)j kn Ne k n N = −  to represent the signal in 

the frequency domain to obtain the frequency characteristic. 
However, in practical engineering applications, 
background noise and the energy leakage caused by signal 
truncation both make representation coefficients contain a 
large number of redundant small coefficients as well as 

( )K K N large coefficients in frequency domain. 

According to the above-mentioned approximate sparse 
theory, the process of the approximate sparse 
decomposition and reconstruction on basis functions of 
DFT can be obtained, as shown in Fig. 3. 

 

Fig. 3. The approximate sparse decomposition and reconstruction    

model in the frequency domain. 

As describe above in Fig. 3, x  is a digital signal 

obtained from sampled data system. It can be seen that 
there are lots of small value (light grid) in coefficient 
vector X  got by decomposing x on DFT basis. The 

approximately sparse method for x in frequency domain is 

zeroing the small coefficients in X  to obtain the vector X . 
As a result, approximate signal x  is acquired by using 

Inverse Discrete Fourier Transform (IDFT) on X . 

B. The Principle of Undersampling Spectrum Aliasing 

Under certain conditions, an analog signal can be 
completely represented by the value at the sampling points 
of equal time intervals, and these sample values can be 
used to recover the signal. This property comes from 
Nyquist–Shannon sampling theorem (hereinafter referred 
to as sampling theorem). The sampling theorem states that 

the sampling frequency must not be less than twice of the 
highest frequency in the signal: 

 2 H sf f£   (2) 

where sf is sampling frequency, Hf is the highest frequency 

in the signal. Otherwise, the signal will be under-sampled, 

resulting in aliasing in the frequency domain, as shown in 

Fig. 4. 
In Fig. 4, the first Nyquist zone is defined to be the 

frequency range from 0Hz to / 2sf .The frequency spectrum 

is divided into an infinite number of Nyquist zones, each 
having a width equal to / 2sf as shown. In practice, the 

ideal sampler is replaced by an ADC followed by an FFT 
processor. The FFT processor only provides an output 
from 0Hz to / 2sf , i.e., all the signals of interest lie in the 

first Nyquist zone. Fig.4 (a) shows the band of sampled 
signals is located in the first Nyquist zone, so the 
frequency band can be output correctly. Fig.4 (b) shows 
that the band of sampled signals is located in the second 
Nyquist zone, and the output frequency band is the image 
result of the original frequency band. Fig.4 (c) shows that 
the band of sampled signals is located in the third Nyquist 
zone, and the output frequency band is the secondary 
image result of the original frequency band. Therefore, 
when the sampling frequency of the signal is lower than 
the Nyquist frequency, the spectrum obtained by Discrete 
Fourier Transform is the result of multiple mirroring. The 
relationship between it and the spectrum of the input signal 
can be described by (3), which is called the principle of 
under-sampling spectrum aliasing. 

 

Fig. 4. Undersampling and frequency translation between Nyquist 
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C. Recovery Algorithm 

• Discrete time sequence of under-sampled signal 
during high-speed machining condition monitoring 

is { ( )| 1,2, , }x n n N= K , +N 蜰 . The sampling 

frequency is sf  ,and the spindle rotating frequency 

is af . Procedures of the recovery algorithm based 

on approximate sparse theory in spectral domain 
are as follows:  

• Perform FFT on the cutting force sequence. 

 ( )= { ( )}X f FFT x n   (4) 

• Mark M spectral bins with larger amplitude and 

calculate the true frequency 
1{ }M

pi if =
 of each bin. 

 
 while / .

 ,while / .
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• Segment the first Nyquist zone in the range of 

[0, / 2]sf into M frequency subsets. 
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• Calculate the actual frequency range of ( )iX f . 
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• Construct consequence { ( )|0 / 2}real sX f f f＃ %  

with 1/ 2 [2max({ } ) / ] / 2M
pis s sif f f f== . [ ] is  

integer-valued operator. 
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           Then, the actual spectrum of cutting force is 

expressed as 
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• Apply IFFT on the  actual spectrum ( )realX f% to 

obtain the recovery signal. 

 ( ) { ( )}
real real

x n IFFT X f=   (10) 

III. EXPERIMENTS 

The cutting experiments were conducted on a milling 
center of the type Mazak FJV-200 UHS. The work piece 
was a7505 aluminum alloy solid block of size that is bolted 
to the Kistler 9265B dynamometer. The spindle rotation 
frequency is 292Hz. During the collections of the cutting 
force signal, the sampling frequency was set as 2000Hz 
and the anti-aliasing filtering operation was not activated. 
The temporal waveform and the FFT spectrum of the 
cutting force measurement of a certain channel are shown 
in Fig. 5. 

 

Fig. 5. (a)Temporal waveform of the cutting force measurement; and (b) 

the FFT spectrum of the cutting force measurement. 

Since the anti-aliasing filter is not applied, higher 
harmonics of the spindle rotation frequency are aliased to 
the first Nyquist zone. As such, ten peak points and their 
corresponding frequency points are recognized in Fig. 5 
(b). It can be calculated that the true frequency of each 
frequency point based on the principle of under-sampling 
spectrum aliasing. According to the index of frequency 
point, the first Nyquist zone can be divided into ten 
frequency subsets, as shown in Fig. 6. It is observed that 
the temporal waveform of each frequency subset can be 
approximated by sinusoid or cosine. The true ranges of 
each frequency subset calculated refer to(7) are listed in 
Table 1. 

TABLE I.  FREQUENCY COMPARISON  

No. 

Frequency Range and Nyquist Zone  

Frequency 

Range in 

the 

Spectrum 

(Hz) 

Nyquist 

zone 

in the 

Spectrum 

Actual 

Frequency 

Range (Hz) 

Actual 

Nyquist 

zone 

1 [0,64] 1 [2000,2046] 3 

2 [65,142] 1 [6065,6142] 7 

3 [143,270] 1 [1730,1857] 2 

4 [271,313] 1 [271,313] 1 

5 [314,350 1 [2314,2350] 3 

6 [351,520] 1 [3480,3649] 4 

7 [521,560] 1 [1440,1479] 2 

8 [561,625] 1 [561,625] 1 

9 [626,870] 1 [1130,1374] 2 
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Fig. 6. Temporal waveform of cutting force frequency subsets. 

 

Fig. 7. (a) Corrected FFT spectrum of the recovery signal; and (b) 

the temporal waveform of the recovery signal. 

Three frequency subsets (No.4,8,10) are normally 
sampled, while the others (No.1,2,3,5,6,7,9) are aliased. 
Since the actual highest frequency is 6142Hz, the first 
Nyquist frequency zone of the actual spectrum in Fig. 7 (a) 
is refactored to [0, 7000] Hz. Response exists at the 
rotation frequency and its frequency multiplier in the 
corrected spectrum. The recovery signal based on the 
corrected spectrum is plotted in Fig. 7 (b). The relative 
envelope error between the original measurement and the 
recovery signal is computed in Fig. 8. The relative 

envelope error RE is less than 4%. It indicates a high 

recovery precision. Moreover, no end sample distortions 
are found, which means that the method proposed in this 
paper has high reliability and application value in the 
actual application. 
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where, ( )envelope  is envelope function. 

 

Fig. 8. The relative envelope error between the original measurement 

and the recovery signal  

 

Fig. 9. Zoom-in plots of (a) the original measurement, (b) the 

econstructed measurement using the proposed method, and (c) 

interpolated easurement. 

For comparison, zoom-in plots of the original 
measurement and the reconstructed measurement are also 
shown in Fig. 9(a, b). These two measurements are very 
different in the waveforms. In Fig. 9(c), the interpolated 
measurement based on the traditional cubic spline 
interpolation is plotted. Although the interpolated 
measurement offers denser and smother sampling, as a 
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construction method of approximation function in time 
domain, it depends on the original measurement highly. 
When the original measurement undersampled are 
approached by cubic spline function, the function must 
follow the change trend (the main performance of different 
harmonic components in time domain) of original 
measurement without adding new physical information, 
that is, the position of effective spectrum l lines in 
frequency domain does not change. The proposed method 
was to correct the original measurement in the frequency 
domain (mainly the position of the effective spectrum l 
line), that is to rectify the internal harmonic component 
information, which will inevitably change the trend of the 
time-domain waveform. These results have verified that 
the proposed method can overcome the deficiencies of 
traditional interpolation techniques.  

IV. CONCLUSION 

In this paper, we propose a new recovery method for 
under-sampled cutting force signal measured from high-
speed machining condition monitoring. This method is 
based on the approximate sparsity of cutting force signal in 
frequency domain under the condition of constant speed. 
As a result, we can realize sparse approximation of test 
signal by sparse signal refer to approximate sparse theory 
in frequency domain. After FFT is used for the test signal, 
the spectrum sequence is divided into several continuous 
frequency subsets according to the index value of the 
frequency point with larger peak value. Combined with the 
principle of spectrum aliasing, the actual frequency range 
of subset is calculated and the corrected spectrum is 
obtained. Finally, IFFT is applied to the corrected 
spectrum to get the recovered signal. The experimental 
results show that the method has a good recovery result, 
and the relative envelope error between  the recovery 
signal and the measured signal is less than 4%. This 
method can also provide a new idea for the analysis of 
under-sampled signals. 
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Abstract—Rotating machinery is widely used in industry. 

However, it works in tough environment, which makes the fault 

features extraction difficult. In the last few years, sparse 

representation, as a kind of effective feature extraction method, 

has great promise in industrial diagnosis. As for the traditional 

sparse representation, the greedy algorithm used to update the 

sparse coefficients is prone to produce local optimal solution 

and lead to over-fitting. In addition, if the signal contains a lot 

of redundant information, the basis learned by the traditional 

method cannot well represent the fault signal. Aim at the above 

questions, a novel weak fault diagnosis method based on sparse 

representation and empirical wavelet transform (EWT) is 

proposed in this paper. Gaussian filter is exploited to process the 

signal spectral, which can make the signal spectral smooth and 

the spectrum division more precise. Next, the signal spectrum is 

divided into N parts based on EWT. Then the kurtosis is utilized 

to screen out the optimal part of spectrum, which will be 

exploited to obtain a sparse basis. The constraint with nuclear 

norm is applied to remove the redundant component of the basis. 

Finally, the LASSO with elastic net, is employed to get sparse 

signal, the envelope spectrum is used to extract fault feature. 

Experimental results show that this method is better than 

traditional sparse representation using learning dictionary. 

Keywords-Sparse representation; Empirical wavelet 

transform; LASSO with elastic net; Gaussian blur; nuclear norm. 

I .INTRODUCTION 

Rolling bearing is critical for rotating machinery, and 
40%  of machinery faults suffer from bearing damage. So 

the fault detection, isolation and identification of a rotating 
bearing are significant [1,2]. In recent years, sparse 
representation provides a new way to solve the above 
problems. The significance of sparse representation is that 
the signal can be represented in a given sparse dictionary as 
a linear combination of a small number of atoms [3-5]. The 
sparse representation method can effectively reduce the 
redundant components in the signal and extract mechanical 
weak fault features with finite data points. One problem of 

sparse representation is how to design an effective sparse 
representation basis. At present, there are some fixed basis, 
such as discrete cosine transform (DCT) basis and Gabor 
basis [3,4]. The basis can achieve good sparse effect for 
simple and stable signals, but show poor sparse 
representation effect for complex noisy signals. However, 
actual signals are diverse. Consequently, an appropriate and 
universally applicable sparse representation basis is 
particularly vital [6]. Recently, the sparse basis has gradually 
changed from fixed basis to learning basis. We update and 
construct a sparse representation basis which suitable for a 
specific signal by learning the feature information of the 
signal. Common learning algorithms of basis include the K-
singular value decomposition (K-SVD) [7] and the method 
of optimal directions (MOD) [8]. During each iteration, the 
MOD method updates the whole basis atom, which requires 
large computation, but the K-SVD algorithm only updates 
one atom. When the signal to noise ratio (SNR) is low, other 
interference components, such as noise will produce a great 
influence on the signal, which makes the basis also learn 
those components, resulting in poor sparse representation. 

The above dictionary learning methods all adopt the 
orthogonal match pursuit (OMP) algorithm [8] to update the 
sparse coefficients. This algorithm is realized by optimizing 

0l  norm, which is a nonconvex penalty. OMP algorithm is a 

greedy algorithm, which is prone to over-fitting when the 
amount of data is large. In 2010, the online dictionary 
learning (ODL) is proposed to overcome those shortcomings 
[9]. The ODL utilizes the least absolute shrinkage and 
selection operator (LASSO) method to optimize 1l  to ensure 

the sparsity of the model, instead of 0l  [9], which avoids the 

problem that the sparse representation is easy to produce 
local optimal solution. The basis updates step adopting 
gradient descent method, which makes the algorithm faster 
and easier to find the deep features of the signal.  

In order to improve the anti-noise ability of basis atoms, 
a new feature enhanced method based on the empirical 
wavelet transform (EWT) and sparse representation is * Huaqing Wang is corresponding author. (e-mail: hqwang@mail.buct.edu.cn). 
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proposed in this paper. Gaussian filter is used to process the 
signal spectrum, reducing spectrum noise while retaining 
signal characteristics. Next, the empirical wavelet transform 
is utilized to divide the frequency spectrum into different 
frequency bands.  The kurtosis value is used to select the 
optimal section, which is prepare for learn a basis. Gradient 
descent method is applied to train a basis. In the iterative 
process, the singular value of the basis matrix is processed 
by soft threshold to get a purer basis matrix. This idea comes 
from the singular value threshold (SVT) [10] and the 
updating method of ODL basis matrix. The LASSO with 
elastic net is applied to represent signal. Then the fault 
features are detected by envelope spectrum. 

The following is the structure of this paper. The second 
part is the theoretical basis, the third part introduces the 
experimental process, the fourth part is the simulation 
experiment and experimental signal verification, and the 
conclusion remarks are drawn in the fifth part. 

II. BASIC THEORY 

According to the typical sparse representation framework, 
there are two problems to be solved: 

A. Disadvantages of Traditional Sparse Representation: 

1) Sparse representation 
The sparse representation is proposed by Mallet, 

according to the theory, the signal can be represented by a 
complete basis [6]. The algorithm can be expressed as: 

2

0

1
arg min

2 F
X

Y DX

st X 

−



               (1) 

where,   is the sparsity,  
1
,

n m n

i i
Y y Y R 

=
=    is the signal 

matrix, m mD R  is the basis,  
1
,

n m n

i i
X x X R 

=
=  is the sparse 

coefficients matrix,
0

 is l0 norm, which is the sum of 

nonzero numbers of signal,
F

A  is
Htr A A（ ）  and ()tr  is 

the sum of diagonal elements of a matrix. This algorithm 
trends to occur over-fitting, which may cause the fault feature 
of the signal not to be retained. It is critical aspect in the 
sparse algorithm to select a more matched sparse coding. 

2) The construction of the basis matrix 
In traditional dictionary learning, the update of the basis 

matrix can be viewed as achieving
2

argmin
F

D

Y DX− . The 

MOD dictionary learning updates D by the least squares [8]. 
However, rotating machinery works in a complex condition, 
which will lead a lot of redundant information. For the reason, 
the traditional method is more likely to learn the false atom, 
which with useless information, and lead the failure of the 
sparse representation. Thus, how to learn the sparse basis, 
which can best match the signal, also is the key of signal 
sparse representation. 

B. The Method Proposed in This Paper: 

1) Sparse representation: 
In order to avoid the shortcomings of greedy algorithm, 

this paper chooses LASSO with elastic net to update sparse 
coefficients.  

The LASSO algorithm can be expressed as the following 
equation [9]: 

2

1
argmin

F
X

Y DX X− +            (2) 

where,
1
 is sum of absolute values, and is the threshold, 

the LASSO can be regarded as a soft threshold processing 
[9].The LASSO with elastic net used in this study can be 
described by: 

2

1

2

21

1
arg min +

1

22 F F
X

Y DX X X − +     (3) 

where,
1 and

2 are hyper-parameter,
1 controls the signal 

sparsity .This paper solves (3) by the least angle regression 
(LARS) [9].  

2) Construction of the basis matrix: 
EWT can be a powerful signal analysis method, which is 

proposed by Gills in 2013 [11]. It based on the Meyer wavelet 
to extract the signal information, EWT can be understood as 
a band pass filter group based on the frequency band, the 
fourier domain is defined in [ 0 , ], as shown in Fig 1.  

0
1n +n2 k1

12 22 2 n 12 n + 2 k

1

 

Fig. 1.Standardization of fourier spectrum  

where,
n is the intermediate value of the adjacent maximum 

value, the 2 n is transition phase. 

In order to make the spectrum segmentation more 
accurate, this paper proposed a filter method based on 
gaussian blur, which is commonly applied in the field of 
image processing to make the image smoother by blurring 
the image boundary. It can be regarded as a convolution 
process. The Gaussian filter is as follows: 

2 2 2( + ) 2

*

1

    

=
2

 i

x y

I I G

G e






 

=
         (4) 

where, I is the filtered signal,
iI is the filtered result,  G is the 

filter, is variance.   

The spectrum after gaussian blur is divided into different
N  parts by selecting the local maximum value. The 

boundary of each part is finally used for the original signal 
frequency band [11]. 

The experience wavelet is defined a band pass filter 
group [11]. The expression of Meyer wavelet is as follows: 

scaling function: 
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where, ( ) x can be expressed as the following function: 
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where, ( ) x   is a smooth function [11], which selects the 

most common functions as: 

4 2 3( ) (35 84 70 20 )x x x x x = − + −     (8) 

the low frequency information is obtained by extracting the 
convolution part of the scale function and signal, as well as 
the wavelet function and signal convolution to obtain the 
high frequency part as shown in (9) :  

^ ^ ^ ^

   (0, ) ,   ( , ) ,f fW t f W n t f  = =，      (9) 

where, (0, )fW t  is the low frequency part, ( , )fW n t is the 

high frequency part,
^

f  is the spectrum of signal. By band 

pass filtering in the frequency domain of the signal, we can 
obtain the components which contain the feature of vibration 
signal.  

The all parts contain all the information of the signal. 
Using different parts for learning, the fault information 
hidden in different frequency bands can be obtained. We can 
utilize characteristics of bearing signal to select the optimal 
part, such as kurtosis [9]. At the same time, the energy of fault 
signal in fourier spectrum is relatively concentrated. We can 
learn an optimal basis by using the optimal part. 

The basis learning is based on the following: 

  
2

argmin
F

D

Y DX−               (10) 

the sparsity coefficients X can be solved by LASSO with 
elastic net, this equation can be rewritten as: 
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where, kE is residual matrix. In order to ensure the sparsity, 

we only select the
T

kx nonzero columns in kE , which can also 

reduce useless information. The gradient descent method is 

used to decompose the kE  .The gradient descent can be 

written as follows: 

1
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D D
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= −


               (12) 

2
T

k k k F
E d x−  can be rewritten as

T

k k kE d x ,where,

* *1 1*, ,m n m T n

k k kE R d R x R   .The loss function is written 

as: 
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the partial derivative of (13) is shown in (14):  
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update kd by gradient descent: 

1 1(2 ( ) )n n n T

k k k k k kd d E d x x− −= − −      (15) 

the learning rate  is set as: 

1 1= ./2  n n T

k k k kd d x x − −
             (16) 

The learning rate is a positive number to ensure the 
convergence of the function. 

The above methods are applied to update the basis and 
get sparse coefficients. The final iteration function can be 
written as: 

1 1

  1  1

 . ./

. . /

n n n T

k k k k k k k

T n T n T T T n

k k k k k k k

d d E x d x x

x x d E d d x

− −

− −

= 

= 
     (17)  

Finally, we deal with the singular value of the basis 
matrix by soft threshold in the iterative process and retain the 
part with the maximum energy. The algorithm is equal to a 
constraint on the rank of the matrix as shown in: 

  
21

arg min ( )
2

n n nF
D D D rank D= − +       (18) 

where, rank penalty is nonconvex penalty, so we rewrite this 
function as: 

2

*

1
arg min

2
n n nF

D D D D= − +       (19) 

*
 is the nuclear norm, which is the sum of all singular 

values, and the nuclear norm is a convex constraint.  is a 



527 

 

parameter which control the rank. This algorithm selects 
large singular values to reduce atomic noise. The proximal 
operator is as follows [10]: 

[ , , ] svd( )

*max(0, )* T

n

U V D

D V I U

 =

= −
        (20) 

where, U is the right hand matrix of SVD,V is the left hand 

matrix of SVD, is the singular value. Then a pure basis can 
be obtained from the above algorithm. 

The basis matrix is updated as follows: 

Basis matrix update algorithm 

Input: initial basis D ,signal Y ,n=1, iter =20 

while the number of iterations is not reached 
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Output:D 

III. OPERATION FLOW OF THE WEAK FAULT EXTRACTION 

METHOD 

In industrial production, if the bearing model is known, 
the fault frequency can be calculated by: 

01 cos
2

r

Z d
f f

D


 
= − 

 
           (21) 

where Z  is the number of roller elements,
rf  is the fault 

frequency, d is roller diameter, D is pitch diameter and is 

contact angle,
0f is the rotational frequency of shaft. 

In order to verify the superiority and effectiveness of this 
method, the simulation signals and experimental signals are 
utilized. The process of this paper is as shown in Fig. 2 
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Fig. 2. The method flowchart of this method. 

The following is the process of this method: 

(1) The frequency band is segmented by Gaussian filter and 
EWT. The Gaussian filer can avoid the abnormal points of 
spectrum, the EWT is employed to process the signal 
spectrum to get different IMF. 

(2) The information of different frequency band is extracted 
and the optimum part is selected by kurtosis. 

(3) The selected part is utilized to learn the sparse basis, 
while the sparse signal can be obtained from the original 
signal and sparse basis. 

(4) Finally, we extract features from the envelope spectrum 
of sparse signals. 

IV. APPLICATION CASES 

In the contrast test, the basis was learned by K-SVD, and 
then we use this basis to sparse represent the fault signals. 
The LASSO with elastic net is used to sparsely represent the 
fault signal. Gaussian filter variance is 1.5, the length of filter 
is 500.  

  ( ) ( )2 2sin 2 1nf t

ny t Ae f t v t   −  =  − +
 

    (22)  

where, A is the amplitude and   is the damping coefficient, 

nf is the natural frequency, ( )v t is the noise. The parameters 

of simulation signal are as follows: 25000 (Hz)nf =  ,

0.06 = , 3A = . The simulation time domain waveform 

and envelope spectrum are shown in Fig.3, where the fault 
frequency of the simulation signal is 100 (Hz).  

 

(a)                          (b) 

 

(c)                            (d) 

Fig.3. The simulation signal and the signal envelope spectrum. (a) The 

simulation time-domain waveform. (b) The envelope spectrum of simulation 
signal. (c) Time domain diagram of simulation signal with -3db noise added. 

(d) The envelope spectrum of noise signal. 

The frequency spectrum is divided into 30, and the 
divided frequency bands are shown in Fig.4 (a). After that, 
the EWT is used to obtain the intrinsic mode function (IMF). 
Fig.4 (b) is the kurtosis of each IMF. (c) is the time domain 
of optimal IMF, (d) is the optimal envelope spectrum of IMF. 
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(a)                          (b) 

 

(c)                          (d) 

Fig.4. Spectrum division and optimal mode selection. (a) The divided 

frequency bands. (b) The kurtosis of each IMF. (c) The time domain of 

optimal IMF. (d) The optimal IMF envelope spectrum.  

Next, we use the part with the maximum kurtosis value 
as the new signal and train a basis using the method in this 
paper. Fig.5 (a) shows the basis learned by K-SVD dictionary 
learning, Fig.5 (b) is the basis learned by this method. Among 
them, the basis learned by K-SVD dictionary has a large 
noise, and the basis learned by the method in this paper has 
an obvious impact component, where parameters are as 
follow:

1=0.1 ,
2=0.3 , 0.08 = . 

 

(a)                           (b) 

Fig.5. Basis matrix. (a) The basis learned by K-SVD dictionary learning. (b) 

The basis learned by this method.  

 

(a)                         (b) 

 

(c)                         (d) 

Fig.6. Sparse signal and sparse signal envelope spectrum. (a) Sparse signal 

obtained by K-SVD. (b) The envelope spectrum of sparse signal based on 

K-SVD. (c) Sparse signal obtained by this method. (d) The envelope 
spectrum of sparse signal based on this method. 

Next, the LASSO with elastic net is used to sparsely 
represent the original signal through the obtained basis. To 
ensure the reliability of experimental comparison, we 
adopted the sparsity of sparse signals as the discriminant 
standard.  

The rationality of the experiment can be guaranteed by 
the same sparsity. The basis learned by K-SVD is used for 
sparse representation of the original signal as shown in the 
Fig.6 (a). The fault feature can be extracted from envelope 
spectrum Fig.6 (b). The basis learned by this method is 
utilized for sparse representation effect as shown in Fig.6 (c), 
the envelope spectrum shown in (d). 

To prove the feasibility of the proposed method in 
practical engineering application, bearing with outer race 
fault is employed for feature extraction. The indentation of 
the width of 0.7 mm and the depth of 0.25 mm in the outer-
race of the bearing. The shaft speed was 1300 (rpm) and a 
larger sampling frequency is selected to obtain more 
comprehensive mechanical state information. The sampling 
frequency of the bearing experiment is 100 (kHz). The outer-
race fault frequency is 86.32 (Hz). The experimental system 
of this paper is shown in Fig. 7. The time domain waveform 
and envelope spectrum of the signal are shown in Fig.8. 

 
 (a)                          (b) 

Fig.7. Experimental system. (a) Experimental table. (b) Bearing outer-race 

fault. 

   

(a)                           (b) 

Fig.8. Outer-race bearing signal and envelope spectrum. (a) The out race 

time-domain waveform. (b) The envelope spectrum. 

   

(a)                            (b) 

Fig.9. (a) The time domain of optimal IMF. (b) The optimal IMF envelope 

spectrum. 

Acceleration sensor CH1 

Fault bearing 

Bearing outer-race fault 
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(a)                            (b) 

Fig.10. Basis matrix. (a) The basis learned by K-SVD dictionary learning. 

(b) The basis learned by this method.  

   

(a)                           (b) 

  

(c)                           (d) 

Fig.11. Sparse signal and sparse signal envelope spectrum. (a) Sparse signal 
obtained based on this K-SVD. (b) The envelope spectrum of sparse signal 

based on this K-SVD. (c) Sparse signal obtained based on this method. (d) 

The envelope spectrum of sparse signal based on this method. 

The part with the maximum kurtosis, is selected to learn 
a basis, the chosen IMF is shown in Fig.9 (a), The envelope 
spectrum of this signal is shown in Fig.9 (b).  

The basis learned by K-SVD dictionary learning and the 
basis learned by this method are shown in Fig.10. The 
obtained basis is used for sparse representation of the original 
signal, sparse signal and spectral envelope are shown in Fig. 
11. It is proved from the envelope spectrum that this method 
has better feature extraction ability than the traditional 
method.  

V. CONCLUSION 

In order to accurately extract the weak fault feature of 
rolling bearing. This paper proposes a novel weak fault 
extraction method based on sparse representation and EWT. 
gaussian filter is used to regularize the spectrum so that the 
division of fault signal spectrum division can be more 
accurate. The optimal part is selected through kurtosis and it 
is used to learned the basis matrix. Then, the original signal 
is sparsely represented by the basis matrix. Finally, the fault 
feature is extracted by envelope spectrum. Experimental 
results show that the method proposed in this paper can retain 
the feature of the original signal better than the traditional 
method. 
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Abstract—The rolling bearing is a vital part of modern 
equipment. It has great significance to effectively extract fault 
periodic pulses from bearing signals. Due to the noise mixed in 
bearing signal, the extraction of weak fault feature is facing 
difficult. For this, a new method for diagnosis of rolling 
bearing is developed in this paper, based on weighted sparsity 
norm and overlapping group sparse/shrinkage (OGS), which 
called sparsity overlapping group lasso (SOGL).The signal 
obtained from working rolling bearing is prone to be interfered 
with noise and occur coupling in time domain, so the algorithm 
processes signal in the Fourier domain, and combines with 
iterative shrinkage threshold (ISTA) and majorization–
minimization (MM) to solve the model proposed in this study. 
Because signal mixed with noise will reduce the processing 
accuracy, based on the variational mode decomposition (VMD), 
this paper derives a simple and fixed center frequency filtering 
algorithm to reduce the useless components in the signal and 
improve the effect of SOGL. The SOGL is applied to simulated 
signals and measured signals. From the experimental results, 
the weak fault periodic pulse obtained by SOGL is obviously 
prominent, and this method has better performance in feature 
extraction comparing with the method of fast Fourier 
transform and OGS (FFT-OGS). 

Keywords—overlapping group Lasso, Sparse representation, 
fast Fourier transform 

I. INTRODUCTION

The condition monitoring and diagnostic technology have 
been widely applied in the field of machinery equipment[1]. 
Vibration signals from working mechanical equipment 
contain a lot of useful information, so vibration analysis is a 
common signal processing technique. As a vital part of 
mechanical equipment, fault diagnosis is pivotal for the 
bearing. While it is running in a bad environment, the local 
defects (such as wear, pitting and so on) are prone to occur 
[2]. The machinery becomes higher complexity, thus the 
diagnostic methods based on vibration have been facing 
more and more challenge [3]. Suffering from various factors, 
the vibration signal of bearing is nonlinear, which will make 
the fault feature be submerged [4]. For bearing with weak 
fault, common signal processing methods cannot directly 
extract features from vibration signals.  

Sparse representation has been widely applied in signal 
denoising [5], which originates from atomic decomposition 
[6] and can effectively analyze the potential characteristics of

the signal. In 1993, matching pursuit (MP) [7] was presented 
to deal with sparse atomic decomposition, which finds the 
atom with the largest residual error compared to the original 
signal and calculates its corresponding sparse coefficient. 
After that, many algorithms based on MP were successively 
developed. The orthogonal matching pursuit (OMP) [8-9] 
was studied in 1993–2007, which ensures that the residual 
after each selection is orthogonal to the atom, thus speeding 
up the iteration speed. The model of the least absolute 
shrinkage and selection operator (Lasso) is proposed in 1996, 
which transforms the problem based on 0l norm into a

regularization optimization solution based on 1l  norm [10]. 

They also proved that these two sparse norms were 
equivalent under certain circumstances, and the Lasso has 
stronger feature selection ability comparing with traditional 
greedy algorithms such as MP and OMP. In 2006, Huan [11] 
proposed efficient algorithms for the extensions of Lasso 
called group Lasso, which adopts group 2l norm as

constraint and forces sparsity between groups. To date, group 
sparsity has been a hot research area in signal processing, 
machine learning. An overlapping group shrinkage (OGS) 
algorithm to process speech signal is studied in 2014[12]. 
And zhao [13] proposed an method called period group lasso 
(PGL), which sets the group periodic. The method can be 
applied to extract bearing composite fault feature.  

The above methods all process signals based on time 
domain. Due to the serious coupling between the actual 
signal impact and noise, the traditional OGL and PGL are 
difficult to effectively separate the shock information. For 
this kind of signal, it is necessary to decouple the signal in 
advance, so as to realize the separation of shock and noise. 

In this paper, an improved denoising model based on 
weighted 1l norm and OGS is studied for better extracting 

weak fault of bearing, which called sparsity overlapping 
group lasso (SOGL). The method combines with the fast 
iterative shrinkage threshold (ISTA) and soft threshold 
operations(STO) for optimization of sparsity model. The 
SOGL processes signal in the Fourier domain to get denoised 
one, next the inverse Fourier transform will be used for it. 
The real part of signal is screened out and the fault type is 
judged by envelope spectrum. To improve the processing 
accuracy of this method, based on the variational mode 
decomposition (VMD), we derive a fixed center frequency 

* Guoan Yang is the corresponding author. (e-mail: yangga@mail.buct.edu.cn). 
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filtering algorithm as pre-processing, to reduce the useless 
components in the signal. 

The remainder of this paper is organized as follows: 
Section 2 briefly introduces the relevant theoretical basis and 
describes our method in details. In Section 3, we show the 
flow of this algorithm and apply the method for simulation 
signal. Some real experimental data from bearing are used to 
verify the effectiveness of the proposed method in Section 4. 
Finally, conclusions are given in Section 5. 

II. THEORETICAL BASIS

A. Sparse representation and the OGS

The sparse representation is described as:

arg min ( ) 
X

Y DX X 

where, the ( )X  is the sparse penalty term, 
1 nY R denotes 

the original signal, 
1nX R  represents the output signal. 

And the ( )X usually is 
p

p
 sparse norm or 

2
sum  sparse 

group penalty. 
The OGS can effectively detect waveform energy and 

filter out noise. The nonconvex sparsity OGS is described in 
follows: 

2

,2 2

1
arg min ( )

2
  i k

X

W X sum x 

where, ( )x represents the nonconvex sparse promoter, 

, 1[ ,... ]i k i i kx x x   ,   is sparse balance parameter, problem(2)

be solved by majorization–minimization (MM) method, the 
iteration of MM can be described as: 

1 argmin ( , )n n
x

x F x x  

where, ()F is a majorizer of () . The (3) satisfies

( , ) ( ), ( , ) ( )n n nF x x x F x x x   .The Taylor expansion of 

nonconvex constraint ( )x as follows: 
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  denotes the higher order 

infinitesimal term, v  represents the value of the last iteration, 
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The (2) can be redefined as: 
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The fixed point iteration form of this operator is as 
follows: 
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B. VMD

The model  of VMD can be described as follows,
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Where, ku and k denote the modes and their center

frequencies. 

The (7) be changed into unconstrained one by applying 

quadratic penalty parameter α and Lagrange multiplier  t , 

thus this problem can be redefined as: 
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The k-th component ku and its center frequency k are

updated by (9) 
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Where,  ˆ
ku  ,  ̂   and  f̂  denote the Fourier

transform of mode ku , Lagrange multiplier  t  and the raw

data  f t . 

C. The method proposed in this paper

1) The fixed center frequency filtering algorithm
In this paper, the input parameter K which determines the

number of decomposition modes in VMD is fixed to 1, 
which can retain the full frequency band of bearing signal 
and remove some redundant components. The quadratic 
penalty parameter α is set as 500. We set the update value of 
VMD center frequency to be fixed, which speeds up the 
iteration. The VMD becomes a Wiener filter with a fixed 
center frequency, which can effectively filter out some 
useless frequency components. 

The modal of fixed center frequency filtering algorithm 
as follows:  

 
2

2

2

2

'( ), ( ) ( ) '( )

 + ( ) '( ) + ( ), ( ) '( )

kj t
t

k

j
L f t t t f t e

t

f t f t t f t f t

  




  
     

  

 





2) The SOGL based on Fourier domain
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The ()ifft  can be seen as A , then ()fft is regarded as
HA . 

The (11) is redefined as: 

  
22

,2 12
argmin1/2 ( ) ( )   i k

x

y A x sum x D x 

The problem (12) can be solved by iterative shrinkage 
threshold (ISTA). The Taylor expansion of arbitrary function 

 f x as follows: 
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Where, ( )g x denotes the constraint, L is Lipschitz 

constant and usually less than 
2

HA A . In this paper, we 

carry out standard Fourier transform, and the value of 
Lipschitz constant is smaller than 1. 

The optimization process of (13) is as follows: 
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Similarly, there is a optimized model of (12) as: 
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Since the above formula is a convex optimization, the 
following formula can be obtained by derivation: 
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Where, ()sign is signum function, as for complex number, 

the signum function of it can be described as 
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Where, 1_prox l is the soft thresholding operation, 
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III. THE FLOW OF SOGL

Rotating machinery usually work in a noisy environment, 
this may cause some early bearing failure information to be 
submerged in noise. In this paper, an improved denoising 
model based on OGS is proposed, which called SOGL.   

A. The SOGL mthod

Fig.1 is the process of  the SOGL method, the specific
steps are listed as follows: 

(1) Get the original bearing signal. Observe the basic
information of the signal from the time domain waveform 
and spectrum. 

(2) Employ the fixed center frequency filtering algorithm
based on VMD to reduce the useless components in the 
signal. 

(3) Processes the denoised signal in Fourier domain by
the SOGL. The inverse Fourier transform is applied to signal 
obtained. 

(4) Extract the real part of the signal and the judged fault
type through envelope spectrum. 

FFT

MM

Envelope spectrum 
The improved overlapping group sparse algorithm is 

solved by MM and ISTA
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The inverse Fourier transform is 
used to reconstruct the signal 

and extract the feature

Reconstructed signal

The filtered signal

VMD

Signal acquisition

Original signal Frequency spectrum

Analyze the time domain and frequency 
spectrum of the signal
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Fig. 1. The flow diagram of the fault feature extraction method based on 
SOGL 

B. Simulation verification

Taking the characteristics of real signal into consideration,
we construct the bearing fault simulation signal which with 
gauss white noise. 

   2 2
0 sin 2 1nf t

ny y e f t n t      

Where, 0y  and nf respectively denote the amplitude of 

the signal and the natural frequency,  represents the 

damping coefficient.  

And  n t is noise. In here, the parameters are set as 

0 3y  , 15000nf   (Hz) , 0.1  . 

As for the fault characteristic frequency, it is 100Hz. 
While the sample frequency  is set as 10000 Hz, 40000 is the 
number of sampling points.  

From the Fig.2 ,we can clearly see the time domain 
waveform and envelope spectrum of the above simulation 
signal. 



533 

  (a)     (b) 

  (c)     (d) 

Fig. 2. The simulation signal and the signal envelope spectrum. (a) The 
simulation time-domain waveform. (b) The envelope spectrum of (a). (c) 
Time domain diagram of simulation signal with Gaussian noise added. (d) 
The envelope spectrum of noise signal. 

The extraction of characteristic frequency is interfered by 
some useless frequency components.  

The simulation signal is processed as follows: Firstly, the 
main parameters of filter like K and  are fixed as 1 and 500. 
Next transform the signal into frequency domain and the 
SOGL is utilized for further processing.  

Then the inverse Fourier transform is used for transform 
signal into time domain. Extract the real part of the signal 
and the judged fault type through envelope spectrum.  

  (a)      (b) 

Fig. 3. The reconstruct signal and its spectrum envelope spectrum. (a) 
Signal recovered by the method proposed in this paper. (b) The envelope 
spectrum of (a). 

The result is as Fig.3. The failure frequency is obvious. 
The SOGL which adopts weighted 1l  norm and ISTA can 

reconstruct signal well and highlight the fault characteristic 
frequency. 

IV. EXPERIMENTAL APPLICATION

Some experimental data from the bearing test bench is 
used to verify the validity and superiority of the SOGL 
algorithm. The rolling element bearing test bench is shown in 
Fig.4.  

Fig. 4. Bearing test bench 

Generally, if the bearing model and operating parameters 
are known, the failure frequency can be calculated by: 

1 cos
2

1 cos
2
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Where, the fault frequency of outer race  is represented 
by outf , the fault frequency of inner race is inf , the number of 

roller elements is denoted by Z , d is the diameter of roller, 

D  is pitch diameter,  denotes the contact angle and sf  is 

the rotor mechanical frequency. 

In this paper, two groups of bearing open data sets from 
Case Western Reserve University are selected. One group of 
data belong to the outer race fault of bearing, the other one is 
the inner race fault. The bearing model is 6205-2RS JEM 
SKF, which is a deep groove ball bearing, and the damage is 
point fault. The specific parameters of the bearing are shown 
in Table. 

TABLE I. THE SPECIFIC PARAMETERS OF THE 6205-2RS JEM SKF  

Type of fault Z d D sf

Outer race fault 9 7.94mm 39.04mm 29.17Hz 
Inner race fault 9 7.94mm 39.04mm 29.53Hz 

The fault characteristic frequency of outer race fault 
bearing and inner race fault bearing can be obtained by (20), 
which is respectively 104.6Hz, 159.9Hz.  

In addition, one group of comparative experiment was set 
up, which utilizes the method of fast Fourier transform and 
OGS (FFT-OGS). The OGS model in the FFT-OGS method 
is described in (5). 

A. Case Study for defective bearing (Outer race fault)

From the envelope spectrum of the outer race signal in
the Fig.5, we can see the rotor mechanical frequency is very 
clearly, and the useful frequency is submerged by other 
frequencies.  

For this signal, we deal with it in the fellow steps: Firstly, 
the outer race signal is processed by the fixed center 
frequency filtering algorithm. The obtained signal is used as 
the input of the next stage. The SOGL and the FFT-OGS are 
utilized for dealing with the signal in the frequency domain, 
which can reduce the noise mixed in the signal. The 
reconstruct signal is transformed into time domain. Finally, 
select the real part of the signal and diagnose fault type 
through envelope spectrum. 

  (a)       (b) 

Fig. 5.  The outer ring fault signal and its spectrum envelope spectrum. (a) 
The time-domain waveform of original signal. (b) The envelope spectrum 
of this signal. 
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    (a)      (b) 

   (c)    (d) 

Fig. 6. The reconstruct signal and its spectrum envelope spectrum. (a) 
Reconstruct signal obtained from the method proposed in this paper. (b) 
The envelope spectrum of this reconstructed signal. (c)The signal obtained 
from FFT-OGL method. (d) The envelope spectrum of (c).  

Fig.6 is the signal obtained from the method proposed in 
this paper and FFT-OGS algorithm. Comparing the results of 
the two methods, we found that the SOGL can well highlight 
the characteristic frequency and reduce the interference of 
other frequencies. However, the characteristic frequency in 
the signal which processed by the FFT-OGL method cannot 
be extracted well. The vital frequency is still submerged. 

B. Case Study for defective bearing (Inner race fault)

Firstly, we observe the basic information of the signal.
From the Fig.7, the failure frequency of 159.9Hz is not 
obvious at all, which can be regarded as a weak fault of 
rolling bearing. 

  (a)     (b) 

Fig. 7. The inner ring fault signal and its spectrum envelope spectrum. (a) 
The time-domain waveform of original signal. (b) The envelope spectrum 
of this signal. 

The inner race signal is denoised by the fixed center 
frequency filter, which is a pre-processing.  

Next the signal, which obtained from the first step, is 
respectively dealt by the SOGL and the FFT-OGS in 
frequency domain to get the new one. The noise is reduced 
largely, and the components of the new signal are more pure. 
Then the signal is transformed into time domain.  

Finally, the real part of the signal is selected. The 
envelope spectrum is utilized to observe whether the 
important frequency is included in the reconstruct signal and 
can be found out well.  

Comparing the results of envelope spectrum, the ability 
of the two methods in dealing with weak faults can be 
evaluated. 

  (a)    (b) 

  (c)      (d) 

Fig. 8. The reconstruct signal and its spectrum envelope spectrum. (a) 
Reconstruct signal obtained from the method proposed in this paper. (b) 
The envelope spectrum of this reconstructed signal. (c)The signal obtained 
from FFT-OGL method. (d) The envelope spectrum of (c).  

From the Fig. 8, the validity and superiority of the SOGL 
are more prominent. Although the FFT-OGS can reduce the 
noise, the characteristic frequency is also filtered out, which 
make the processing of signal is meaningless. For the bearing 
signal with weak fault, the purpose of signal processing is to 
highlight its characteristic frequency to help judge whether 
the fault exists and the type. As for the SOGL method 
proposed in this paper, it can highlight the vital frequency 
and reduce the interference of frequencies which occur due 
to noise. 

V. CONCLUSION

In this paper, the SOGL which combined with 1l norm 

and fixed center frequency filter is studied for early weak 
fault feature extraction of bearing. Experiments verify the 
superiority of this method. The conclusions are summarized 
as follows:  

(1) The signal obtained from working rolling bearing is
prone to be interfered with noise and occur coupling in time 
domain. Based on iterative shrinkage threshold (ISTA) and 
majorization–minimization (MM), the proposed algorithm 
processes signal in the Fourier domain to avoid the above 
problem, and can reconstruct the signal more accurately. 

(2) The proposed method is applied to simulation signals
and measured ones. From the experimental results, 
comparing with the FFT-OGS, the weak fault periodic pulse 
obtained by SOGL is obviously prominent. 
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Abstract—To address the issue of fault diagnosis of  

planetary gearboxes under imbalanced data, a novel fault 

diagnosis method based on the improved energy-based 

generative adversarial network (IEBGAN) is proposed. Firstly, 

convolutional layers are added to the energy-based generative 

adversarial network (EBGAN) discriminator, thereby 

improving the feature extraction ability. Then, the classification 

loss is introduced into the loss function of EBGAN with the 

purpose of expanding the classification function of the 

discriminator. Finally, a planetary gearbox fault diagnosis 

model with sample generation capability is established to 

achieve the Nash equilibrium by the confrontation between the 

generator and the discriminator. Experimental results illustrate 

that the proposed method can improve the accuracy of fault 

diagnosis for planetary gearboxes even under imbalanced data. 

Keywords—planetary gearboxes, fault diagnosis, imbalanced 

data, energy-based generative adversarial network 

I. INTRODUCTION  

With the advantages of compact structure, strong bearing 
capacity, smooth transmission and high efficiency, planetary 
gearboxes have become the core transmission components of 
large-scale mechanical equipment. However, the working 
conditions of these mechanical equipment are usually 
complex, and planetary gearboxes often run under dynamic 
and heavy load conditions, which lays hidden dangers for the 
faults of the key components [1]. In actual operation of 
mechanical equipment, it is easy to collect a large amount of 
monitoring data under normal conditions due to the stability 
of the planetary gearbox. In contrast, the monitoring data 
under fault conditions is hard to obtain, which leads to far 
more normal samples employed for the training of the fault 
diagnosis model than the fault samples. Under the condition 
of imbalanced data, there is much misdiagnosis for fault 
classes with fewer samples. Hence, it is significant to solve the 
issue of fault diagnosis under imbalanced data [2]. 

Generally speaking, the methods of fault diagnosis under 
imbalanced data are divided into algorithm optimization 
strategy and data synthesis strategy [3]. In the algorithm 
optimization strategy, the performance of the classifier is 
improved for the model training under imbalanced data. By 
adding weights representing the degree of imbalance in the 
loss function, Jia et al.[4] employed the deep normalized 
convolutional neural network (DNCNN) to adaptively process 
the classification of imbalanced data. To identify the fault 
classes of bearing with the imbalanced dataset, Duan et al. [5] 
introduced the binary tree to build a machine learning model 
based on the support vector data description (SVDD). Lan et 
al. [6] proposed a two-step framework to address the issue of 
imbalanced data, wherein the first step is based on weighted 
extreme learning machine (ELM) for anomaly detection, and 
the second step is based on preliminary ELM for fault 

identification. By introducing the Laplace regularization term 
into the objective function of the deep autoencoder, Zhao et al. 
[7] constructed a fault diagnosis model with good 
generalization performance to perform feature learning and 
classification on imbalanced data. Zhao et al. [8] adopted 
normalized convolutional neural networks (CNN) to eliminate 
differences in the feature distribution. However, the algorithm 
optimization strategy is mainly aiming at the data of fixed 
imbalanced ratios, and lacking adaptability to various 
imbalanced ratios. The core idea of the data synthesis strategy 
is to construct a balanced data set by adding the data to 
minority classes, thereby obtaining a better classification 
result. Mao et al. [9] utilized the principle curve method to 
extract data distribution features, and employed the synthetic 
minority oversampling technique (SMOTE) to generate a 
normal dataset. On the basis of estimation for the imbalanced 
distribution of the radial basis function, Koziarski et al. [10] 
found the region suitable for generating the data of minority 
classes. Zhu et al. [11] divided sparse samples into inland 
samples, boundary samples and minority samples according 
to the location, thereby applying corresponding data 
generation strategies. Zhang et al. [12] proposed a weighted 
minority oversampling (WMO) method to balance the data 
distribution, where a clustering algorithm is employed to 
divide the sample subspace and adaptively synthesize samples. 
To adaptively extract effective features, the autoencoder is 
improved by adding the maximum entropy and sparse penalty 
to the loss function. To solve the issue of processing 
imbalanced data, Yang et al. [13] proposed an integrated 
diagnosis scheme based on fused autoencoder (FAE), which 
uses a variable-scale resampling strategy to compensate for 
information loss and skewed distribution. According to the 
sensitivity measurement (SM) standard, Babar et al. [14] 
designed an undersampling technique by using the multi-layer 
perceptron, which can preserve the distribution of sample 
information. The data synthesis strategy provides better 
adaptability to the imbalanced ratio, but its application effect 
depends on the quality of the synthesized data. Due to the 
complex distribution features of the monitoring data, it is 
difficult for the data synthesis strategy to learn the essential 
information and generate samples with high quality.  

Generative adversarial network (GAN) is a generative 
model based on adversarial theory, which consists of a 
generator and a discriminator. The purpose of the former is to 
learn and imitate the distribution of real data, and the purpose 
of the latter is to accurately determine the data source. Both of 
them are optimized in the confrontation and eventually reach 
the Nash equilibrium. With the excellent ability in generating 
realistic appearance data, GAN has been successfully applied 
to plenty of fields. But the quality of the synthesized data is 
unstable because of the poor stability of the original GAN. 
Therefore, many researchers are devoted to improving the 
stability of the GAN model to obtain better quality synthetic 
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data. To solve the sample scarcity problem of the rolling 
bearing, Zheng et al. [15] introduced conditional GAN to 
generate multiple fault samples. Zheng [16] et al. designed a 
fault identification framework based on dual discriminator 
conditional GAN (D2CGAN), which helps to improve the 
quality of synthetic samples and avoid patterns collapse. Mao 
et al. [17] adopted GAN to supplement samples of minority 
classes, thus using the synthetic balanced data set to build a 
model based on the stacked denoising autoencoder (SDAE). 
Gao et al. [18] employed Wasserstein GAN with gradient 
penalty (WGAN-GP) to expand the fault samples of rolling 
bearings, wherein the gradient penalty term can improve the 
stability of the WGAN model. Liu et al. [19] developed a 
globally optimized GAN fault diagnosis approach for 
imbalanced data, where the DNN model is utilized as an 
additional discriminator for GAN. The main idea is alternately 
optimizing the generator and the two discriminators to 
simultaneously improve the sample generation quality of the 
GAN and the recognition ability of the model. 

To address the issue of identifying the fault classes of the 
planetary gearbox under imbalanced data, a novel diagnosis 
approach based on improved energy-based generative 
adversarial network (IEBGAN) is proposed. The main 
contributions of this paper are as follows.  

1. The EBGAN possesses the advantages of the stability 
of the adversarial training process and the diversity of 
generated samples. The convolutional layers are added to the 
autoencoder of the EBGAN discriminator to implement 
adaptive feature learning from the samples, thereby extracting 
the essential features of the samples.  

2. The multi-classification function of the discriminator is 
realized by introducing classification loss.  

3. The simulation experiments for fault diagnosis of the 
planetary gearbox are performed. Experimental results 
demonstrate that the approach can identify the fault classes of 
the planetary gearbox even under different degrees of data 
imbalances. 

The paper is organized as follows. After the introduction, 
Section II illustrates the basic concept and procedures of the 
proposed method. To verify the performance of the method 
for fault diagnosis under imbalanced data, experiments are 
conducted in Section III. The conclusions are given in the last 
Section. 

II. METHODOLOGY 

A. EBGAN Model 

To improve the stability of the GAN, Zhao et al. [20] 
introduced an energy-based model into the discriminator to 
construct the EBGAN model. In the EBGAN model, the 
discriminator is regarded as an energy function without an 
obvious probability explanation, which is a loss function that 
can be trained and optimized. The area close to the real data 
manifold is regarded as a low energy area, while the area far 
away is regarded as a high energy area. Similar to the original 
GAN, the generator will generate the minimum energy forged 
samples as much as possible  during the entire confrontation 
training process, and the discriminator will try to give the fake 
samples high energy to determine these as false. By treating 
the discriminator as an energy function, a wider network 
structure and loss function can be adopted, instead of only a 
binary classifier with logistic output. According to the theory 
of EBGAN, Zhao et al. [20] proposed an implementation 
based on the structure of the autoencoder. The autoencoder 
reconstruction error in the discriminator is used as the energy 

output, which improves the stability of the game process. The 
architecture of this EBGAN case is shown in Fig. 1, wherein 
Enc is the encoder in the discriminator, and Dec represents the 
decoder. 

 

Fig. 1. Architecture of EBGAN 

Given the positive margin m, the real sample x, the random 
noise z and generated sample G(z), the objective function of 
the discriminator is expressed as 
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where   ( )
+

=max 0, , ( )Enc represents encoding 

transformation, and ( )Dec represents decoding 

transformation. The goal is that when the input samples are 

the real sample x, the value of ( )( )Dec Enc x x−  is as 

small as possible, and when the samples are the generated 

samples, the value of ( )( )( ) ( )Dec Enc G z G z−  is as 

large as possible. 
Similar to the original GAN, the objective function of the 

generator is as 
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The goal of the generator is to make the value of 

( )( )( ) ( )Dec Enc G z G z−  as large as possible, thereby 

deceiving the discriminator. 
To ensure the diversity of the generated samples, a regular 

term is added into the objective function of the generator as 
follows. 
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where ( )( )S Enc G z=  represents the energy expression of 

the generated samples, and bs is the batch size. 

B. IEBGAN Model for Processing Imbalanced Data 

To improve the feature extraction ability, the 
convolutional layers are introduced into the discriminator. In 
the encoder structure of the discriminator, two convolutional 
layers are adopted after an input layer with N  neurons. The 

number of their convolution kernels is 32 and 16, and the size 
of the convolution kernels is 32 and 16, respectively. Relu is  
employed as the activation function of convolutional layers. 

To improve the training speed and stability of the model, 
the batch normalization (BN) processing is performed on  
convolutional layers. Its operation is to normalize the output 
of convolutional layer and use the scaling and offset to process
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Fig. 2. Structure of the improved discriminator encoding network 

the standardized amount with the purpose of enhancing the 
expressive ability. A fully connected layer with 256 neurons 
is used after the flatten layer. The structure of the improved 
discriminator encoding network is shown in Fig. 2. 

To realize the sample classification under imbalanced data, 
the classification loss is introduced into the objective function 
of EBGAN, thereby expanding the multi-classification 

function of the discriminator. The classification loss cf  can 

measure the correctness of the output class, and its expression 
is as 

( ) ( )( )log | log |cf E P C c x E P C c G z = = + =    
   (4) 

where  1,2, ,C n , n is the number of sample classes, and 

( )|P C c x=  represents the probability the sample x  belongs 

to class c. 
Therefore, the objective function of the generator becomes 

G cf f+ , and the objective function of the discriminator 

becomes D cf f+ . Finally, IEBGAN model achieves the 

sample generation and classification by adversarial training. 

C. Fault Diagnosis Process 

The process of fault diagnosis method for the planetary 
gearbox based on IEBGAN is presented in Fig. 3. The 
EBGAN model adopted in this method helps to improve the 
quality and diversity of synthetic samples and avoid mode 
collapse. Convolutional layers are introduced into the 
EBGAN discriminator to enhance its feature extraction ability. 
Furthermore, the classification loss is added into the EBGAN 
loss function to realize the multi-classification function of the 
discriminator, thereby simplifying the fault diagnosis process. 
Therefore, with a good stability, the IEBGAN model can solve 
the problem of fault class identification for planetary 
gearboxes under imbalanced data. The specific steps of the 
fault diagnosis process are as follows. 

1) Acquire vibration signals that can reflect the working 

state of the planetary gearbox. 

2) Perform fast Fourier transform (FFT) on raw  

vibration signals to obtain the spectrum sample set. 

3) Randomly divide the sample set into an imbalanced 

training sample set and a balanced test sample set. 

4) Utilize the adversarial learning of the generator and 

discriminator to fine-tune the IEBGAN model parameters 

until meeting the Nash equilibrium. 

5) Input the test sample set into the trained IEBGAN 

model to obtain the diagnosis results. 

III. EXPERIMENTS AND RESULTS 

To verify that the issue of fault diagnosis under imbalanced 
data can be addressed by the proposed method, Spectra 
Quest’s Drivetrain Diagnostics Simulator (DDS) is adopted 
for data simulation. The fault diagnosis experiments are 
performed on a computer with 8GB RAM, and the IEBGAN 
model is built by using Python in TensorFlow environment. 

A. Experiment Platform 

The planetary gearbox experiment platform which is shown in 
Fig. 4 mainly consists of variable speed driving motor, two-
stage planetary gearbox, two-stage parallel shaft gearbox, the 
programmable control panel, and the programmable magnetic 
controller. 

As the power source of the transmission system, the 
variable speed driving motor with the power of 0~2.2kW and 
the speed of 0~5000r/min is responsible for generating driving 
torque. To simulate the operating environment of planetary 

 
Fig. 3. Flow chart of the proposed fault diagnosis method 
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Fig. 4. Spectra Quest’s Drivetrain Diagnostics Simulator 

gearboxes under different working conditions, the control 
panel is used to adjust the speed, and the magnetic controller 
is adopted to adjust the load. The power transmission system 
consists of a transmission shaft, a parallel shaft gearbox and a 
planetary gearbox, which is mainly responsible for simulating 
the different fault classes of the transmission system. 

B. Dataset 

The sun gear of the planetary gear system is adopted as the 
main research object in this paper. Four typical fault classes 
are set in advance for the sun gear by wire cutting, which are 
missing tooth, cracked tooth, chipped tooth, and surface fault. 

In the experiment, three driving motor speeds (1200r/min, 
2400r/min and 3600r/min) and three load motor torques 

(0N·m, 20N·m and 40N·m) are set for the normal mode 

and the four fault modes, respectively, and nine operating 
conditions are formed by different speeds and different load 
combinations. Three piezoelectric acceleration sensors with 
model number 355B03 are selected to measure vibration 
signals at three positions on the outside, top and inside of the 
planetary gearbox. The German IMC SL-4 equipment is 
employed for data collection with the sampling frequency 
setting to 10kHz, so that the collected vibration signals contain 
10,000 continuous data sampling points. The 120 samples of 
each state mode are collected under a working condition, thus, 
the number of samples in each state mode is 1080. Therefore, 
a total of 5,400 samples are collected in the normal mode and 
four fault modes of the planetary gearbox. For each fault class 
of the sun gear, 1,000 samples are randomly obtained to 
construct the experimental dataset. In the experimental dataset, 
900 samples are randomly selected to build the training 
sample set for each fault class, and the remaining 100 samples 
are used as the test samples. 

C. Experimental Parameter Settings 

In the data preprocessing stage, FFT is performed on the 

original vibration signals to obtain the FFT spectrum signals. 

Because of carrying the valid information, the first 2000 

points of the FFT spectrum signals are utilized as the input 

data of the fault diagnosis model. 

The Adam optimizer with the learning rate of 0.001 is 

applied to the IEBGAN model, where the number of 

iterations is set to 1000. The margin distance in the loss 

function is set to 0.5. 

In the actual operation of mechanical equipment, the 

normal samples of the sun gear are usually more than the fault 

samples due to the stability of the planetary gearbox. 

Therefore, the imbalanced data is simulated by setting the 

imbalanced ratios between normal samples and fault samples, 

where 6 imbalanced ratios are set from 100:50 to 100:1. 

Samples are drawn at random according to these imbalanced 

ratios to construct 6 imbalanced training sample sets and a 

balanced test sample set. All experimental data sets include 9 

working conditions, where the setting is shown in Table I. 

D. Results and Analysis 

The accuracy of fault diagnosis is an overall evaluation of 
the performance of the classification model, which may ignore 
the diagnosis of minority class samples. To highlight the 
recognition effect, F-measure and G-mean are added for 
comprehensive evaluation in this paper. The two indicators 
can be calculated as 

TP
P

TP FP
=

+
                                   (5) 

TP
R

TP FN
=

+
                                 (6) 

F measure 2
P R

P R


− = 

+
                      (7) 

G mean
TP TN

TP FN TN FP
− = 

+ +
              (8) 

where TP is true positive, TN is true negative, FP is false 

positive, FN is false negative, P represents the precision rate, 

and R represents the recall rate. F-measure represents the 

harmonic average based on the precision and recall, and G-

mean is used to maximize the geometric average of minority 

class accuracy and majority class accuracy. Both of them with 

Table I EXPERIMENTAL SAMPLE SETS OF THE PLANETARY GEARBOX 

Dataset 

State mode 

Imbalanced ratio 
Normal Missing tooth Cracked tooth Chipped tooth Surface fault 

Training set 1 900 450 450 450 450 100:50 

Training set 2 900 180 180 180 180 100:20 

Training set 3 900 90 90 90 90 100:10 

Training set 4 900 45 45 45 45 100:5 

Training set 5 900 18 18 18 18 100:2 

Training set 6 900 9 9 9 9 100:1 

Test set 100 100 100 100 100 1:1 
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Fig. 5. F-measure of IEBGAN model under different imbalanced ratios 

 

 

Fig. 6. G-mean of IEBGAN model under different imbalanced ratios 

the range of [0,1] are evaluation indexes of the performance 
of the IEBGAN model under imbalanced data. The closeness 
of F-measure and G-mean to 1 indicates that their classifier 
has strong classification ability. F-measure and G-mean of 
IEBGAN model under different imbalanced ratios are shown 
in Fig. 5 and Fig.6, respectively.  

It can be seen that the F-measure and G-mean of IEBGAN 
under various fault classes are equal to 1 until the imbalanced 
ratio is expanded to 100:5, and the cracked tooth and chipped 
tooth are greatly affected by the imbalanced data. 

The IEBGAN model is compared with the CGAN model 
[15], D2CGAN model [16], GAN-SDAE model [17], 
WGAN-GP model [18] on fault diagnosis experiments for the 
planetary gearbox. The input data of the fault diagnosis model 
are data sets with various imbalanced ratio. The learning rate, 
batch size and number of iterations of all comparative models  
are the same as the proposed IEBGAN model. After many 
experiments, the diagnosis results of the proposed method and 
other methods for various imbalance ratios are shown in the 
Table II. 

It can be found from Table II that the classification 
accuracy of all fault diagnosis models decreases with the 
increase of the imbalanced ratio. However, until the 
imbalanced ratio rises to 100:5, the IEBGAN model still has a 
classification accuracy of 94%, but the accuracy of other 

methods has dropped significantly. When the imbalanced ratio 
rises to 100:2 and 100:1, the classification accuracy of all 
methods drops greatly and loses the classification ability. The 
diagnosis results demonstrate that the IEBGAN model can 
supplement effective samples and continuously enhance the 
classification performance under adversarial training, which 
solves the issue of insufficient fault samples to a certain extent. 

IV. CONCLUSION 

To improve the accuracy of fault class identification for 
the planetary gearbox under imbalanced data, a fault diagnosis 
method based on IEBGAN is proposed in this paper. First, the 
convolutional layers after batch normalization are added to the 
discriminator of EBGAN with the purpose of improving the 
ability of feature extraction. Then, the classification loss is 
introduced into the loss function of EBGAN, thereby realizing 
the fault class recognition function of the discriminator. 
Finally, by the confrontation training between the generator 
and the discriminator to achieve Nash equilibrium, a fault 
diagnosis model for planetary gearboxes with sample 
generation capability is established. The sun gear of the 
planetary gear is adopted as the main research object in this 
paper, and four typical fault classes are set in advance. Spectra 
Quest’s Drivetrain Diagnostics Simulator is employed to 
collect the vibration signals of the planetary gearbox to 
construct an experimental data set, and the simulation 
experiment of fault diagnosis for the planetary gearbox is 
implemented. Experimental results show that the IEBGAN 
model can enhance the identification ability for planetary 
gearboxes even under imbalanced data compared with other 
typical fault diagnosis methods, and as the potential for 
improving the reliability and maintainability of planetary 
gearboxes. 
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Abstract—Electromechanical impedance based (EMI) 

method is usually used health monitoring. This method requires 

accurately structural physical parameters and complex matrix 

operations. This paper presented an improved structural 

healthy monitoring method by using dual-piezoelectric 

transducers. The dual-piezoelectric transducers which have one 

transducer as actuator and another one as sensor were utilized 

to decouple electrical impedance of measured structure. 

Convolutional neural network (CNN) model was used to classify 

response signal from different structures with high accuracy. 

Keywords—Piezoelectric transducer, Impedance-based 

method, Convolutional neural network 

I. INTRODUCTION 

Early diagnosis identification, especially the detection and 
identification of minor faults, has an important role in the field 
of structural healthy monitoring (SHM). To detect locations 
and severity of structural damage, extensive works have been 
done  [1]. Among which EMI methods have superiorities of 
simple data acquisition, ability to present global structural 
information, and independent analytical models[3-4]. 
Furthermore, the EMI method enjoys applicability of 
structures which is not only made of metallic but also be made 
of ceramic and composite [2, 3, 5,6]. 

In a typical EMI method measuring scenario, the 
mechanical impedance of interested system couplings with 
electrical-impedance of a piece of lead zirconate titanate (PZT) 
transducer which is attached on the structure[7]. The fact has 
been demonstrated that electrical impedance frequency 
response function (FRF) shifting of PZT associate with 
changes of  properties in measuring system. Therefore, the 
electrical impedance shifting of PZT can be  utilized to 
identify properties change of system[2,3]. When a reliable 
model of structure is available, the electromechanical  
impedance/ admittance curve of  measured structure can be 
used to inverse calculate and identify the location, category 
and severity of structural faults [10]. However, this method 
requires accurately structural physical parameters and 
complex matrix manipulation. The effectiveness of fault 
diagnosis results rely on the accuracy of modeling of the 
structure under test. In addition, the noise in measurement will 
deteriorate the results of this method. 

Neural networks had been applied to the field of structural 
healthy monitoring [9][11][12]. For example, Oliveira has 
explored the effectiveness of  CNN model which was applied 
to structural healthy monitoring  in aluminum structures which 
revealed an effective pattern classification for SHM 
approaches [13].  

In this research, we utilize dual-transducers which have 
one PZT as a senor and the other one as an actuator to acquire 
structural electrical impedance. Comparing to the 
experimental model with one piece of PZT, the dual-
transducer schema can decouple structural impedance directly 
from the response of sensor PZT by introducing phase 
sensitive detection(PSD) algorithm. PSD algorithm is a kind 
of signal detection approach which can extract the amplitude 
of response signals under excitation frequencies without 
complex calculation of matrix operation. A CNN model is 
then adopted to classify response signals from different 
structures.  

The rest of this paper is organized as follows. The 
illustration of physics of the proposed schema is arranged in 
section 2. In section 3, experimental studies and analysis of 
results are presented, including description of PSD signal 
processing algorithm and discussion of classification results 
by CNN. Conclusion is given in section 4. 

II. CONFIGURATION AND MODELNG 

A. System Illustration 

 

Fig. 1. Dual-transducers EMI health monitoring system. 

To solve the problem that mechanical impedance couples 
with electrical impedance of PZT, dual-transducers scenario 
is presented in Fig. 1. Two transducers are attached on the 
surface of composite cantilever. While frequency-sweeping 
excitation voltage is applied to one of PZT transducers, 
response signals of another transducer can be utilized to 
extract FRF of cantilever beam. The tunable inductance is in 
series with sensor PZT in the circuit. Consequently, the system 
dynamics response of cantilever beam can be detected by 
measuring voltage of the second PZT directly without 
decoupling. The acquired signals can be processed by PSD 
algorithm in following steps. In next section, finite element 
method (FEM) and the underlying discussing are presented 
which can illustrate the effectiveness of proposed dual-
transducers configuration. 

B. FEM Model 

The piezoelectric composite cantilever which shown in 
Fig. 1. is discussed by a FEM model in equation (1). The *Jiawen Xu is the corresponding author. (e-mail: jiawen.xu@seu.edu.cn). 
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electromechanical coupling equations of proposed dual-
piezoelectric transducer scenario are given, 

1 2      0Q Q+ + + + =121 122Mq Cq Kq k k         (1a) 
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where, K , C  and M is the matrix of the stiffness, damping 

and mass of the cantilever system. The electromechanical 

coupling matrixes of the two PZTs are 121k  and 122k

respectively. Besides, pC  is the capacitance of the identical 

PZTs. The displacement vector of the system is expressed as 
q .  Charges on the electrodes of piezoelectric transducers are 

represented by 1Q and 2Q , respectively. L is the inductance 

load connected to the secondary transducer. 
eV  expresses 

excitation voltages applied on one of PZTs which named 
actuator PZT. In present system, the output voltages on the 
sensing PZT is calculated 
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where   is the frequency of excitations. It is obvious in 

equation (2) that the calculated impedance in transducers is 
inversely proportional to the impedance term of the cantilever, 

the
2 i − + +M C K . Besides, it indicates that the response 

signal getting from the sensing PZT only contains structural 
dynamics of the cantilever. Namely, It is successfully to 
decoupling mechanical impedance of  cantilever from the 
capacitance impedance of the piezoelectric transducer. 
Piezoelectric transducers usually contains high capacitance 
impedance. In other words, it is difficult to decouple and 
amplify the structural impedance because the capacitance 
impedance of piezoelectric transducers dominate responses. 
Hence, the structural mechanical  impedance is decoupling 
from the electrical one in the new configuration. It is possible 
to utilized this configuration in  further signal processes.  

C. Signal Processing Procedure 

 

Fig. 2. Data processing flow 

Most signal processing procedure in EMI methods health 
analyze the raw response signal from the piezoelectric 
transducer. Statistical indices such as the resonant frequencies 
shifting was further utilized to achieve damage detection. 
Consider that the measured impedance signals would be 
extremely weak which might be merged into the noises. Hence, 
the PSD method is introduced to extract the measured signal 
which can represent the mechanical impedance of 
piezoelectric composite cantilever in this paper. The 
explanation of implementing the PSD into SHM system 
configured by dual-transducer and EMI method is explained 
as following.  

The procedure of response and the excitation signal in 
PSD method processing is presented in Fig. 2. Firstly, the 
sweeping frequency sine voltage excitations are applied to the 
PZT which acts as an actuator. Because the cantilever can be 
modeled as a linear time-invariant system, response signals 
have the same frequencies as excitations. The response signal 
of the cantilever system is collected from another sensing PZT.  

Fig. 2. provides the details for the procedure of the cross-
correlation signals processing and analyzes the principle of 
noise reduction in the PSD method. The response is given 

sin( (( )) )respV A t n tt  = + +                      (3) 

where A  is amplitude of response signals getting from the 

sensing PZT,   is frequency of excitations. ( )n t  stands for 

noises and denotes the phase. In this case, multiplying ( )respV t  

by two reference signals orthogonal with each other, sin( )t  

and cos( )t , yields. 
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2 2
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where prosthaphaeresis formulas are adopted in the 
derivations of  (4). The result  is obtained that productions of 

signals yield two DC terms 
1

cos
2

A   and 
1

sin
2

A  . The two 

terms are associating with the amplitude and phase of 
responses which realize decouple mechanical impedance of 
the cantilever from the electromechanical impedance of PZT. 
Furthermore, works have done to filter the resulting signals 
after arithmetic products between  reference signals and 
amplified signals by low-pass filters respectively. The result 

is that the quadratic sum of the two DC terms, 
1

cos
2

A   and 

1
sin

2
A  , would contain the structural impedance feature 

associating with amplitude of responses at excitation 
frequency   only. 

D.  Structural Healthy Monitoring Using 1D-CNN 

 

Fig. 3. Architecture of the 1D-CNN 

CNN is a deep linear network that has achieved success in 
computer vision. One-dimensional CNN (1D-CNN) has 
shown good performance in time series processing. In this 
research, the final signal processed by PSD is a one-
dimensional signal which can present the frequency response 
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function of the system. Hence, we utilized 1D-CNN to classify 
data of different structures. 

Fig. 3. shows the architecture of the 1D-CNN adopted for 
our structural impedance signal process. Convolution neural 
network generally includes three structures: convolution layer, 
pooling layer, and full connection layer. Generally, one or 
more convolution layers will be added to form a convolution 
module. Several similar convolution modules are 
superimposed to form a deep convolution network. Finally, 
full connection layers are added to realize classification or 
regression. Different classification results correspond to 
different structural faults. 

III. RESULT AND DISCUSSION 

A. Experimental Set-up 

 

Fig. 4. Experimental configuration 

Experiments by using dual PZT patches are performed to 
validate the EMI methods in SHM. The experimental 
configuration is shown in Fig. 4. The cantilever is mounted 
onto a fixture. Dual-transducers are pasted on the two sides of 
the experimental stainless steel beam. The two identical PZTs 
are bonded on the surface of cantilever in vicinity of fixture. 
The mass block was bonded at another end of the cantilever. 
The dynamic response data of the system can be enhanced by 
a variation of the inductance of the peripheral circuit [8]. In 
the experiment, frequency sweeping sinusoidal excitations 
were applied to actuator PZT. The amplitude of excitation 
voltage is 3V. The acquisition system was developed in 
SIMULINK and obtain responses from PZT. Besides, the 
amplitude of responses extracts algorithm PSD under 
excitations was implemented in the SIMULINK. Forward 
sweeping frequency ranged from 50Hz to 2550 Hz with a step 
of 10Hz/s. 

B. Experimental Results  

In this section, we obtained responses from the various 
structural conditions to evaluate the proposed method. Besides, 
1D-CNN was utilized to classify structural conditions. A 
small mass block was attached to the cantilever. The structural 
conditions vary by different locations of the mass block. The 
mass block locates at the end of the cantilever firstly. The 
location of the mass block changes 0.5mm when moving it. 
Locations and number of samples are shown in Table I of five 
kinds of conditions. 

TABLE I.  NUMBEER OF SAMPLES 

Condition L1 L2 L3 L4 L5 

Location(mm) 0.0 0.5 1.0 1.5 2.0 

Number of 
samples 

61 66 61 61 61 

 

As shown in Fig. 5. ,responses of three cases are presented. 
It can be obtained that response signals have peaks at the 

resonant frequency. Meanwhile, the response signals of 
frequency shift between different structures. Hence, 
classification methods can be adopted to realize structure 
health monitoring.  

 

Fig. 5. Response signal with different location of mass block 

C. Classification Results 

1D-CNN was adopted to extract features of the structure. 
The input of the network is a time series of signals processed 
by PSD. The output of the network is a probability of a type 
of structural condition. The first, second, and third are 
convolutional layers which have Rectified Linear Unit (ReLU) 
as activation functions. The three convolution layers are 
composed of 16,32 and 32 filters of length 3. The last of the 
networks are fully-connected layers. The last output layer is 
fed to a softmax classification layer.  This network trains by a 
loss function of categorical cross-entropy, optimizer of Adam 
and batch size of 16. The final accuracy achieves 100%. Fig. 
6. shows the confusion matrix of training results. It can be seen 
that each structure has been distinguished. 

 

Fig. 6. Confusion matrix 

IV. CONCLUSIONS 

In conclusion, a configuration based on dual-transducer 
for structural impedance measuring was proposed in this paper. 
The conceptual illustration adopts piezoelectric cantilever 
which was modeled by FEM. Experiments have been 
fabricated with dual PZTs configuration pasted on a stainless 
steel beam. Based on the underlying model analysis and 
experimental results, it can be concluded that the impedance 
FRF of the structure can be calculated from responses of PZT 
directly by PSD method. Finally, the effectiveness of using 
1D-CNN to classify different structures experimentally. It is 
potential to apply this dual-transducer based configuration in 
SHM without knowing the exact parameters of structure.  
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Abstract—Non-contact vibration measurement based on tip 

timing has been widely used in aero-engine blade health 

monitoring. However, it is different to inspect the vibration of 

turbine blades with small size in high rotating speeds, 

temperature and pressure operation. To overcome the difficulty 

of aero-engine turbine blade measurement, firstly, the optical 

sensor with cooling channel is designed and a novel air-cooling 

method is proposed. Secondly, a disk for once-per-revolution 

(OPR) sensor placement is designed and the black paint is 

sprayed on the shaft. The OPR signal can be achieved by 

detecting the intensity change of light as the shaft rotates. 

Thirdly, the non-contact vibration measurement based on tip 

timing is conducted to monitor turbine blades, and the 

resonance frequencies, blade tip vibration amplitude and 

rotational speeds of blades are obtained. The test results show 

that the 1st bending mode resonance of the turbine blades 

occurred at about 8200r/min excited by engine order 12 and 

9100r/min excited by engine order 11. Furthermore, the 

identified vibration parameters from the test have a good match 

with the results of the numerical calculation. It demonstrates the 

promise of the proposed non-contact vibration measurement 

technique based on blade tip timing for health monitoring of 

aero-engine turbine blades. 

Keywords—aero-engine turbine blade, non-contact vibration 

measurement, tip-timing, cooling channel, once-per-revolution 

signal 

I. INTRODUCTION  

Turbine blades are increasingly confronted the operation 
condition of high temperature, high rotational speed and 
severe loading, and prone to the unexpected and catastrophic 
failure. It raises great concern with respect to safety and 
optimal outage planning and demand for enhanced Remaining 
Useful Life (RUL) estimation[1-3]. 

The traditional strain measurement method uses strain 
gage (SG) attached on the blade and requires to measure the 
dynamic strain in the operation of high temperature and speed. 
However, the survival rate of SG is usually very low under the 
high temperature air flow in engine, which causes the failure 
of SG measurement[4],[5]. Therefore, the dynamic strain 
acquisition through SG is far from ideal as their low survival 
rate and intrusive attributes for measurement. Non-contact 
measurement based on blade tip timing (BTT) has been 
developed for many decades as an attractive vibration 
monitoring technique for turbine and compressor blades. BTT 
technique makes it possible to detect the vibration state of all 

the blades on the same stage of compressor and turbine. This 
is achieved by using a set of proximity BTT probes placed 
circumferentially around the casing which can record the 
different arrival time of each passing blade resulting from 
vibration[6]. The obvious advantages of BTT are the non-
intrusive attributes and availability for online monitoring. For 
the above virtues, the non-contact vibration measurement 
based on  tip timing is regarded as the most promising 
technique to replace strain gage to monitor the health of rotor 
blades, thus preventing unexpected and catastrophic 
failures[7]. 

The non-contact vibration measurement based on tip 
timing has been widely used for rotor blades health monitoring 
and failure inspection. Du Toit[8] developed a stochastic 
hybrid blade tip timing approach to identify and classify 
turbomachine blade damage considering the measurement 
uncertainty. Mohamed[9] used a novel method for the 
determination of the change in blade tip timing probe sensing 
position due to steady movements of blades, which greatly 
improved the accuracy of vibration acquisition. Ouyang et 
al.[10] developed a method for analysing the synchronous and 
nonsynchronous vibration of blades by non-intrusive 
measurement and designed a hardware system based on blade 
tip timing technique. Liu[11],[12] detected the vibration 
characteristic of compressor blades and identify the cracking 
failure based on blade tip timing measurement. In 
aforementioned work, blade tip timing technique is usually 
applied on the compressor monitoring. However, there are still 
a few problems on the application of BTT technique on 
turbine rotor blades monitoring. First, the operating 
temperature of the turbine blades are much higher than the 
limited temperature of BTT optical sensor. Second, the 
rotational speed signal from OPR sensor as the vital part of the 
vibration analysis is hard to achieve accurately. Finally, the 
vibration magnitude of turbine blades is small, which rises the 
acquirement for the sensitivity, measurement accuracy and 
available data processing. 

In this paper, for addressing the above three key problems 
in BTT measurement, first, a cooling channel is designed on 
the optical sensor and the air cooling method is adopted to cool 
down the sensor to below 500℃. Second, the OPR signal is 
achieved through the sensor installed on a circle blisk by 
detecting the different light density within each revolution. 
Third, a novel arrangement for BTT optical sensors on the 
casing is designed to measure the weak vibration of turbine 
blades with small amplitude. Finally, the non-contact 
vibration measurement technology is performed to measure   * Baijie Qiao is the corresponding author. (e-mail: qiao1224@xjtu.edu.cn). 
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the turbine blade vibration and the key resonance parameters 
of all the blades on the same stage are obtained. The 
experimental results are compared to those by the numerical 
calculation to demonstrate the availability of the proposed 
measurement technique for aero-engine blade monitoring 
based on BTT. 

II.  THEORY OF  NON-CONTACT VIBRATION 

MEASUREMENT BASED ON BLADE TIP TIMING 

A. Basic Theory 

The principles of non-contact vibration measurement 
based on BTT are shown in Fig. 1. The BTT sensors are 
installed on the casing to record the time of arriving (TOA) of 
each passing blade. Assuming that there is no vibration when 
blades rotate, the TOA of each blade on the rotor is uniform 
and can be calculated by the rotational speed and the relative 
position on the rotor. However, when the blade vibrates, the 
deflection of blades can cause the early or late  TOA. Hence, 
the vibration can be calculated through the difference of TOA 
referring to the standard TOA without deflection in 
conjunction with the rotational speed signal from OPR sensor. 
Furthermore, the blade key parameters such as vibration 
amplitudes and frequency can be obtained by some specific 
data processing algorithms[13]. 

B. Data Processing Method 

Because of the usual high vibration frequency of blade and 
limited measurement positions for BTT sensor, the captured 
vibration signal by BTT is seriously under-sampled which 
does not satisfy the Shannon sampling theorem. Therefore, the 
traditional methods based on Fourier transformation are not 
available for BTT data. 

Single degree of freedom (SDOF) and circumferential 
Fourier fitting (CFF) are two classical methods widely used in 
BTT data analysis, which can identify the synchronous 
vibration parameters of blades from the under-sampled signal. 
The same assumption for the two methods is that the blade 
vibration has a sinusoidal form. The difference of the two 
methods is that SDOF is available for the blades in the 
acceleration or deceleration run while CFF is effective for 
signal samples at the constant rotational speed[14].  

Standard time

Arrival time

 

Fig. 1 Principle of non-contact vibration measurement system  

The principle of SDOF is that the BTT sensors detect the 
vibration in every revolution when blades rotate. As the speed 
increases or decreases, the sensors sample the discrete 
vibration data when blades pass the resonance region. All the 
data are combined to fit the blade vibration curve which 
includes the information of vibration amplitude, resonance 
speed and damping. Different curves fitted by SDOF are 
varied in vibration phase. The resonance frequency can also 
be calculated with the prior knowledge of engine order 
(EO)[15]. SDOF can be used in speed fluctuation 
measurement and usually one or two sensors can achieve the 
vibration inspection. However, SDOF is insufficient in the 
amplitude accurate identification. 

For CFF, at least three BTT sensors are needed to perform 
the measurement. Based on the least square algorithm, the 
vibration curves of blades can be fitted by using the discrete 
sampled data from all the sensors. The remarkable advantage 
of the method is the ability for couple-modes vibration 
analysis of blades with relatively high accuracy, which can 
provide abundant vibration parameters from the fitted curves 
such as amplitude, phase, damping and fitting errors. However, 
the sensor arrangement on the casing has great effect on the 
parameter identification accuracy. 

III. NON-CONTACT MEASUREMENT CONFIGURATION OF 

TURBINE BLADES 

A. Optical Sensor with Air Coolling Channel 

Non-contact vibration measurement for turbine blades is 
performed by using the optical sensor designed with one 
cooling channel, as shown in Fig. 2. The exact size and shape 
of the sensor are well designed and compact. The total length 
of the sensor is roughly 1.8m which is divided into three parts 
as the head, middle part and tail. The head is mounted on the 
casing of the turbine. The head has a special air cooling 
channel and a thermocouple. The air cooling channel is 
adopted to cool the head and the thermocouple is to measure 
the operation temperature of the head. The thermocouple is 
conducted at the end of the head while the light fiber 
transmission, light fiber receiving and air cooling by inducted 
tube are achieved at the middle part with probable length of 
3.2cm. 

 

Fig. 2 Optical sensor with air cooling channel 

B. Cooling Method of the Optical Sensor 

The maximum work temperature of the optical sensor with 
sapphire fiber is roughly 650℃ without cooling. In order to 
keep the measurement performance in the temperature range 
from 900℃ to 1200℃, the sensor must be designed by the 
suitable cooling channel. 

In general, the water and air are the most used as the 
cooling medium. As the turbine blisk is very thick and 
relatively short in axial direction, it is hard to add the water 
flowing facility. Meanwhile, it is prone to generate failure as 
the water can easily leak. Therefore, the air cooling method is 
more appropriate in practice. There are two air cooling 
patterns. The first one is to adopt air from the relative test 
equipment and the applying pressure of the air is greater than 
that of the inner flow in the turbine when the engine is 
operating. Through this pattern, the outlet air can be put into 
the inner flow channel of the turbine to cool the sensor. 
Another method is to fix the sensor installation position 
closing to the flowing air directly from the last stage of 
compressor. The maximum temperature of the air is about 500℃ 
which is capable to cool the sensor down to the promising 
temperature. In this paper, the above two methods are used 
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simultaneously to ensure the designed BTT sensors can be 
cooled to the acceptable temperature. 

C. Sensor Arrangement 

The sensor arrangement has great significance on the 
measurement accuracy of BTT system[16],[17]. For 
achieving the effective non-contact measurement, it needs one 
sensor on the chord length direction and 3~5 sensors 
circumferentially mounted on the casing. Hence, the vibration 
parameters such as resonance frequency, amplitude and speed 
can be calculated by subsequent data processing. In order to 
inspect the maximum blade deflection along circumference, 
positions near the leading or trailing edge are promising but 
also prone to miss the signal when the sensor is amounted too 
close to the edge as the axial movement occurs on the blade. 
In such a case, the BTT measurement cannot be executed 
effectively. Before the sensor arrangement performed, the 
axial movement of rotating blades should be considered. 
Provided the effective measurement of sensors, the mounted 
position should be as close as possible to the leading or trailing 
edge of the blade to capture the prominent deflection by BTT 
sensor. In this test, combining the above considerations, the 
position with 4.3mm distance closing to the leading edge is 
determined for the axial installation of BTT sensors as shown 
in Fig. 3. 

4.3mm

 

Fig. 3 Axial location of the sensors 

 

Fig. 4 Circumferential location of the sensors 

For the circumferential arrangement of BTT sensors, the 
CFF method acquires at least 3 sensors embedded on the 
casing to monitor the vibration of whole blades on the same 
stage. In this study, 5 sensors are mounted circumferentially 
on the casing for multi-EO identification and accurate 
measurement. In this test, some special positions like those for 
the oil tube installation should be excluded. Performing the 
arrangement optimization considering 8 EO, 9 EO, 10 EO, 11 
EO, 12 EO and 45 EO, the installation angles of 5 sensors are 
set as 0°, 19.5°, 129°, 174.75° and 279.25° as shown in Fig. 4. 

D. The Achivement of Once-per-revolution Speed Signa 

The accurate OPR speed signal is the foundation of the 
effective vibration recovery by non-contact measurement. In 
general, two ways can achieve the OPR speed signal. The first 
one requires a keyway on the shaft, which can be detected by 
the magneto electric tachometric transducer at each revolution. 
The another method is to make use of the optical probe sensing 
the light intensity changing provided that a black paint is 

intentionally sprayed onto the shaft. In the BTT rotor test, the 
performance of two methods is determined based on the 
structure of the engine itself. 

For the engine used in the test, it is difficult to install 
multiple fiber sensors on the casing. Moreover, the fiber is 
prone to be damaged and fail to get effective measurement. 
Therefore, a single disk is designed to rotate with the shaft and 
the magneto electric tachometric transducer is fastened on it 
to measure the OPR signal efficiently. 

IV. FINITE ELEMENT ANALYSIS 

In order to validate the test results, the finite element 
analysis is applied in ANSYS. The finite element (FE) model 
is meshed by SOLID 92 element with 10 nodes. The blade FE 
model has 425317 elements and 668785 nodes in total. 

For the numerical calculation in ANSYS, the blade FE 
model is loaded by the aerodynamic force, temperature and 
rotational speed. Different boundary condition should be 
applied on the model when various numerical calculations are 
performed. For strength analysis, the normal displacement of 
all the compressive plane of the blade tenon is constrained and 
the axial displacement of three points on the inlet edge of the 
tenon is constrained. The numerical results are obtained by the 
blade FE model. The static natural frequency of 1ST bending 
mode of the turbine blades is 1722.3Hz and the corresponding 
dynamic frequency at the maximum operation speed 
(13000r/min) is 1602.0Hz. 

V. RESULTS OF NON-CONTACT VIBRATION 

MEASUREMENT 

A. 1ST Bending Resonance of 12EO 

In the test, the engine firstly starts up to a relatively low 
speed of 6960r/min. Then the shaft ramps up to the maximum 
speed of 13000r/min with the acceleration of 25(r/min)/s. 
After staying the operation of the maximum speed for 3min, 
the engine decelerates to the stalling with the same changing 
speed. The non-contact measurement system monitors the 
turbine blades vibration and the signals sampled by optical 
sensors are pretty well. 

The results of the non-contact measurement system show 
that all the turbine blades resonate at the speed of 8500r/min 
roughly. With SDOF and CFF algorithms, the important 
vibration parameters like resonant speeds, frequencies and 
amplitudes of all the blades can be determined. The results of 
the 27th blade analyzed by SDOF and CFF are respectively 
shown in Fig. 5 and Fig. 6. 

 

Fig. 5 SDOF result of 27th blade from 1st sensor at the rotational speed of 

8043.2 r/min 
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Fig. 6 CFF result of 27th blade at the rotational speed of 8043.2 r /min 

Detailed results implying the vibration information such 
as resonant speeds, frequencies, and amplitudes of  all the 
blades are shown in Fig. 7. It is found that all the 50 turbine 
blades resonate between the speed of 8043.2r/min and 8729.4 
r/min and the resonance frequencies fluctuate between 1608.6 
Hz and 1745.9 Hz. The maximum resonant amplitude is 
118.5um. It also has a good match with the result by FE model 
analysis at 1st bending mode excited by 12EO. 

 

 

 

Fig. 7 Detail vibration parameters of all the turbine blades on the same stage 

at 12EO resonance: (a) Amplitude; (b) Revolution; (c) Frequency. 

B. 1ST Bending Resonance of 11EO 

The results of the non-contact measurement also show that 
all the turbine blades resonate at the speed of 9100r/min 
roughly. The SDOF and CFF methods are also performed for 
the data processing to identify the key vibration parameters. 
The SDOF result of the 15th blade can be seen in Fig. 8 and 
the CFF result is shown in Fig. 9. Detailed results of resonant 
speeds, frequencies, and amplitudes of  all the blades are 
shown in Fig. 10. All the results demonstrate that all the 50 

turbine blades resonate in the speed range from 8953.4r/min 
to 9137.7r/min. The vibration frequencies vary from 
1641.5Hz to 1675.2Hz. The maximum resonant amplitude is 
25.1um. The 11 EO excites the 1st bending mode resonance, 
which is highly consistent with the results calculated by blade 
FE model in ANSYS. 

In general, during the high-rotation and high-temperature 
operation, the centrifugal force increases the stiffness of the 
original blade and has a positive effect on the natural 
frequency while the accumulated thermal stress has the 
opposite effect. In the test, the above results from the non-
contact measurement show that the natural frequencies of the 
turbine blades decrease as the rotational speed increases. It 
demonstrates that the thermal stress has a greater influence on 
the stiffness of the turbine blades than the centrifugal force. 
Therefore, the natural frequencies of the turbine blades reduce 
as the stiffness decreases resulting by the accumulating 
thermal stress when blades rotate. 

For the vibration at the 11EO resonance, the amplitude 
stays on a relative low level, which affects little on the 
measurement accuracy with respect to the signal to noise ratio 
(SNR). However, for blade health monitoring and fatigue life 
evaluation, the blade resonance with small amplitude has 
trivial influence on blade operation. The resonance with 
considerable defection occurring in the operating speed 
greatly accounts on the severe failure of blades and should be 
taken great concern in the evaluation of blade high cycle 
fatigue. 

 

Fig. 8 SDOF result of 15th blade from 2th sensor at the rotational speed of 

9048.9 r/min 

 

Fig. 9 CFF result of 27th blade at the rotational speed of 9100 r/min 

(a) 

(b) 

(c) 
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Fig. 10 Detail vibration parameter of all the turbine blades on the same stage 
at 11EO resonance: (a) Amplitude; (b) Revolution; (c) Frequency. 

VI. CONCLUSION 

In this paper, the optical sensors with cooling channels 

are designed and the air cooling methods are taken which lay 

the foundation of the tip-timing signal achievement. Then the 

proposed method for getting the once-per-revolution is 

innovative and simple which plays an important part for the 

data analysis. This method can be widely used in the non-

contact vibration measurement of the aero-engine. The results 

of this paper prove that the non-contact vibration system based 

on tip-timing can be used in the turbine blades. The natural 

frequencies measured by the non-contact vibration system are 

very consistent with those of the finite element analysis 

method. It testifies that the non-contact vibration system will 

play a key role for on-line vibration measurement and analysis 

of the turbine blade. 

ACKNOWLEDGEMENT 

This work was supported by the National Natural Science 

Foundation of China (Nos. 52075414 & 51705397), National 

Science and Technology Major Project(2017-V-0009). 

REFERENCES 

[1] M. Mishra, J. Saari, D. Galar, U. Leturiondo, Hybrid models for 
rotating machinery diagnosis and prognosis estimation of remaining 
useful life. Technical Report, Luleå University of Technology, 2014. 

[2] L. Liao, F. Köttig, Review of hybrid prognostics approaches for 
remaining useful life prediction of engineered systems, and an 
application to battery lifeprediction, IEEE Trans. Reliab. 2014, pp.191-
207. 

[3] J.Z. Sikorska, M. Hodkiewicz, L. Ma, Prognostic modelling options for 
remaining useful life estimation by industry, Mech. Syst. Signal 
Process. 25 (5) (2011) 1803–1836. 

[4] G. Rigosi, G. Battiato, T.M. Berruti, Synchronous vibration parameters 
identification by tip timing measurements, Mech. Res. Commun. 79 
(2017) 7-14. 

[5] B. Salhi, J. Lardies, M. Berthillier, Identification of modal parameters 
and aeroelastic coefficients in bladed disk assemblies, Mech. Syst. 
Signal Process. 23 (6) (2009) 1894-1908. 

[6] P. Russhard, Development of a blade tip timing based engine health 
monitoring system. University of Manchester, 2010. 

[7] D.H. Diamond, P.S. Heyns, A.J. Oberholster, A comparison between 
three blade tip timing algorithms for estimating synchronous 
turbomachine bladevibration, in: In 9th WCEAM Research Papers, 
Springer, 2015, pp. 215-225. 

[8] R.G. Du Toit , D.H. Diamond, P.S. Heyns, A stochastic hybrid blade 
tip timing approach for the identification and classification of 
turbomachine blade damage, Mech. Syst. Signal Process. 121 (2019) 
389-411. 

[9] M Mohamed, B P onello, P Russhard, A novel method for the 
determination of the change in blade tip timing probe sensing position 
due to steady movements. Mech. Syst. Signal Process. 126 (2019) 686-
710. 

[10] T Ouyang, W Guo, F Duan, New method for identifying rotating blades 
synchronous vibration based on tip-timing, Journal of Vibration and 
Shock, 30 (2011) 08. (in Chinese) 

[11] M Liu, J Zhu, G Teng, Vibration measurement on compressor rotor 
blades of aero-engine based on tip- timing, Journal of Aerospace Power, 
34 (9) (2019) 1895-1904. (in Chinese) 

[12] M Liu, J Zhu, G Teng, The application of Non-contact vibration 
measurement system on the rotor blade vibration measurement of aero-
engine. Gas Turbine Experiment and Research, 28(2)(2015) 45-48. (in 
Chinese) 

[13] Z Zhong, G Teng, X Chen, G Li, Non-Contact vibration measuring 
system used for fan rotor blades. Gas Turbine Experiment and 
Research, 24(04)(2011) 44-47. (in Chinese)  

[14] C Ao, B Qiao, M Liu, Y Sun, X Chen, Dynamic strain reconstructing 
method of rotating blades based on no-contact measurement. Journal 
of Aerospace Power, 35(3)(2020) 569-580.(in Chinese) 

[15] K.K. Joung , S.C. Kang, K.S. Paeng , N.G. Park, H.J. Choi, Y.J. You, 
et al. Analysis of Vibration of the Turbine Blades Using Non-Intrusive 
Stress Measurement System, Asme Power Conference. 2006. 

[16] K. Grant, Experimental Testing of Tip-Timing Methods Used for Blade 
Vibration Measurement in the Aero-Engine, Cranfield University, 
2004. 

[17] G. Dimitriadis, I.B. Carrington, J.R. Wright, J.E. Cooper, Wright, 
Blade-tip timing measurement of synchronous vibrations of rotating 
blade assemblies, Mech. Syst. Signal Process. 16(4) (2002) 599-62.

 

(a) 

(b) 

(c) 



551 

 

Distributed Space Remote Sensing and Multi-

satellite Cooperative On-board Processing 
 

Yang Liu*  

Innovation Academy for Microsatellites 

Chinese Academy of Sciences  

Shanghai, China 

lyhit1980@163.com 

Jingli Yang 

Automatic Test and Control Institute 

Harbin Institute of Technology  

Harbin, China 

jinglidg@hit.edu.cn

Yuanyuan Dai 

Innovation Academy for Microsatellites 

Chinese Academy of Sciences  

Shanghai, China 

mirrorelf@126.com 

Longfei Tian  

Innovation Academy for Microsatellites 

Chinese Academy of Sciences  

Shanghai, China 

tianlf44@163.com 

Guohua Liu 

Innovation Academy for Microsatellites 

Chinese Academy of Sciences  

Shanghai, China 

microsatlgh@163.com 

Hua Li 

Innovation Academy for Microsatellites 

Chinese Academy of Sciences  

Shanghai, China 

lh_secm@163.com  

Abstract—To meet the needs of emergency remote sensing 

applications, an intelligent remote sensing system based on 

distributed reconfigurable satellites was established, and 

research on multi-satellite on-board data fusion and intelligent 

processing technology based on distributed reconfigurable 

spacecraft was conducted. Taking the rapid detection and 

confirmation of the ship's on-board imaging target as an 

example, the multi-satellite on-board intelligent processing 

method is described in detail. Compared with the traditional 

remote sensing on-board data method, this method has the 

advantages of high recognition rate and low false alarm rate. 

Keywords—remote sensing, distributed, reconfigurable, on-

board data fusion, on-board intelligent processing,  

I. INTRODUCTION  

With the development of aerospace technology and 
application requirements, the complexity and scale of 
individual spacecraft continue to rise, and it is inevitable to 
face launch difficulties, long development cycles, high costs, 
poor resistance to destruction, and certain specific space 
missions (such as global positioning and navigation, Ultra-
long baseline synthetic aperture, etc.) cannot be completed by 
a single spacecraft, and the development of distributed 
spacecraft systems[1-3] becomes the future trend. 

According to the single spacecraft size, distributed 
spacecraft can be roughly divided into two categories: 
module-level distribution and satellite-level distribution. 

Typical studies of module-level distributed spacecraft 
include the F6 project, SBG (space-based group) and HISat 
cell stars. The F6 plan was proposed by the United States 
Defense Advanced Research Projects Agency (DARPA), and 
its purpose is to virtually form a fully-functional large satellite 
with the functional modules of separate flight. SBG was put 
forward in 2006, the basic concepts and methods are similar 
to F6. HISat Cellstar borrows biological and engineering 
principles to achieve a low-cost, modular, and scalable 
satellite platform structure that can support various types of 
payloads. 

Satellite-level distributed spacecraft has a wide range of 
applications. In remote sensing, it can achieve a wide field of 
view, stereo detection, construct a virtual spacecraft to 
increase the focal length or expand the effective aperture 
(synthetic aperture) and other targets. Typical applications 
include A-Train (joint Detection), CANYVAL-X (using 2 

cubic stars to form a virtual telescope to observe the corona, 
similar to Simbol x, Max, etc.), TanDEM-X and TechSat-21 
(synthetic aperture radar), etc. 

II. SATELLITE CONFIGURATION 

The distributed reconfigurable space remote sensing 
system consists of 7 satellites, including a service star and 6 
unit stars, which can serve the traditional remote sensing data 
application field and meet the needs of new applications such 
as emergency remote sensing, commercial remote sensing, 
and remote sensing big data mining. The research of the 
project will promote the high-precision, intelligence, 
networking and large-scale development of the next 
generation of microsatellites. 

The system adopts an open satellite platform, which can 
achieve rapid satellite development and testing by building 
blocks. The satellite passes standard energy and mechanical 
locking interfaces and will meet different functional modules 
required by the mission, including power supply and power 
management, attitude measurement and modules such as 
control, satellite calculation and control, satellite-to-satellite 
data transmission and communication, inter-satellite data 
transmission and communication, structure and thermal 
control are assembled together. In order to ensure that the 
remaining remote sensing unit stars still have the ability to 
work collaboratively when there is a problem with the service 
star, each satellite has task planning and scheduling 
capabilities. 

 

Fig. 1.  Unit star and service star 

The main characteristics of the satellite system are as 
follows: 

• Satellite weight: no more than 15kg 

• Attitude measurement and control 

- Accuracy of three-axis attitude measurement: <10 ″ 

- Angular velocity measurement accuracy: <0.001 ° / s *Yang LIU is the corresponding author. (e-mail: lyhit1980@163.com). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 
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- Angle control accuracy: <0.02 ° 

• Intelligent payload module 

- Ground resolution: better than 4m (@ 500km) 

- GNSS orbit positioning accuracy: better than 10m 

- Width:> 16km (@ 500km) 

- Image positioning accuracy without control point: better 
than 100m 

• Multi-star system capabilities 

- Long-term continuous monitoring mode: continuous 
monitoring duration> 12min 

- Multi-star stitching imaging mode: stitching width 
100km (@ 500km) 

The satellite is modularly designed. The satellite prototype 
includes modules: intelligent payload module, structure, 
thermal control, attitude control module, integrated electronic 
module, route storage module, data communication sharing 
module, and distributed measurement and communication 
module. Different functional modules can be selected 
according to different needs. 

A. High-precision Intelligent Payload Module 

The high-precision intelligent payload module is 
composed of a visible light imaging camera, an attitude sensor, 
and a GNSS module. The visible light imaging camera is 
composed of an optical subsystem, a structural subsystem, and 
an electronics subsystem. It realizes the fusion of attitude 
determination, positioning data and payload data, and real-
time control of autonomous imaging. It has the functions of 
ground-based visible area array imaging and video imaging. 

B. Structure 

The structure includes various structural parts of satellite 
and separation mechanism. 

• Structural parts 

It is used to bear and transmit the whole star payload, 
provide support, stiffness and dimensional stability for the 
satellite and related subsystems, provide a mechanical 
interface for the installation of on-board instruments and 
equipment, and provide protection for the on-board 
instruments and equipment. 

• Separation mechanism 

It is used to support satellite, provide mechanical 
connection interfaces for satellites and launch vehicles, and 
provide mechanical interfaces for satellite ground parking and 
transshipment. 

C. Thermal Control Module 

The inside of the star adopts isothermal design. The 
satellite bread is applied in multiple layers to form a heat 
insulation barrier inside and outside the star, reducing the 
influence of external heat flow on the temperature inside the 
satellite. 

The use of multi-layer thermal insulation components and 
glass fiber reinforced plastic insulation gaskets between the 
satellite platform and the load module uses thermal control 
measures, so that the satellite platform and the load use 
independent heat dissipation channels and heat dissipation 

surfaces for independent temperature control to prevent 
mutual thermal effects. 

D. Attitude Control Module 

The attitude control module is composed of control 
components and actuators. 

The task of the attitude control module is to achieve 
satellite attitude control, to meet the requirements of pointing 
accuracy and stability during the satellite mission: to eliminate 
the attitude disturbance deviation caused by the separation of 
the satellites and launchers after entering the orbit, complete 
the initial attitude determination, and achieve the basic sun 
pointing; complete the satellite control , orient the solar panel 
to the sun to ensure the energy supply. During the normal orbit 
of the satellite, overcome the various interference torques 
received by the satellite, ensure that the satellite reaches the 
pointing accuracy and attitude stability index requirements, 
and meet the imaging attitude requirements. According to the 
task requirements, implement attitude maneuver control to 
complete the switch between different directions. 

The hardware part of the attitude control module is mainly 
composed of attitude sensor, attitude controller and actuator. 
Attitude sensor includes 1 set of fiber optic gyro component, 
1 set of three-axis magnetometer, 1 set of sun sensor 
(including 6 sun sensor probes) and 2 star sensors, mainly used 
to measure a certain reference coordinate of satellite relative 
space department of posture. The attitude controller is used in 
the on-board computer to synthesize the measurement 
information of the sensor and solve the control quantity input 
of the actuator according to the control law. The actuator 
includes 3 reaction momentum wheels, 3 magnetic torque 
devices and 1 thruster. 

E. Integrated Electronic Module (Including on Orbit 

Intelligent Processing, Computer, Power Controller):             

It realizes the intelligent processing of data in orbit, the 
primary data processing function of unit satellite, the 
information extraction strategy of service satellite for different 
application scenarios, and the multi payload data processing 
and multi-dimensional information fusion.             

The computer module realizes the satellite management, 
completes the whole satellite control, information processing, 
telemetry and remote control data receiving and sending. The 
fourth generation 65nm process of Actel is adopted. 
Smartfusion2 series on-chip system products based on flash 
architecture are used as processors, and ram, flash and other 
memory are expanded to meet the use requirements.            

The power supply module provides the required electrical 
power for the equipment on the satellite in all operation stages 
and various working conditions during the life of the satellite 
to ensure that the power supply performance meets the 
requirements. According to the functional requirements, the 
distributed satellite power module is divided into the 
following functional modules: power management control 
and distribution unit (including 1 PCDU board), battery unit 
(including 1 battery board), and solar array.             

F. Routing Module             

Route and mass storage module (including hardware of 
inter satellite route exchange module) receive, store and 
forward payload data, satellite platform engineering telemetry 
data, inter satellite link data and other application data; 
complete coding, framing and distribution according to 
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protocol requirements. Realize fast networking route and 
service data exchange and sharing between satellites.            
According to the design idea of network information 
processing platform integration, the hardware design 
considers from the aspects of saving power and reducing 
volume, and explores how to make the platform complete 
multi-star information interconnection and data sharing. The 
hardware scheme adopts ARM + FPGA platform architecture 
which is widely used at present.             

G. Data Communication and Sharing Module            

 Realize the data transmission and measurement and 
control functions between the satellite and the earth. The 
module fully inherits the existing product modularization and 
digital design ideas. It has the characteristics of low power 
consumption, small volume, light weight and perfect function. 
Data communication and sharing module mainly consists of 
antenna, RF transceiver channel, digital baseband and power 
supply. 

The satellite can complete scan and video imaging 
functions separately. Multiple satellites combine to complete 
wide splicing, continuous tracking and stereo imaging mode. 

 

Fig. 2.  wide splicing mode 

 

Fig. 3.  continuous tracking mode 

 

Fig. 4.  stereo imaging mode 

III. ON-BOARD DATA FUSION AND INTELLIGENT PROCESSING 

The automatic detection of ship targets on the sea surface 
is widely studied in the field of remote sensing application. At 
present, there has been a successful on orbit processing system. 
However, at present, the high detection rate (such as more than 

90%) is achieved at the expense of the false alarm rate index. 
In panchromatic images, broken clouds, waves, etc. are very 
easy to be detected as false alarms, so that the actual detected 
targets are often many false targets, which brings great trouble 
to the follow-up information utilization. From this point of 
view, the detection and confirmation of ship target is still a 
key issue. 

The distributed reconfigurable spacecraft adopts the 
aggregate observation mode, that is, the seven distributed 
satellites that make up the spacecraft adopt the aggregate 
formation mode to realize the cooperative observation of the 
same area at the same time. In this paper, the working mode 
of the spacecraft is defined as the simultaneous cooperative 
observation mode. For the application of sea target tracking 
and motion situation awareness, the distributed reconfigurable 
spacecraft adopts the aggregate formation mode Sequential 
observation method is adopted, that is to say, seven distributed 
satellites of the spacecraft are in series formation mode, and 
the satellites are separated by a certain distance, and the time-
sharing cooperative observation of the same area is realized 
by successively passing over the same observation area. 

The project mainly solves the problems from the following 
aspects: first, make full use of the spacecraft's ability of 
distributed multiple observation, effectively extract the space 
domain image information and time domain motion 
information of ship targets, and remove the false alarms such 
as broken clouds and broken waves that do not meet the 
constraints of space and time information. Specifically, in the 
distributed orbit processing and fusion computing framework, 
the unit star node can carry out the traditional idea of 
"replacing high false alarm with high detection rate" to ensure 
that the real ship targets are not missed and suspected ship 
targets are detected as much as possible, while the service star 
node can remove the isolated false alarm targets and the 
"exposed" false alarm targets in the space-time domain to 
improve the detection accuracy through fast association and 
fusion identification of these suspected ships, and previous 
research results have shown that through fusion it can greatly 
improve the confidence level of detected targets. Secondly, 
the ship target detection method currently applied in orbit only 
filters for large clouds, but less distinguishes between the 
details of ships, broken clouds and broken waves, strengthens 
the organization and utilization of the details, and reduces the 
ship target from a single data source by establishing more 
complex ship target identification features and the false alarm 
rate level of target detection. Thirdly, through the satellite 
ground collaborative processing service mechanism, it 
provides a priority for the detection of ship targets, and 
through the offline learning and on orbit updating and 
reconstruction on the ground, it is also a very effective 
technical way to improve the accuracy level of on orbit 
processing and fusion module. 

The technical process is shown in the figure below. It can 
be seen that the intelligent processing links distributed on the 
unit satellite include: cloud judgement [4,5], sea land 
separation [6,7], rapid detection of suspected ship target based 
on the target [8,9], target classification identification and 
target location solution. The distributed intelligent processing 
links on the service star include: target association, ship target 
determination, etc. These links in series constitute the 
technical framework of rapid detection and fusion of sea 
targets [10-13]. The subject needs to study the algorithm of 
these core links. 
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Fig. 5.Technical framework of fast detection and fusion of sea targets 

A. Cloud Judging Technology  

Cloud discrimination is one of the most important 
problems in remote sensing data processing. Because of the 
existence of cloud cover, the utilization rate of remote sensing 
data is reduced, so it is difficult to ensure the accuracy of target 
recognition and classification, sometimes even impossible to 
carry out, so it is very important to carry out cloud 
discrimination. The framework of feature extraction and 
classifier recognition is proposed for cloud identification, 
which requires not only accurate location of cloud image area, 
but also low complexity of algorithm and real-time 
performance. 

The application background of cloud judgment technology 
puts forward many special requirements for its feature 
extraction and selection             

• Due to the diversity of cloud layer and the complexity 
of surface features, it is often necessary to use a variety 
of features for joint discrimination to increase the 
separability of cloud and other surface features in the 
feature space. 

• Cloud judgment often needs to sample remote sensing 
data in order to reduce the amount of calculation, 

which requires that the features will not change due to 
the increase or decrease of image scale and meet the 
scale invariance.             

• Due to the real-time requirements, the complexity of 
feature calculation is required to be low.             

In pattern recognition system, the most commonly used 
features include both spatial and frequency domain features. 
Spatial domain features include mean value, histogram sum, 
histogram variance, texture co-occurrence matrix, histogram 
equalization, etc., while frequency domain features include 
cosine transform, fourier transform, wavelet transform, etc. 
Considering the effectiveness and real-time, the following 
four features are considered: 

Image mean value 

1 1

1
= ( , )

M N

i j

f i j
MN


= =

                (1) 

Image variance 

 ( )
2

1 1

1
= ( , )

M N

i j

f i j
MN

 
= =

−             (2) 

Image edge 

 ( )
1 1

1
= ( , ) ( 1, ) ( , ) ( , 1)

M N

d

i j

S f i j f i j f i j f i j
MN = =

− + + − +
  (3) 

Image entropy 

255

0

( ) log ( )e

m

P m P m
=

= −                (4) 

Where p (m) represents the probability that a pixel with 
gray level equal to m appears in the image block. These four 
features are calculated based on image blocks of the same 
scale. When the remote sensing data arrives, it is first sampled 
and divided into equal size image blocks, and then the four 
features are calculated as the basic decision unit to form the 
feature vector 

[ ]d ev S  =  

Then the feature vector is mapped to a point in the feature 
space as the basis of cloud image discrimination. The specific 
process of cloud judgment is as follows:             

Step1: block the acquired image to form an image block of 
equal size (n * n) as the basic decision unit.            

Step 2: four features are extracted from each image block 
unit to form a four-dimensional feature vector.            

Step 3: in the feature space, calculate the Euclidean 
distance between the feature vector and cloud ground 
clustering center.             

Step 4: take the classification of the minimum distance as 
the judgment result of whether the basic unit is cloud or 
ground object.            

Step 5: conduct connectivity analysis to remove cavities 
and outliers. 

B. Separation Technology of Land and Sea             

Due to the difference between the features and algorithms 
of sea target detection and land target detection, sea land 
separation is of great significance for the subsequent target 



555 

 

detection and recognition. Sea land separation can be realized 
by means of the longitude and latitude geographic information 
stored in the satellite, and the longitude and latitude of the 
pixel can be used to determine whether the corresponding 
pixel is land or sea area, so as to realize the sea land separation; 
it can also be realized by image processing algorithm, 
generally speaking, because the accuracy of the extrapolated 
longitude and latitude information on the satellite is not high, 
so it needs to use two methods together.            

The technology consists of three processes. Firstly, the 
coastline information provided by the marine geographic 
information database is used to realize the preliminary 
separation of the sea and land areas. Because the resolution of 
the marine geographic information database is low, it is 
necessary to combine the image features of different areas of 
the sea and land, use the image of the sea, and extract the 
multi-channel image features of the sea and land based on the 
sample learning method At last, the output of cloud judgment 
is integrated to provide reliable and effective template 
information for subsequent processing. 

C. Fast Detection Technology of Ship Target             

In view of the obvious difference between the bottom 
visual features of the ship and the sea background, the method 
of significance detection is used to determine the candidate 
target area. Because the ship targets on the sea have good 
closed contour, the module adopts a fast extraction method 
based on the target. Firstly, according to the scale of different 
ship targets, the image is zoomed to multiple different scales 
(generally 3); then, the method of convolution calculation is 
used to extract the target to speed up the detection speed; after 
convolution linear mapping, the module can get the 
discriminative characteristics of the target area and the non-
target area, the classifier of the target and the non-target can 
determine whether the window area has the "target"; through 
the non-maximum suppression, the multiple repeated targets 
of the same area can be eliminated; finally, the location and 
size of the "target" area can be obtained by reflecting the 
"target" probability map on the original image to realize the 
rapid detection of the suspected ship target area.  

D. The Technology of Ship Target Location             

The essence of ship positioning is to calculate the 
longitude and latitude of the target on the image according to 
the camera imaging parameters, camera attitude parameters, 
satellite attitude parameters, satellite orbit parameters and the 
earth elevation information.             

In satellite photogrammetry, the space position and ground 
point coordinate of satellite are usually expressed in the 
geocentric rectangular coordinate system, while the attitude 
angle of sensor is defined as the rotation angle of satellite body 
coordinate relative to its orbit plane. Due to the conversion of 
multiple spatial coordinate systems, it is very complex to 
establish a strict geometric processing model of satellite 
remote sensing image. It is inevitable to use coordinate 
conversion between multiple spatial coordinate systems, and 
the definition of conversion parameters and their 
mathematical forms will change with the different types of 
sensors.             

By defining the ground photogrammetry coordinate 
system parallel to the image space auxiliary coordinate system, 
the collinear condition equation can be directly expressed as 
the mathematical relationship between the image space 
coordinate of the image point and the photogrammetry 

coordinate of the corresponding ground point. The external 
orientation of the image is based on the photogrammetric 
coordinates. The image longitude and latitude calculation 
module calculates the geographic coordinates of the image 
point corresponding to the ground point according to the 
mathematical relationship between the spatial coordinates of 
the image point and the photogrammetric coordinates of the 
corresponding ground point.             

The calculation of longitude and latitude involves a series 
of coordinate system conversion processes: camera coordinate 
system - > satellite body coordinate system - > satellite orbit 
coordinate system - > geocentric rectangular coordinate 
system image coordinate system. Firstly, the imaging equation 
from image point to ground is established, and then the 
ellipsoid equation and elevation information of the ground are 
combined to solve the longitude and latitude of the ground 
target point corresponding to image point through iterative 
calculation.  

E. Ship target fusion Confirmation Technology             

Target fusion confirmation is to make a decision on the 
real existence of the target through the ship target detection 
results and information association results of multiple unit 
satellite sources, especially in the process of accurate situation 
awareness in the sea battlefield, it can reduce the false alarm 
and improve the confidence level of the detection results, 
which is of great significance.             

When the target fusion of multiple sources is confirmed, if 
all sources can be ensured, the framework of data fusion 
recognition between them is generally as shown in the 
following figure: 
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Fig. 6.Target recognition technology framework of multi-source image fusion 
based on deep learning 

The slice images of suspected targets provided by each 
source are identified based on the lightweight depth 
recognition neural network. The results are fused according to 
the scores of corresponding modes to get the final recognition 
results. Because of the visible light load of each unit star and 
the same imaging parameters such as orbit height and 
resolution, the lightweight depth neural network target 
recognition can be carried out in parallel on the service star. 
After processing, we can get the identification results of each 
source data, and then use the mode fusion method to achieve 
the final confirmation. 

IV. CONCLUSION 

the intelligent processing technology of on orbit data has 
very clear purpose and important research significance. The 
distributed orbit processing system takes the multi-satellite 
collaboration as the core, and transfers independent imaging 
information through the inter satellite links. The method is 
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advanced and of great application value. It can provide the 
technical foundation for the future intelligent network 
application. 
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Abstract—The gain calibration value of the standard gain 

antenna is the reference baseline of the unknown gain antenna 

measurement, which determines the accuracy of the measured 

antenna gain measurement. This paper introduces a method of 

measuring antenna gain without standard gain antenna. 

Taking horn antenna as an example, a set of antenna 

measurement system with unknown gain is established in 

microwave darkroom by using three pairs of horn antenna, 

vector network analyzer, tripod and other equipment. Taking 

one antenna as a reference, the gain values of the other two 

antennas are measured respectively, and the actual measured 

values are compared with the gain values in the antenna 

manual. The gain deviation is within a reasonable range, which 

shows that the method is reasonable and feasible when there is 

no standard gain antenna.  

Keywords: lack of, standard gain antenna, horn antenna, 

gain measurement 

I. INTRODUCTION  

Horn antennas are widely used in the field of microwave 
testing, and are often used as standard gain antennas to 
measure the index of measured antenna. The accuracy of the 
measured antenna gain index is determined by the accuracy 
of the standard gain value of the standard gain horn antenna 
[1]. However, at present, it is difficult for all domestic 
measurement agencies to ensure accurate calibration of 
standard gain antennas. If a standard gain antenna with 
calibration data from a measurement agency is imported 
from abroad, the price of the calibration data at a single 
frequency point is even higher than the antenna under test 
itself [2], very expensive, so at present most domestically use 
the theoretically calculated gain value of the standard gain 
horn antenna as its standard gain value. Although the horn 
antenna gain measurement method given in document[3] 
does not use the standard gain horn antenna, it has an ideal 
assumption when measuring the horn antenna gain, the two 
horn antenna gains are exactly the same, which is It is 
impossible to have two antennas with exactly the same gain 
index. 

The author often uses the horn antenna to perform related 
RF signal tests. In many cases, it is necessary to use the 
accurate gain value of the horn antenna at the specific 
frequency used. At this time, it is necessary to calibrate the 
gain value of the used horn antenna. And the author's unit 
does not have a standard gain antenna with calibration data 

of the measurement mechanism, so a method for measuring 
the gain of the horn antenna without a standard gain antenna 
is proposed, which are used to measure the gain index of the 
antenna with unknown gain. 

II. ANTENNA GAIN MEASUREMENT SYSTEM 

A. Theoretical Support for Antenna Gain Measurement 

For most antenna users, what is usually required is the 
antenna's far-field radiation characteristics. The antenna gain 
(without special instructions) generally refers to the antenna's 
far-field radiation gain. The far-field gain test for antennas 
theoretically requires infinite test distance, which is 
unrealistic in real life. For accurate measurement and 
operability of antenna gain, the engineering implementation 
process usually selects the appropriate test distance, which is 
generally recognized and the minimum test distance in the 
far field that is actually applied is [4-6] formula (1). 

 
2

minR 2 /D =                              (1) 

In formula (1), R represents the distance between the 
surface of two antennas, unit is meter; D is the maximum 
size of the antenna under test, which is the sum of the 
maximum size of the antenna under test and the maximum 
size of the auxiliary antenna, unit is meter; λ is the working 
wavelength of the antenna, usually the largest antenna 
operating wavelength is selected as the value, unit is meter. 

The operating frequency of antenna is 1~3GHz, So λ 
selects the wavelength when the frequency is 3GHz; the 
three horn antennas which are selected have the same size, 
the maximum size is d = 0.2712 meters, and the minimum 
test distance of this experiment can be obtained:  

( ) ( )
2 2 9 8

minR =2 d+d c f =2 0.5423 3 10 / 3 10

5.889m

    

=   (2) 

According to the microwave signal power transmission 
formula in document [4,5], the actual measurement of the 
horn antenna gain is based on this formula. 

( )( )
2

P 4r t t rD PG G =                     (3) 

Where: Pr  is the maximum receiving power of the 

receiving antenna; 

tP Input power of the transmitting antenna; 
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tG Is the gain of the transmitting antenna; 

G r Is the gain of the receiving antenna; 

D is the distance between the receiving and transmitting 
antenna ports; 

 Is the signal wavelength. 

Take the logarithm to base 10 on both sides of formula 
(3), multiply by 10 to get: 
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(5) 
f  is the signal frequency, the unit is Hz; 

 D is the distance between the transmitting and receiving 
antenna ports, the unit is meter;  

'

tG  is the gain of transmitting antenna, the unit is dBi; 

 
'

tG  is the gain of receiving antenna, the unit is dBi. 

Assume that: 

L 147.558 20log 20logD=

138.0156 20log

f f

f

= − −

−
 

L f  represents the free space loss value of different 

frequency. Through calculation and simulation, the FSL (free 
space loss) surface of microwave signal with frequency and 
distance is plotted as shown in Figure 1. From the simulation 
results, it can be seen that the FSL value of the microwave 
signal increases with the increase of the spatial distance, and 
increases with the increase of the signal frequency. 

 
Fig.1.  Space loss surface of microwave signal with different 
frequency varying with distance 

Considering comprehensively the accuracy of the 
experiment, reducing the system error, and the physical size 

of the microwave dark room, this measurement method 
measures the horizontal distance D=6 meters and 7 meters of 
the two horn antennas respectively. The gain value in the 
horn antenna factory manual is compared to verify the 
effectiveness of this method; the horn antenna is fixed with a 
tripod and the height is H = 1.5 meters; according to the 

formula L 147.558 20log 20logDf f= − − , Let D = 6/7/8 to 

obtain the free space loss value that varies with frequency 
when the distance between the antenna surface is 6/7/8 
meters. Calculate and draw the curve as shown in Figure 2: 

 
Fig. 2. The free space loss of microwave signal varies with 

frequency at distance of 6-8 meter 

B. Three Horn Antennas Measurement System  

The equipment and accessories used in the three horn 
antennas measurement system include a darkroom  of 
microwave,  Gain to be measured horn antenna A and B, a 
reference horn antenna C with unknown gain, two tripods, a 
vector network analyzer, and two 10 meters Long high-
frequency cables, several RF adapters, etc. The connection 
diagram of the experimental scene is shown in Figure 3 and 
Figure 4. 
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Fig.3. Connection block diagram of three horn antenna gain 
measurement scene (part 1) 
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Fig. 4. Connection block diagram of three horn antenna gain 
measurement scene (part 2) 

Figure 5 shows the actual measurement scenario of the 
three-horn antenna gain measurement system (Part 1). Two 
of the horn antennas used are dual-spine horn antennas with 
unknown gain. The other horn antenna has the antenna gain 
curve given in the antenna manual. The vector network 
analyzer model is keysight N9918A. 
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antenna
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Fig. 5. The measurement scene of horn antenna gain 

measurement system(part 1) 

III. METHOD OF HORN ANTENNA GAIN MEASUREMENT  

A. Zero Calibration of  The Measuring System 

Before the actual test starts, Calibration of cable and 
vector network analyzer. The working frequency range of the 
horn antenna to be tested is 1~3GHz. So set the frequency 
range of the vector network analyzer to 1~3GHz, the high-
frequency cable at the antenna port of the horn to be tested is 
directly connected with a microwave adapter, and the loss 
caused by the vector network itself and the high-frequency 
cable used is zeroed by the calibration function of the vector 
network analyzer Cal. The specific link method for zero 
calibration is shown in Figure 6. 

a b

c d

vector network 

analyzer

high-frequency cables 1
high-frequency cables 2

RF adapter

 
Fig. 6. Calibration connection diagram of vector network 
analyzer 

B. Reference Gain Measurement 

The two horn antennas with gain to be measured are 
referred to as antenna A and antenna B, and the reference 
horn antenna with unknown gain is referred to as antenna C. 
Antenna A and antenna B are in the same position, antenna 
A and antenna C, antenna B and antenna C, time-sharing test, 
establish an experimental environment according to the 
connection of scene in Figure 3, and measure the 
corresponding S21 curve, the two sets of real test results 
S21_AC and S21_BC are saved to CSV files respectively, 
which is convenient for post-processing to get the antenna 
gain, some results are shown in Table 1. 

TABLE 1  Part of S21 measured results recorded by vector 

network analyzer 

frequency(GHz) S21_AC(dB) S21_BC(dB) S21_AB(dB) 

1 -33.02443 -35.6444 -34.3829 

1.055 -33.3575 -33.4398 -33.7632 

1.11 -33.6956 -35.5616 -34.7755 

1.165 -33.2114 -34.3335 -32.0278 

1.22 -35.3633 -35.5552 -34.1547 

…
 

…
 

…
 

…
 

2.87 -33.9472 -34.9597 -34.7028 

2.925 -34.3943 -34.7166 -34.5664 

2.98 -33.8312 -35.1506 -34.5621 

3.035 -34.1228 -34.7456 -33.8041 

According to formula (5) and vector network analyzer 
test results in Table I, Draw the following conclusions: 

f 6 7 C A21_ =LS AC G G− ++、               (6) 

 f 6 7 C B21_ B =LS C G G− ++、                (7)
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In the formula, S21_AC and S21_BC are the S21 values 
tested when the distance between the two antennas is 6 

meters or 7 meters, f 6 7L − 、  is the FSL values at the 

corresponding frequency when the distance between the two 

antennas is 6 meters or 7 meters, AG , BG and CG represent 

the gain values of antennas A, B and C, respectively. 

formula (6) minus formula (7) 

A B21_ A 21_ B =S S C G GC − −     (8) 

C. Relative Gain Measurement 

Establish the experimental environment according to the 
scene connection in Fig4 and replace the position of antenna 
C in Fig3 with antenna A. The position of antenna B constant 
antenna B in Fig3. The distance between antenna A and 
antenna B is 6 meters and 7 meters. The corresponding S21 
curve is measured with a vector network analyzer, and the 
test result S21_AB is saved to a CSV file to obtain the 
relative antenna gain of antenna A and antenna B. 

According to formula (5) and vector network analyzer 
test results in Table 1, Draw the following conclusions: 

f 6 B A721_ B=LS A G G− ++、         (9) 

IV. RESULTS COMPARISON  

According to the free space loss results at the distance of 
6 meters and 7 meters in Figure 2 and formula (8) and 
formula (9), the absolute gain of the antenna A and antenna 
B to be tested can be obtained. 

( )6

A

f 7

=

21_ B 21_ 21_BC L / 2S A S A S

G

C −+ − − 、

  (10) 

( )f 6 7

=

21_ B 21_ 21_BC L / 2

B

S A S A S

G

C −− + − 、

  (11) 

According to the gain curve in the manual of the horn 
antenna, combined with the test results at two different 
distances in this actual test, the final measured gain of the 
horn antenna to be tested is compared with the gain data 
value in the antenna manual, as shown in Figure 7. 

 
Fig. 7. Comparison between the measured gain of horn 

antenna and the gain in antenna manual 

V. CONCLUSION  

In the darkroom of microwave, in the absence of a 
standard gain horn antenna, use a vector network analyzer 
and three horn antennas with unknown gains to perform 
ingenious combination tests, and the method of using the 
computer as an auxiliary tool to measure the horn antenna 
gain is reasonable and feasible. Under the conditions of the 
antenna far-field test, two distance test scenarios are selected. 
The comparison between the actual test of the unknown gain 
and the gain value given in the antenna manual is within a 
small error range. This method can provide engineering 
reference for the measurement of horn antenna gain without 
a standard gain horn antenna. 
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Abstract—Power system operation cockpit(POC) is the 

integration of operation smart system(OS2). After 7 years of 

research and application, it has been popularized in CSG. At 

the same time, the original design concept of POC has been 

landed and become an important platform in power system 

operation. Both the intension and the extension of POC has 

been enriched by the test of actual application. This paper 

focuses the framework, function and practical benefits of POC 

after a profiles of its position in OS2. This paper is a system 

application summary of POC, which is aimed at supporting the 

development of power system automatization. 

Keywords—power system operation cockpit; operation smart 

system; system structure; function design; practical benefit. 

I. INTRODUCTION  

In recent years, with the rapid development of power 
system, the interconnection of large power grids makes the 
scale of power grids increasing and the complexity of 
operation increasing day by day, which puts forward higher 
requirements for dispatching and operation command. In 
2011,in order to meet the requirements of power grid 
development, the concept of Operation Smart System (OS2) 
was put forward in Southern Power Grid, and it was 
popularized and applied in three-level dispatching agencies 
of network, province and prefecture according to the 
principle of "six unifications"[1-3]. 

Power System Operation Cockpit, as the core part of OS2 
system, is the key framework to support dispatcher 
dispatching and operation command. In the framework of 
OS2 system, document [4] presents a preliminary framework 
to implement an Operation Cockpit, including data format, 
architecture and module design of the system.On this basis, 
document [5] investigate on the key performance indicators 
(KPI) for self-healing systems and operation cockpit based 
on balanced scorecard (BSC). Documents [6] presents a 
indices-based dispatching support system which provides a 
hierarchical multi-level multi-department structure to 
combines a management-level and technical level to the 
system operators. Document [7] introduces IBM Intelligent 
Operations Centre (IOC) which includes incident 
management, integrated mapping and collaboration 
capabilities. 

As an important part of OS2, the current research on the 
operating cockpit is still focused on the functional design 
level. In fact, since the concept was put forward, cockpit 
operation in the South Network has been deeply studied and 
widely applied, solved a series of important problems in 
production and operation, and achieved remarkable 

application benefits.  

According to the above ideas, this paper will further sort 
out the functional orientation of the operating cockpit in OS2 
system architecture, introduce the frame design and system 
design of the operating cockpit in detail, and finally analyze 
its application benefits and summarize the mature experience 
of popularization and application combined with its 
application in South Network. 

II. FUNCTIONAL POSITIONING OF OPERATING COCKPIT  

A. Architecture Framework of OS2 

OS2 system of South Network will cover the four-level 
dispatching agencies of network[8-9], provinces, prefectures 
and counties, and will extend to power plants, substations, 
patrol centers, monitoring centers and other regulatory 
objects to form a unified standard and complete dispatching 
business support system. The main station system in network, 
province and prefecture is the core of OS2 system, and its 
architecture is shown in Figure 1. 
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Figure1.  Framework of master station system 

The main station system can be divided into eight 
business modules in terms of function, which are operation 
cockpit, four application centers, operation service bus, basic 
platform and mirror test and training system. The four 
application centers are intelligent data center, intelligent 
monitoring center, intelligent control center and intelligent 
management center. Under the above system, the operating 
cockpit, as the top level of the main station system, shoulders 
the responsibility of information exchange between OS2 
system and dispatching operators. 

In fact, OS2 master station system can further integrate 
the four application centers into Operation Control System 
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(OCS), Operation Management System (OMS) according to 
their relationship with operation control and production 
management. The main station architecture shown in Figure 
1 can be simplified as shown in Figure 2. The Intelligent 
Monitoring Center and Intelligent Control Center in the four 
application centers are integrated into the operation control 
system, and the Intelligent Management Center is integrated 
into the operation management system. The dispatcher 
interacts with the cockpit to grasp the operation information 
of the power grid and issue the dispatching operation control 
requirements to realize the dispatching operation 
management. 

Power System Operating Cockpit

Operation Control 

System

Operation Management 

System

Operation Service Bus

Data Center Based on Panoramic Modeling

Mirror simulation 

test system

 

Figure 2. Location of POC 

B. Dsesign Concepts and Solutions of Power System 

Operating Cockpit 

Cockpit is the center of operation control system, which 
provides a platform for centralized monitoring and operation 
for pilots. It has been widely used in spacecraft, aircraft and 
other operation control systems. 

Introducing the concept of cockpit into power system 
operation control, its starting point is to construct a 
centralized operation control platform, to order the huge 
information of power grid operation, to provide scientific and 
accurate decision-making basis for dispatchers and operators 
based on in-depth analysis, and to provide efficient and fast 
operation control means, so as to solve the following 
problems faced by the current dispatching and operation 
automation system of power system: 

1) Under the background of the expanding scale of power 
grid, the data information explosion problem faced by 
dispatching operation is becoming more and more serious. 
With the acceleration of power system construction and the 
increasing scale of power grid, unprecedented challenges 
have been brought to the data monitoring and management 
of dispatchers and operators. On the one hand, the number of 
substations, transmission lines and other equipment is 
expanding, which makes the scale of data information 
expand; on the other hand, with the increasingly complex 
operation mode of AC-DC hybrid system in South Network, 
the difficulty of operation analysis such as transient stability 
and dynamic stability is increasing. These changes make the 
dispatch operators face increasingly serious data explosion 
problem. 

2) Under the background of the continuous improvement 
of the level of power system dispatching automation system, 
information exchange between different automation systems 
is a problem. Under the background of expanding scale of 
power grid ,in order to meet the requirement of dispatching 
and operation command of power system under the 
background of expanding scale of power grid, a large 
number of technical research and tackling key problems have 
been carried out by major power grid companies in recent 

years, and many technical support systems have been 
developed and implemented, including EMS system, 
generation planning system, load forecasting system, safety 
checking system, etc. Most of the above-mentioned 
automation systems focus on one aspect of power system 
operation. The lack of effective integration and deep mining 
of a large amount of data information makes it difficult for 
dispatchers to obtain the overall picture of the power system 
through a platform, let alone to further analyze a large 
number of integrated and combed data in order to enhance 
their operational analysis and decision-making ability. 

3) Under the background of the continuous improvement 
of the lean requirements of power system operation control, 
the practical needs of efficient decision-making analysis for 
dispatchers and operators are put forward. Lean operation of 
power system requires dispatchers to have stronger operation 
control ability to ensure safe, stable and economic operation 
of power system. However, facing huge data information and 
scattered and complicated decision-making system, 
dispatchers and operators are often at a loss. 

III. KEY TECHNOLOGIES FOR OPERATING COCKPIT 

A. Technical Architecture 

As the front end of OS2 system, the operating cockpit is a 
platform connecting OS2 system and dispatching operators. 
Indicators are the core of operating cockpit in power 
system,data analysis and data mining of indexes are 
important technologies in operating cockpit. Combining the 
actual experience of OS2 system development and 
construction, the core technology system of the operating 
cockpit is shown in Figure 3, including data processing, data 
analysis and data display. 

Data 
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Data 
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Data 

display

 

Figure 3.  Indicator Processing Technology in Operating Cockpit 

B. Data Processing Technology Based on Dimensionless 

Index 

Data processing is the basic content of the technical 
framework for operating cockpit. Its purpose is to process the 
"raw" data with errors and inconsistent standards into 
"familiar" data through data screening, comparison and 
processing. 

Power system has many data sources and complex 
structure, which can be divided into 500 kV, 220 kV and 110 
kV in terms of voltage level, generation side, transmission 
side, substation side, distribution side and power side in 
terms of link, and primary and secondary information in 
terms of equipment classification. The huge and complex 
data system requires dispatchers to have a deep 
understanding of the meanings of different types of data, to 
be able to quickly identify their rationality, to determine 
whether they are within the qualified range, and to accurately 
grasp the distance from the qualified range boundary. 

With the continuous expansion of power grid scale, the 
above requirements are becoming more and more difficult 
for power system dispatchers and operators. Therefore, it has 
become the key content of data processing to dimensionless 
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multi-source data with different dimensions by means of 
non-dimensional index. 

The so-called dimensionless index refers to the 
normalization of the index values in different dimensions 
based on the analysis of the characteristics of the index 
values, so that they can be transformed into dimensionless 
data with the boundaries of 0-100, similar to the "test scores", 
so that dispatchers and operators do not need to study the 
connotation of the data, and can quickly judge the current 
operation of the power grid according to the dimensionless 
data. 

According to the actual situation of power system 
operation, the operation indexes of power system can be 
divided into three categories: maximum, minimum and 
interval. 

1）Maximum type 

The so-called maximal index refers to that if the value of 
such index is greater than a given value, it will be qualified. 
The larger the value, the better the operation of the power 
grid will be. Then its dimensionless formula can be 
expressed as follows: 
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= −
+   −                        (1) 

As shown in Formula (1), x and x  are the values of the 

index before and after dimensionless, 0x
 is the given as the 

qualified threshold and MAX  is the upper limit of the value 
of the given index. It can be seen that if the index value is 
lower than the threshold, the score will be 0, and if it is 
higher than the threshold, the score will be linearized and 
adjusted according to the value. 

2）Minimum type 

The so-called mini-index means that if the value of such 
index is less than a given value, it will be qualified. The 
smaller the value, the better the operation of the power grid 
will be. Then its dimensionless formula can be expressed as 
follows: 

0

0
0

0

0

60 40

x x

x x x
x x

x MIN




= −
+   −                             (2) 

As shown in Formula (2), x and x  are the values of the 

index before and after dimensionless, 0x
 is the given as the 

qualified threshold and MIN  is the upper limit of the value 
of the given index. It can be seen that if the index value is 
higher than the threshold, the score will be 0, and if it is 
lower than the threshold, the score will be linearized and 
adjusted according to the value. 

3）Interval type 

The so-called interval-type index means that the value of 
this kind of index is qualified in a given interval, but it is not 
qualified beyond that interval. The better the interval is, the 
better the operation of the power grid is. Then its 
dimensionless formula can be expressed as follows: 
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As shown in Formula (3), x  and x  are the values of the 

index before and after dimensionless, 2x
 and 1x  are the 

upper and lower limits of the interval, 0x
 is the optimal 

value point in the interval, satisfying 1 0 2x x x 
. It is 

stipulated that when the value of the index is 0x
, the value 

after dimensionless is 100. 

C. Data Analysis Technology with Multidimensional Index 

System as the Core 

The essence of multi-dimensional index system lies in the 
process of integrating and clustering similar indexes from 
different dimensions according to their connotative 
characteristics and extension needs. 

At present, the multi-dimensional index system of power 
system can be divided into the following dimensions: 

1) Subject dimension is based on the goal of power grid 
operation, which divides power grid operation indicators into 
four categories: safety, economy, energy saving and 
environmental protection; 

2) The spatial dimension divides the grid operation 
indexes into five categories: generation side, transmission 
side, substation side, distribution side and power side 
according to the position of the corresponding equipment in 
the production and operation of the power system; 
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Figure 4. Multidimensional Index System 

3)According to the division of business functions of 
different specialties in power system dispatching and 
operation, the operational indicators of power system are 
divided into dispatching, mode, power generation, water 
dispatching, automation, protection, communication and so 
on; 
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4) The management dimension divides the operation 
indicators into first-level indicators, second-level indicators, 
third-level indicators and basic indicators from the level of 
power system dispatching and operation management. 

The above multi-dimensional index system can be 
represented as shown in Figure 4 below. It should be noted 
that the above dimensions are more integrated clustering of 
indicators based on business needs, which means that an 
indicator may be subordinate to multiple plates at the same 
time in a certain division angle, such as in the business 
dimension, coal consumption indicators are not only 
dispatching indicators, but also generation indicators. 

D. Data Presentation Technology Based on Data 

Visualization 

The so-called data visualization refers to in-depth 
analysis of individualized characteristics of index data in the 
process of data display, and selection of visualized display 
mode based on characteristics, so that dispatching operators 
can grasp the changing rule of data more accurately and 
efficiently. 

At present, chart types commonly used in data 
visualization include graph, pie chart, waterfall chart, radar 
chart and histogram. The internal meaning of common data 
indicators in power systems and the applicable chart types 
are shown in Table 1. 

TABLEⅠ. ELECTRIC POWER SYSTEM INDICATORS AND CHART 

COMPARISON TABLES 

Data 

index 
Features 

Applicable 

charts 
Attention item 

Voltage 
eligibility 

rate 

Daily or monthly statistics, 
focusing on reflecting eligibility 

and demonstrating trends 
graph 

Need to 
increase 

eligibility line 

Frequency 
eligibility 

rate 

Daily or monthly statistics, 
focusing on reflecting eligibility 

and demonstrating trends 
histogram 

Because the 
pass rate of 
frequency is 

almost 100%, the 
bar chart is more 
suitable than the 
straight curve. 

Accuracy 
of load 

forecasting 

Daily or monthly statistics, 
focusing on reflecting eligibility 

and demonstrating trends 
graph 

Need to 
increase 

eligibility line 

Installation 
structure 

It is necessary to show the 
proportion or capacity of 

different types of power supply 
or different areas of power 

supply. 

waterfall 
chart 

Because pie 
charts are more 

suitable for 
displaying the 

proportion 
relationship, the 
total amount can 
not be displayed, 

and waterfall 
charts are more 

suitable. 

composite 
index 

Need to show coordination 
between different indices 

radar chart  

Generation 
capacity 

Demonstrate the changing 
trend and the proportion structure 

of different types of power 
supply/different groups of power 

supply 

radar chart  

Power 
supply 

Demonstrate the 
proportional structure of each 

region 
pie chart  

Electricity 
sales 

Demonstrate the 
proportional structure of each 

region 
pie chart  

Regional 
power 
supply 

The emphasis is on 
displaying the proportional 

relationship. 
pie chart  

IV. SYSTEM DEVELOPMENT OF OPERATING COCKPIT 

A. Three-tier Network-Provincial-Local Architecture 

The cockpit of power system operation needs to cover 
three-level dispatching agencies of network, provinces and 
prefectures. According to the six unified construction 
principles, the whole OS2 system needs to be connected up 
and down, and its three-tier network-provincial-territorial 
architecture is shown in Figure 5. Under this architecture, the 
three-tier main stations of network, province and region are 
arranged separately, and the data connection is realized by 
vertical OSB. The operating cockpit is developed according 
to the hierarchy. The upper dispatching agency can access 
the lower dispatching agency cockpit online through the 
vertical OSB and the horizontal OSB. 

 

Figure5.  Third-level structure diagram 

B. System Function Configuration 

According to the actual needs of power system 
dispatching and operation, the structure of the automatic 
system for operating cockpit is shown in Fig. 6. OS2 system 
data center is deployed in Secure II and Secure III. It 
integrates the data related to power system operation as data 
information support. The integrated data comes from EMS 
system, WAMS system, water dispatching system, credit 
guarantee system and so on. The main station of the 
operating cockpit is deployed in Secure II, and the required 
data are collected from the data center located in Secure II 
for statistical analysis and calculation. At the same time, 
through the forward isolation device between Secure II and 
Secure III, WEB version display server and mobile terminal 
display server for query only are set up in Secure III to meet 
the needs of mobile access analysis and computer office 
platform access analysis. 

Data 
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POC system

EMS system

Water dispatching 

system

credit guarantee system

Interface adapter
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Data 

Center 
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mobile terminal display 

server

OSB OSB
 

Figure 6.  Figure of automation system architecture 

C. system Development 

On the system development, in order to meet the 
requirements of different operating systems, the cross-
platform development technology of Java language is mainly 
used to meet the needs of different dispatching agencies at 
three levels of the South Network. 

The display interface of the two-level Network-
Provincial operation cockpit is shown in Figs. 7 and 8. 
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Figure 7. General adjustment operation cockpit 

 

Figure 8. middle run cockpit 

V OPERATION BENEFITS OF THE SYSTEM 

1) Improve the automation level of power grid 
dispatching and operation, and solve the problems of multi-
source and inconsistent data. Operating cockpit, as an 
important part of OS2 system, plays a bridge role between 
dispatching operators and automation system. Especially, 
OS2 system realizes data center, solves a series of problems 
such as multi-source and non-uniformity of data, and 
effectively improves the automation level of power grid 
dispatching and operation. 

2) Improve the analysis level of power grid dispatching 
operation command link, and provide a comprehensive and 
objective analysis basis for dispatchers. For a long time, 
dispatchers have limited a large amount of data and 
information in power grid automation system to safety type 
data, lacking of means for multi-dimensional benefit analysis 
of power grid operation economy, energy saving, 
environmental protection and so on. The multi-dimensional 
index system of operation cockpit objectively shows the 
change of multi-dimensional objectives of power grid, 
especially reveals the substitution and coordination 
characteristics of multi-dimensional objectives. As the 
decision-making basis of power grid dispatchers, 
comprehensive comparison of operation schemes plays a 
very important role in improving the comprehensive 
efficiency of power grid operation. 

3) The level of power grid dispatching operation 
management has been improved, and the benchmarking 
management among three-level dispatching agencies has 
been realized with the index as the grasp. Vertical 
management of provincial and prefectural dispatching 
agencies and business benchmarking management between 
dispatching agencies at the same level are difficult 

management problems faced by China Southern Power Grid 
and other power grid companies. The construction of 
operation cockpit solves the key problem of power grid 
operation index, divides the focus of attention of dispatching 
agencies at different levels from the management dimension, 
forms the first, second and third-level indicators, meets the 
management requirements of different dispatching agencies, 
and realizes the peer-to-peer benchmarking between 
dispatching agencies. 

In summarizing the above successful experience, we 
must also see the existing problems in the process of 
popularization and application of the operating cockpit, 
including the low actual utilization rate of the cockpit at the 
county level, and the lack of cockpit function in some areas 
due to data problems. The fundamental reason is that before 
the construction of integration, the dispatching business 
processes and data base are quite different, which makes it 
difficult for top-level design to land in the process of 
integration. For this reason, China Southern Power Grid has 
adopted a variety of technical means to solve the above 
problems. On the one hand, business process standardization, 
relying on business guidance, combing and clarifying the key 
business and function division of different specialties in 
different regions in an all-round way to ensure the 
consistency of business processes; on the other hand, 
increasing investment in basic equipment, salvaging the 
technical basis, especially for the first county with great 
differences in technical strength. Level I power supply 
enterprises should increase their business investment and 
comprehensively improve data quality. 

CONCLUSION 

It has been nearly seven years since the concept of 
operating cockpit was put forward, and it has been 
popularized and applied in three-level dispatching agencies 
of Southern Power grid, provincial and local governments. 
This paper systematically introduces the function orientation, 
key supporting technology, system development framework 
and system application benefits of the operating cockpit, and 
summarizes the outstanding functions of the operating 
cockpit in three aspects: upgrading the level of the 
dispatching and operation automation system, enhancing the 
operational command ability of the dispatching and 
operation, and enhancing the operational management 
business of the dispatching and operation. It will have a very 
important practical significance for the technical promotion 
of operating cockpit. 
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Abstract—In order to solve the power supply problem of 

the online monitoring sensor of the high-voltage transmission 

line, this paper has conducted a study on the energy 

harvesting of an open-close current transformer (CT). 

According to the principle of CT induction, the relation 

between output power and resistor is derived. The silicon steel 

was selected as magnetic core material by calculating the 

effect of air-gap size on the initial permeability of different 

core materials. And a bleeder circuit is designed to solve the 

problem of CT saturation when the primary current is large.  

In order to verify the feasibility of the derivation, several 

simulation has been performed using Saber. Finally, the 

experiment device is set up and the results showed that the 

open-close CT could stably output power of  0.5 W when 

primary current is between 18.6 and 500 A, meeting the 

demand of sensor power supply. 

Keywords—Open-close CT, magnetic core material, bleeder 

circuit, Saber simulation  

I. INTRODUCTION  

At present, many countries in the world are accelerating 
the construction of smart grid. Compared with traditional 
grid, smart grid has a large number of sensors. These sensors 
provide a wide range of real-time data, such as voltage, 
current, frequency, power quality, and temperature of 
different devices. And these data enable the staff to fully 
understand the operation status of the power grid, control 
the operation of power generation, transmission, 
distribution, etc, and comprehensively maintain the health 
and stability of the power grid [1,2]. 

The state grids have built a dense high-voltage 
transmission lines for power transmission in order to 
rationally allocate power resources. Generally, the high 
voltage transmission line has a wide distribution zone and 
remote position, which makes it difficult to obtain the 
conventional power supply for the monitoring equipment 
installed on the transmission line. Various methods of 
obtaining electrical energy appear for maintaining the 
normal operation of the sensor. The common energy 
harvesting methods of monitoring equipment for high-
voltage transmission lines are solar energy harvesting [3], 
laser power supply [4], capacitance voltage divider power 
harvesting [5], mutual inductance power supply [6-9] etc. 
Solar energy harvesting cannot be used in a large area due 
to the uncertainly of daylight hours; The laser power supply 
has a short life span, high operation and maintenance costs; 
The capacitive voltage divider power harvesting cannot 
provide enough power for the load due to its limited energy. 
Compared with these energy harvesting methods, the 
energy harvesting CT of the mutual inductance power 
supply method has the advantages of simple structure, small 

size, low cost, stability and reliability, and has been widely 
studied by many scholars in this field. 

Compared with other energy harvesting CT, open-close 
CT is convenient to disassembly and installation on the 
high-voltage transmission line. Therefore, this paper studies  
the open-close CT. Actually, there are two problems for 
energy harvesting CT [6]: (1) CT devices immersed in 
saturation when the primary current is large,   (2) CT devices 
cannot obtain enough energy to supply the load when the 
primary current is small. In this study, the output capacity 
of open-close CT at a small current on the primary side has 
been explored through the analysis on the best resistor and 
the relationship of air-gap size and magnetic core material. 
Then, a way of anti-saturation ability of open-close CT with 
large current on the primary side has been referred by 
connecting the bleeder circuit. Finally, the feasibility of the 
method is tested by simulation and experiment. 

II. PRINCIPLE AND DESIGN 

A. The Principle of CT Power Supply 

The conventional CT power supply model is shown in 
Fig. 1. i1 is the current flowing through a high-voltage 
transmission line. R is load and i2 represents the current 
flowing to the load.  

When i1 flows through transmission line, the magnetic 
core of CT generates alternating magnetic flux with the 
same frequency as the transmission line due to 
electromagnetic induction. And i2 will be generated. A 
stable output source can be obtained by processing and 
converting the voltage of R. 

i1

i2
R

CT

 

Fig. 1. CT power supply model 

Le R

I2
.

I1
.

*K

+

_

+

_

 

Fig. 2. The equivalent circuit of CT [10] 
*Yanzhen Zhao is the corresponding author.  
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Ignoring the influence of leakage inductance, coil 
resistance and core loss on the circuit, the equivalent circuit 
of the ideal current transformer is shown in Fig. 2 [10]. 

Where 𝐼1̇ represents the phasor of primary current; K is the 

current turns ratio; 𝐼�̇�  is the excitation current phasor;  𝐼2̇ 
represents the phasor of secondary current ; Le  is excitation 
inductance. The output voltage is 
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The power of load is  
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Find the derivative of power 
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The derivative is zero and P is maximized when 

 eR L=  (4) 

Substituting (4) into (3), the maximum power delivered 
to R can be obtained as follows  

 
2

Max 1P 0.5 ( )R KI=  (5) 

The resistor was set as the best resistor at this point. That 
is, connecting the best resistor needs a small primary current 
when the same power is taken. 

B. The Selection of Core Material 

Compared with the material with low initial 
permeability, the material with high initial permeability 
have the advantages of large induction value with the same 
winding number and good low frequency characteristics. Its 
drawback is easy saturation under the large primary current. 
And table 1 shows the magnetic parameters of three 
common cores materials. 

TABLE I.  THE MAGNETIC PARAMETERS OF THE THREE CORE 

MATERIALS 

Magnetic 

parameter 

Silicon 

stell 
Permalloy nanocrystalline 

Saturation 
induction density 

(Bs, T) 

2.1 0.7 1.2 

Initial 
permeability(μi) 

1500 100000 100000 

Maximum 

permeability(μm) 
40000 450000 400000 

Relative 
permeability(μr) 

7000~ 
10000 

20000~ 
200000 

1500~ 
300000 

lamination factor 0.95 0.9 0.7 

it can be seen from the table 1 that μi of permalloy and 
nanocrystalline materials is very high, which can induce a 
relatively large output power when the primary current is 
small. The lamination factor and Bs of silicon steel sheet 
material is the largest, which can enhance the effective area 
of the core and the upper limit of large current on the 

primary current respectively. The absolute smoothness of 
the cutting surface cannot be guaranteed because of the 
immature cutting process when the open-close CT core is 
cut, and the CT is cut against each other [7]. Therefore, an 
air-gap is inevitably introduced, which will lead to a 
decrease in the output power of the circuit at the same 
primary current and increase the lower limit of the primary 
current [11][12]. 

Suppose the air-gap size of open-close CT is δ. The 
relative permeability μeq of the core can be calculated by the 
following formula 

 

eq 0 r 0 0

l l  

    

−
= +  (6) 

Where, l is the length of magnetic circuit; μ0 is the 
Vacuum permeability. Simplify the equation 
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Take δ = 0.01 mm, l = 267 mm, μr = maximum  as an 
example, and substitute into Equation(7). The μeq of the 
three magnetic materials is 7275.40, 23555.46 and 24517.98 
respectively; When δ = 0.05mm, the equivalent initial 
permeability of the three magnetic materials is 3481.32, 
5201.16 and 5246.63 respectively; When δ = 0.1mm, the 
equivalent initial permeability of the three magnetic 
materials is 2107.50, 2634.84, 2646.46. As can be seen from 
the above analysis μi of nanocrystalline and permalloy is no 
longer dominant when δ exceed 0.05mm. Considering that 
nanocrystalline and permalloy cores are difficult to be made 
into open structure due to the limitation of cutting process 
in practice. And the cutting process of silicon steel sheet 
core is more mature. The [13] proves that δ introduced by 
cutting silicon steel is about 0.02 mm, and the δ introduced 
by cutting nanocrystalline is at least 0.05 mm. Therefore, 
this paper selects CT made of silicon steel for research. 

The magnetic resistance (Rm) of open-close CT is 

 

0 0
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−
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Where, S is the cross-sectional area of the CT. The 
relationship between Rm and magnetic resistance is  

 

2

2
e

m

N
L

R
=  (9) 

The best resistor value can be roughly estimated by 
calculating (4), (8) and (9). 

C. Bleeder Circuit 

The bleeder circuit can not only prevent CT saturation, 
but also stabilize the output voltage within a certain 
amplitude, which is convenient for the back circuit 
processing. At the same time, the adaptive feature of the 
bleeder circuit can reduce the ripple of filtered circuit. The 
bleeder circuit show in Fig. 3. Where, D1  is diode to prevent 
current backflow; D2 is the regulator diode; D3 is thyristor; 
C is filter capacitor. R1 is a resistor whose voltage can turn 
on  thyristor. 
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R1

D1

D3

D2

Vin Vout

RC

 

Fig. 3. The bleeder circuit 

Its working principle is as follows: When the induced 
electromotive force on the secondary side is rectified by the 
bridge rectifier circuit. C is charged, and the voltage across 
C rises; when the voltage of C rises to a certain value, D2 is 
broken down. The voltage of R1 increase until the gate 
trigger voltage of D3 is reached. Then, D3 conducts, and the 
open-close CT is shorted. C discharge supplies R, which 
lead to decrease of output voltage. When the instantaneous 
value of output voltage of bridge rectifier circuit reaches 0, 
D3 does not conduct since the anode current is less than the 
minimum value to maintain conduction. And the whole 
process repeats itself. 
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Fig. 4. The voltage relationship 

the voltage relationships between Vin, VD3 and Vout are 
shown in Fig. 4. 0~t1 is the charge and t1~ t2 is the discharge 
within a period. The effective value of the final output 
voltage is 
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III. SIMULATION AND ANALYSIS 

In this paper, the parameters of the open-close CT are 
shown in Table 2.  The magnetic core is made of silicon steel 
sheet. Considering that the general sensor power is about 
0.5W, there has loss in the DC-DC circuit. So, 0.6W is taken 
as the lower energy limit. 

TABLE II.  OPEN-CLOSE CT PARAMETER 

Core parameter value 

inner diameter（mm） 57 

external diameter（mm） 104 

turns ratio 1:200 

height（mm） 32 

air-gap size（mm） 0.01 

A. Simulation Model 

Saber simulation software is an EDA software from 
Synopsys in the United States, which is known as the 
world's most advanced system simulation software. And the 
magnet component tool (MCT) of the Saber software can 
establish accurately CT model that can precisely simulate 
the actual situation of CT and solve a series of problem 
including the design of back circuit and the choice of 
components. 

The core parameters in Table 1 and Table 2 are entered 
to build an open-close CT simulation model by using the 
MCT of the Saber software. The simulation circuit diagram 
is shown in Fig. 5: 

 

Fig. 5. Simulation model   

The Fig. 5 hasn't DC-DC circuit because the LM2576 
doesn't exist on the library of Saber and there hasn't the 
Saber model of LM2576.  

 

Fig. 6. the load output waveform when the primary current is 200 A 

Only add a load on the secondary side, set the load value 
to 1000 Ω, the size of primary current frequency is 50 Hz 
and the value is 200 A. The secondary side output voltage 
waveform diagram is displayed on Fig. 6. As can be seen 
from the figure, the output voltage waveform of the circuit 
is seriously deformed at this time, and The CT has been 
deeply saturated. 

B. Bleeder Circuit Test 

According to (4), (8) and (9), the best resistor is 
calculated to be in the range of 518~675 Ω. The resistor 
should be reduced by 0.81 times since the resistor plus the 
rectifier filter circuit is equivalent to a load [14].So, the best 
resistor should be  in the range of 632~833 Ω after adding 
the rectifier filter circuit. 
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The stabilizing voltage value of the regulator tube was 
set to 36 V and the primary current input is 17.5 A, 50 Hz. 
And the simulation model of Fig. 5 is simulated. The 
relationship between resistor and output power by changing 
the value of resistance is shown in Fig. 7. It can be seen from 
the figure that the circuit can output the maximum power 
when the resistor is about 700 Ω, which can reduces the 
lower limit of the primary current. The result is consistent 
with the previous analysis. 

 

Fig. 7. Output at different loads when primary current is 17.5 A 

The resistance is set as 1000Ω for the convenience of  
field experiment and the different primary value are inputted 
to get the output waveform of Fig. 8 and Fig. 9.  

24.8 V

 

Fig. 8. Output when primary current is 17.5 A 

As shown in Fig. 8, when the primary current is 17.5 A, 
the output power is 0.615 W, which meets the requirements 
of the circuit. According to the output waveform in Fig. 9, 
the bleeder circuit works normally when the primary current 
is high. The output of the voltage is stable at 36.9 V. And 
the output voltage's ripple of Fig. 8 and 9 isn't exceeding 
0.5%, which proves that the bleeder circuit can effectively 
decrease the ripple of output load. 

36.9 V

 

Fig. 9. Output when primary current is 500 A 

IV. THE RESULT OF EXPERIMENT 

In this experiment, the power supply generated by the 
strong current generator simulates the current of the high 
voltage transmission line. The sensors is replaced by resistor,  
and the whole experimental setup is shown in Fig. 10. First 
of all, DC-DC circuit is instead of resistor in order to verify 

the accuracy of the simulation experiment and the value of 
resistor is 985 Ω. 

Oscilloscope

Strong current 

generator

CT

DC-DC circuit

Resistor

 

Fig. 10. Experimental facility 

25.2 V

 

Fig. 11. The output voltage when the primary current is 17 A 

36.2 V

 

Fig. 12. The output voltage when the primary current is 200 A 

36.1 V

 

Fig. 13. The output voltage when the primary current is 500 A 

Connect the circuit and adjust the primary current value 
to 17A, 200A and 500A to obtain the corresponding output 
voltage image, as shown in Fig. 11, 12, and 13. The power 
of 17A at the primary side was calculated, and the power 
value was 0.645W, which was almost equaled with the 
simulation experiment. From the output images of primary  
current value 200A and 500A, the Rms of output voltage is 
almost the same.  

The DC-DC circuit built by LM2576 is selected and 
connected to the circuit. Table 3 shows the different load 
corresponding to the power. And Fig. 14 is output voltage 



571 

 

when R=49.9 Ω. Neglecting the error, it can be concluded 
that the output power of circuit is 0.5 W when the primary 
current is18.6 A. 

TABLE III.  OUTPUT VOLTAGE AND POWER AT DIFFERENT LOADS 

Resistor

（Ω） 

Primary 

current（A） 

Output voltage 

(V) 

Power 

(W) 

48.9 18.6 4.88±0.08 0.487 

49.5 18.6 4.88±0.08 0.481 

49.9 18.6 4.88±0.08 0.477 

50.7 18.6 5.00±0.04 0.493 

 

Fig. 14. The output voltage when R = 49.9 Ω 

There has difference between 18.6 A and 17 A because 
of the fact that the back circuit is equivalent to a resistor 
when the DC-DC circuit isn't added. Actually, the DC-DC 
circuit and output load equivalent to front circuit may be a 
nonlinear resistor, not a pure resistor. And this resistor and 
output load aren't equivalent. Therefore, it's normal to have 
some errors. 

TABLE IV.  OUTPUT VOLTAGE FOR DIFFERENT  PRIMARY CURRENTS 

WHEN R=49.9Ω. 

Primary current

（A） 
Output voltage(V) 

18.6 4.88±0.08 

100 4.88±0.08 

200 4.88±0.08 

500 4.88±0.08 

From the Table 4, the output voltage is changeless when 
primary current increase. That is to say, the output voltage 
of open-close CT is still steady with the increase of primary 
current. 

V. CONCLUSION 

In this paper, the energy harvesting of open-close CT is 
studied. Two problems for energy harvesting CT is solved 
through the rational collocation of external circuit, and the 
stable power output is achieved. 

1)  The best resistor is found through studying the 

equivalent circuit of CT. It can maximize the output power 

under the same conditions, which can decrease the lower 

limit of primary current. 

2)  The influence of air-gap size on the relative 

permeability of magnetic core material is discussed. 

Combined with the difficulty and accuracy of cutting 

process and the influence of core parameters on energy 

harvesting, the silicon steel material is finally chosen as the 

magnetic core material for open-close CT. 

3) The original CT was heavily saturated at a primary 

current of 200 A, but it is not saturated at a primary current 

of 500 A by connecting the bleeder circuit. And The upper 

limit of primary current input is raised. 

4)  Simulation and experiment verify the correctness of 

the above analysis. The last experiment proves that the 

open-close CT can output stable power 0.5W at primary 

current 18.6-500A, which is enough to sensor. 
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Abstract—Due to the wide variety of 10kV distribution 

network equipment and the complex operating environment, 

various defects have emerged frequently. Because the 

distribution network is directly connected to users, the 

distribution network equipment defects will lead to the 

occurrence of distribution network failures if not processed in 

time, affecting the safe and stable operation of the power grid. 

In this paper, a genetic algorithm(GA)-based method is used to 

find useful association rules from the defect data set of 

distribution network equipment. In this method, genetic 

algorithm is used to avoid scanning transaction database 

multiple times and improve the efficiency of mining association 

rules. Moreover, the confidence factor is used to objectively 

measure the interest of the association rules without providing 

a minimum support threshold. In this paper, the defect 

association analysis of the main distribution equipment in a 

region is carried out, and the association results are obtained, 

which can help the maintenance personnel to find the family 

defects of the equipment and speculate the type of defects, 

providing support for the maintenance and repair of equipment. 

Keywords—distribution equipment, defect association rules, 

genetic algorithm 

I. INTRODUCTION  

The main equipment of the distribution network, including 
distribution transformers, switchgear, overhead lines, cables, 
etc., is the final link to supply power to customers, and plays 
an important role in the power network. Due to its wide variety 
and complex operating environment, the frequent occurrence 
of defects in power distribution equipment makes it a weak 
part of the power system, so it is very important to analyze the 
defects of distribution equipment. During the long-term 
operation of the distribution network equipment, a large 
amount of defect data is recorded and accumulated through 
inspection and testing. On the one hand, these data are only 
used to guide the defect elimination of equipment and perform 
simple statistical analysis and chart display, without further 
mining the useful information hidden in the data. On the other 
hand, the defect statistics work needs to be done manually, 
which is inefficient, and because of the huge amount of data, 
it is difficult for analysts to find the association rules between 
defect data in the form of charts. With the continuous 
improvement of power grid defect data management and the 

rapid development of data mining technology, using 
association analysis in data mining to conduct association rule 
mining on a large number of defect data of distribution 
equipment can not only improve the utilization rate and 
analysis efficiency of defect data, but also discover the family 
defect of equipment through association results, speculate the 
defect type, and provide support for the maintenance 
personnel to identify the weak links of the distribution 
equipment and specify the inspection plan. 

At present, data mining technology has been widely used 
in the power. The research on the defects of distribution 
equipment mainly focuses on the text classification of power 
distribution equipment defects [1] and the image recognition 
of power equipment defects [2]. However, most of the 
research on defect analysis of distribution network equipment 
remains at the level of experimental analysis of specific 
equipment. In practical applications, defect data are usually 
only used for simple statistical analysis, there are few studies 
on defect association analysis of the distribution network 
equipment and the analysis methods mainly include Apriori, 
FP-growth and their improvement algorithm [3-5], with low 
mining efficiency. Reference [6] used Apriori algorithm to 
analyze transformer defects, reference [7] based on improved 
Apriori algorithm to monitor the family defects of 
transformers, and an improved FP-growth algorithm was 
presented to analyze transformer defects [8]. As a widely used 
optimization algorithm, genetic algorithm is mainly used in 
the optimization of economic load dispatch [9], distribution 
network reconfiguration [10], power flow optimization [11] 
and other aspects of the power system, but it is not effectively 
applied in the defect data mining of distribution network 
equipment. 

In this paper, the defect level, defect condition, defect type, 
equipment manufacturer, and equipment operating life in the 
defect record data are selected to constitute the defect data set 
for the association analysis of distribution equipment. After 
encoding the defect data set with real numbers, the selection, 
crossover, and mutation in the genetic algorithm are used to 
optimize the current rules to generate the next generation of 
rules. After multiple iterations, a set of more ideal rules will 
be obtained. This method obtains the association rules by 
specifying the minimum confidence and the lift. Compared 
with the traditional Apriori method, this method fully utilizes * Simin Luo is the corresponding author. (e-mail: 81157183@qq.com). 
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the genetic algorithm to search for the global optimal solution, 
improves the mining efficiency of association rules, and 
effectively finds the valuable rules hidden in the defect record 
data. 

This paper is organized as follows. In section 2, the defect 
level, defect condition, defect type, equipment manufacturer, 
and equipment operating life in the defect record data are 
selected to constitute the defect data set for the association 
analysis of distribution equipment. The basic concepts of 
association analysis and the genetic algorithm are briefly 
introduced in section 3. In section 4, a genetic algorithm-based 
method using credibility factor as fitness function is proposed 
to find useful association rules from the defect data set of 
distribution network equipment. In section 5, the defect 
association rules of the main distribution equipment in a 
region is obtained and discussed. Meanwhile, the operating 
efficiency of the method is also evaluated. Finally, some 
conclusions are shown in section 6. 

II. DEFECT RECORD DATA SET 

Defect management is one of the most important 
management of electric enterprise production technology [12]. 
In order to ensure the health level of the equipment in the 
power system, maintenance personnel need to record and 
report equipment defects during the daily inspection process. 
At present, a large amount of historical defect data of 
distribution equipment is stored in the defect management 
system, which provides a data basis for the association 
analysis of related equipment. 

Defect records generally include four categories of basic 
equipment information, substation information, basic defect 
information and defect handling information, each of which 
contains multiple attributes. In this paper, the defect level, 
defect condition, defect type, equipment manufacturer, and 
equipment operating life in the defect record data are selected 
to constitute the defect data set for the association analysis of 
distribution equipment according to the data quality and actual 
application. Taking the defect record data of the distribution 
transformer as an example, Table 1 shows the details of each 
attribute record in the defect data set, in which the defects and 
equipment manufacturers are only partially displayed due to 
the large number. 

TABLE I.  DEFECT RECORD DATA SET  

Defect 

Level 

Defect 

Condition 

Defect 

Type 
Manufacturer 

Operating  

Life 

(years) 

General 

Oil  

leakage 

Bad 

condition 

manufacturer 

1 
[0,10] 

Significant 
Porcelain 

damage 

Insulation 

problem 

manufacturer 

2 
[10,20] 

Emergenc

y 

Oil 

discoloration 

Equipment 

damaged 

manufacturer 

3 
[20,30] 

/ 
Silicone 

discoloration 

Abnormal 

protection 

device or 
meter 

manufacturer 

4 

More  

than 30 

/ … 

External 

force 
failure 

… / 

The defect level can be divided into three categories of 
"general", "significant" and "emergency" according to the 
severity of the defect. The defect condition is a simplified 
defect description of the equipment based on the defect 
description filled in by the maintenance personnel. The defect 

type is the summary of the equipment defect. The equipment 
manufacturers are obtained from the equipment factory 
information, due to data confidentiality, the equipment 
manufacturers are classified as manufacturer 1, manufacturer 
2 and so on in this paper. The equipment operation life is 
obtained by subtracting the defect occurrence time and the 
equipment operation time, divided by 10 years as the interval, 
and the equipment operating for more than 30 years is 
determined as the old equipment according to the regulations. 

III. BASIC CONCEPTS 

A. Association Analysis 

The problem of association rule mining was proposed by 
Agrawal and others in 1993[13]. Its initial research goal was 
to discover knowledge about customer purchase behavior 
from the transaction database and express the discovered 
knowledge in the form of association rules. At present, 
association rules are widely used in the field of data mining. 

𝐼 = {𝑖1, 𝑖2, ⋯ , 𝑖𝑛} represents the set of all items in the data 
set, each i in the set is called an item, and the set containing 
multiple items in I is called the itemset. 𝑇 = {𝑡1, 𝑡2,⋯ , 𝑡𝑑} 
represents a collection of all transactions. In this paper, T 
consists of the defect record data set, where each transaction 
record is a subset of a data item set I. The support of itemset 
A on T is the proportion of transactions containing A in T, 
which is expressed by (1).  

 ( )  (A) | , /i i isup A P t A t t T T= =     () 

Where  | ,i i it A t t T   represents the number of 

transactions containing A, also known as the support count of 

itemset A. T  represents the number of transactions contained 

in T. 

The association rules are represented by the form A B→ , 

where ,A B I  and A B =  . The support of the 

association rules is given by (2).  

 ( ) ( ) ( )sup A B sup A B P A B→ =  =   () 

The confidence of the association rule is defined as the 
ratio of the number of transactions containing itemsets A and 
B to the number of transactions containing A, given by (3). 

 ( ) ( ) ( ) ( )/ |conf A B sup A B sup A P B A→ = → =  () 

The support and confidence of the association rules 
respectively reflect the usefulness and certainty of the 
discovered rules. When mining association rules, the 
minimum support threshold and the minimum confidence 
threshold usually need to be given in advance, expressed as 
minsup and minconf respectively. The itemsets meeting the 
minimum support threshold are called frequent itemsets, and 
the rules that meet the minimum confidence threshold 
extracting from all frequent itemsets are called strong 
association rules. 

B. Genetic Algorithm 

Genetic algorithm were introduced by John Holland in the 
early 1970s [14]. Genetic algorithm is a random search 
algorithm that draws on the natural selection and genetic 
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mechanism. By simulating the biological evolution process, 
the problem to be solved approaches the optimal solution step 
by step from the random initial solution. 

The genetic algorithm takes all individuals in a population 
as objects and uses randomization techniques to guide the 
efficient search of a coded parameter space. Among them, 
selection, crossover and mutation constitute the genetic 
operation of the genetic algorithm. The five elements of 
parameter coding, initial population setting, fitness function 
design, genetic operation design, and control parameter 
setting constitute the core content of the genetic algorithm. 

IV. ASSOCIATION ANALYSIS BASED ON GENETIC ALGORITHM 

According to the brief introduction of association rules in 
section 3, the goal of association rule mining is to obtain 
strong association rules. Traditional association rule analysis 
methods such as Aprior need to first obtain all frequent 
itemsets according to a given transaction database, then mine 
association rules and delete rules that do not meet the 
minimum confidence threshold, the rest are the strong 
association rules required by the user. The process of finding 
frequent itemsets can be regarded as a global search problem. 
The combination of genetic algorithm and association rule 
mining can effectively improve the efficiency of mining 
association rules for distribution equipment defects. 

First encode the defect data set with real numbers. Next, 
define the fitness function of the genetic algorithm and select 
individuals with high fitness based on selection probability. 
Then, according to the given crossover and mutation 
probability, the current rules is genetically optimized to 
generate the next generation of rules. When the number of 
iterations reaches the maximum number given by the user, the 
algorithm stops and a set of ideal association rules is obtained. 
The following describes the association analysis steps in detail. 

A. Encoding 

Due to the large amount of defect data in the distribution 
network equipment and the attribute is classified attribute, the 
real number encoding is used in this paper, which is 
convenient for large space search. According to the 
arrangement of the attributes of the defect record data set in 
Table 1, all items in the data set are represented by real 

numbers from 1. If the defect data set has j items in total, the 
set of all items can be expressed as 𝐼 = 1,2, … , 𝑗. 

B. Fitness Function 

As the link between genetic algorithm and association rule 
mining, fitness function is used to evaluate the quality of the 
generated rules and is related to the selection operation. In 
order to generate interesting rules required by users, a 
credibility factor is used to objectively measure the interest of 
the association rules and serve as the fitness function of the 

genetic algorithm. For association rules of the form A B→ , 

the fitness function ( )F A B→ is defined as follows: 

 ( )
( ) ( ) ( )

( ) ( )( )1

sup A B sup A sup B
F A B

sup A sup B

 −
→ =

−
 () 

C. Selection 

The selection operation is determined jointly by the fitness 
function value F and the selection probability sp, the selection 
probability is given by the user. The selection operator s is 
given by: 

 ( ) ( )s A B F A B sp→ = →   () 

All the generated association rules are selected with a 
probability of s, that is, the association rule with the larger 
fitness value is more likel y to be selected. All the selected 
rules are inherited to the next generation through crossover 
and mutation operations, which ensures the superiority of the 
rules of future generations. 

D. Crossover 

Crossover is the main method used to generate new rules 
to prevent the algorithm from falling into a local optimal 
solution. In this paper, two-point crossover is adopted. Under 
the premise of given crossover probability cp, two crossover 
points are randomly set in the encoding string, and then the 
genes in the two points are exchanged, thereby generating two 
new individuals. 

E. Mutation 

Mutation can not only improve the algorithm's ability to 
find the optimal solution, but also maintain population 
diversity and prevent premature convergence. In this paper, 
under the premise of the mutation probability mp given by the 
user, each attribute value of each rule is randomly mutated, 
and the mutated attribute value is different from the other 
attribute values of the rule. 

V. RESULTS AND DISCUSSION 

In this paper, the defect data of the key equipment of the 
distribution network from 2016 to 2019 in a regional power 
supply company are selected for defect association analysis. 
The key equipment of the distribution network includes four 
types of distribution transformers, switchgear, cable lines and 
overhead lines. First, perform data preprocessing on the 
original defect record data, delete the defect records with 
obvious errors or missing data, and select the defect level, 
defect condition, defect type, equipment manufacturer, and 
equipment operating life to constitute the defect data set for 
the associated analysis of distribution equipment , Which is 

Encoding the defect data set

Initializing the population

Calculating the fitness function

Reaching the 

termination condition

No

Basic genetic operators

Generating a new population

Yes
Ending

 

Fig 1.  Association analysis based on genetic algorithm. 
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encoded in real numbers and used as an input data set for 
association rule mining. 

A. Association Analysis Results 

The association analysis based on genetic algorithm 
described in section 4 is used to mine association rules for the 
defect data set. Since five types of defect record attributes are 
selected for association analysis, the maximum length of 
association rules is five, and the specific parameter settings are 
shown in Table 2. 

The association analysis of the defect data set is carried out 
according to different association rule lengths. Some 
association rules of the four key distribution network devices 
are shown in Table 3. Two association rules are taken as an 
example for each kind of equipment. 

TABLE II.  PARAMETERS FOR GENETIC ALGORITHM 

Parameter Value Description 

minconf 0.6 the minimum confidence 

lift 1 the minimum lift 

popsize 1000 the size of population 

cp 0.8 the crossover probability 

mp 0.2 the mutation probability 

sp 0.9 the selection probability 

length 2, 3, 4, 5 the length of association rules 

 

TABLE III.  SOME ASSOCIATION RULES 

Equipment  

type 
No. 

Association 

Rule 

Support 

Count 
Confidence 

Lif

t 

Distribution 

transformer 
1 

{20,104} 

→{34} 
293 1.0 1.5 

Distribution 

transformer 
2 

{3,20,68} 

→{34} 
21 1.0 1.5 

switchgear 3 
{2,151} 

→{36} 
72 1.0 2.3 

switchgear 4 
{2,39,48} 

→{19} 
29 0.71 2.5 

cable lines 5 
{3,18} 

→{20} 
20 1.0 3.8 

cable lines 6 
{3,21,66} 

→{16} 
20 1.0 3.9 

overhead 

lines 
7 

{4,143} 

→{3} 
220 0.75 1.5 

overhead 
lines 

8 
{3,56,143} 

→{43} 
32 0.78 1.2 

… … … … … … 

By analyzing the defect association rules of the 
distribution equipment in Table 3, the following analysis 
results can be obtained: The association results can speculate 
the defect type and defect conditions, such as for defect rule 1, 
when the distribution transformer has been in operation for 10 
to 20 years and the defect condition is oil leakage, the 
conclusion is the insulation problem, its confidence is 100% 
and the lift is 150%. When the antecedent is the switchgear 
manufacturer 3, the defect level is serious, and the defect type 
is insulation problem the confidence of the consequent of the 
rule is partial discharge exceeding the standard is 71%. In the 

process of equipment defect maintenance, the relevant staff 
can determine the possible defect types or defect conditions of 
the defective equipment according to the known conditions 
such as equipment defect conditions and equipment 
manufacturers, so as to improve the efficiency and accuracy 
of operation and maintenance. 

At the same time, the association rules can find common 
defects in distribution equipment manufacturers, and provide 
support for the discovery of family defects in equipment. For 
example, for defect rule 6, cable manufacturer 5 has a strong 
correlation with the insulation damage of the intermediate 
joint, and the cable intermediate joint of this manufacturer is 
in the family defect list of the power supply bureau, which 
proves that the association rules are effective for family defect 
mining. 

B. Time Complexity Comparison 

In this paper, 1000, 2000, 5000, and 10000 transaction 
data in kosarak data sets were randomly selected as the 
comparison samples of algorithm time complexity. 
Traditional Apriori algorithm and the genetic algorithm used 
in this paper are used to mine association rules in different 
length data sets. The size of population in the genetic 
algorithm is set to 100 and 1000 respectively for operation. 
The computer configuration is Intel Core i5-6300HQ CPU 
@2.30GHz, and the memory is 12GB. The running time of 
different algorithms is shown in Fig. 2. 

According to Fig. 2, when the length of the data set is the 
same, the running time of the genetic algorithm used in this 
paper is much shorter than the Apriori algorithm, and the size 
of population affects the efficiency of the genetic algorithm. 
As the length of the data set increases, the running time of the 
Apriori algorithm increases significantly, and the advantage 
of high efficiency of the genetic algorithm is obvious. 

VI. CONCLUSION 

In this paper, a GA-based method is used to find useful 
association rules from the defect data set of distribution 
network equipment. The experimental results show that the 
association rule mining efficiency of this algorithm is higher 
than that of traditional apriori, and there is no need for users 
to provide a minimum support threshold. The association 
results can help the maintenance personnel to speculate the 
possible defect types or defect conditions, find the family 
defects of the equipment, and improve the efficiency and 
accuracy of operation and maintenance. 

 

Fig. 2. Time complexity comparison. 
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Abstract—Power transmission lines are significant aspect for 

uninterrupted electric energy supply. The aerial camera 

captured image processing methods use for inspecting the 

condition of this infrastructure involve algorithms that explicitly 

find line segments in the image and classify them according to 

width, length and angle. These methods are erroneous with 

extreme false detection outcome rate. It’s obvious that image 

may contain a complex background with a line like structures. 

For this purpose, an alternative approach that visualizes the 

statistical model of local DCT coefficients is proposed to estimate 

the existence of power line. The proposed algorithm tackles the 

issue of power transmission line detection by exploiting low-level 

images characteristic to mimic human visual acuity and detect 

the existence of power line by mapping the extracted coefficient 

to Generalized Gaussian Distributions (GGDs) from the DCT 

coefficients. Then percentile pooling is applied on the fitted 

coefficient to obtain values representing the local and global 

distribution. Emphasis is laid on the orientation feature to 

capture the transmission line varying position and location in 

separate images. These features are feed as input to SVM for 

classification. The proposed algorithm was tested on the TEIAS 

visible light database containing 4000 undistorted images, and a 

local dataset containing 1039 distorted and undistorted images. 

Experimental results show the proposed method can detect 

power lines with reasonable performance. 

Keywords—Power Transmission Line Detection, Discrete 

Cosine Transform, Generalized Gaussian model, Support Vector 

Machine 

I. INTRODUCTION  

Image processing applications have found wide 
attentiveness in electric power automation field, such as 
printed circuit board, power transmission line inspection, 
signal transmission, etc. Power transmission networks play a 
crucial role in the realization of the enormous capacity and 
long-distance transmission of electricity [1]. In this regard, 
the field has been an involved research interest, with 
profound accessible literature and algorithms. Particularly, 
extensive automated inspection such as wheel robot, crawling 
robot and aerial imaging (Copter, Drone, SAR, etc.) systems 
were developed [2-5]. The conventional camera-based 
inspection extract edge features in image and map specified 
points assume to contain power lines by utilizing Hough 
transform [6]. Etemadi [7] suggests a line segmentation 
detector that can determine all segmentations of lines without 
depending on any parameter. Burns et al. [7] propose a 
detector merging pixel having the same orientation. 

Correspondingly, Yetgin et al. have proposed a training-
based approach that maps line segments in the image, then 
divide the lines into two groups, according to the length, 
angle and parallelism features of the lines [9]. 

Recently, researchers race toward developing rapid 
remote sensing techniques for UAVs platforms, considering 
the advantages such as obstacles avoidance, flexibility and 
reduce labor intensity [10-14]. Feng et al. [10] suggest the use 
of intuitive measurement through double-side filters and 
Hough transform with the parallel constraint for power line 
recognition of UAVs inspection. In 2014, Luo et al. 
developed a method that extracts combine structure, material, 
and color characteristics to express the properties of power 
lines with the aid of some corresponding image cues [11]. Li 
[12] used Pulse Coupled Neural Network (PCNN) filter to 
remove background noise from the images prior to the Hough 
transform and knowledge-based clustering is applied to 
summarize characteristics of the power line. Gioi et al. [13] 
developed an unsupervised line segments detector (LSD) 
with automatic error checking and utilizing pixel-wise 
processing to detect the slope angle along the line. 
Subsequently, Topal et al. make an improvement on the LSD 
for robust and fast detection and called it EDLines [14]. The 
major enhancement by the authors includes computational 
efficiency and line validation.  

We proposed an algorithm which is capable of detecting 
if the image scene contains power transmission lines or not. 
The features utilized for this purpose have been selected from 
BLIINDS-II [15], a modified orientation feature by Yetgin et 
al. [16], and Support Vector Machine (SVM) classification 
[17]. Our model consists of four features including; 
Generalized Gaussian model shape parameter, Frequency 
variation, Energy ratio measure, and modified feature 
selection, pooled at three scales respectively. The four 
features are then integrated into an overall measure 
containing 24 column DCT modeled features representing 
thescene characteristics. Validations on the TEIAS visible 
light database [18] and our local dataset show the approach 
exhibits reasonable performance.  

II. RELATED WORKS 

In an extensive quest to establish a lasting solution to help 
low flying aircraft to detect power transmission cable, which 
is highlighted as the prime cause of accident. Ö.E. Yetgin and 
Ö.N. Gerek recommended a novel approach that elaborates 

*Yu Chen is the corresponding author. (E-mail: chenyu@mail.xjtu.edu.cn)  
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signatures [16]. The authors approach the detection of power 
transmission line as scene classification, contrary to the 
swarm edge-line detection algorithms. In that aspect, the 
algorithm is simply trained to make a binary decision on 
images according to the existence of transmission cable using 
supervised classification. 

 The most essential image characteristics representing 
step is feature extraction. Recognizing the DCT spectrum 
successes in capturing both local and global feature in 
previous literature [15, 16]. The authors resolve to deploy the 
DCT to look for frequency signatures inside the image 
spectrum with full region search to monitor the inherent 
position and direction of the power cable. The algorithm 
subject test image to pre-processing, spatial to transform 
domain conversion, DCT coefficient selection and supervised 
classification. The classical selection and the proposed 
methods are as follows: 

1) Classical Selection (CS): Knowledgeable about DCT 

frequency increase moving downward, the conventional 

approach selects features from the top-left part of the DCT as 

in Fig. 1 (a) [16], regarding most of the signal energy is 

contained in lower frequencies. 

2) Reversed Selection (RS): Conversely, lines are expected 

to contain higher frequencies. Therefore, an approach worth 

trying is to select the DCT domain from the highest frequency 

region at similar varying domain sizes as shown in Fig. 1 (b) 

[16].  

3) Patch-Based (PB): A natural alternative to the above 

two strategies is to select block regions over DCT samples in 

a tiling manner, as seen in Fig. 1 (c) [16]. This is logical due 

to the fact that the exact emphasis on DCT samples for 

images with power cables are arbitrary. Whenever the patch 

includes the top left corner, the DC component is omitted 

from the feature samples due to its irrelevance to power lines.  
Finally, feature extraction and selection are implemented 

on MATLABTM [19], then transferred to Weka [20] 
software for classification purpose. The algorithm displays 
significantly better identification results, with lower false 
alarm rates. 

III. THE PROPOSED POWER LINE DETECTION ALGORITHM 

Synthesizing Saad et al. [15] and Yetgin et al. [16] 
philosophy, our approach consists of four steps: Pre-
processing, Image coefficient extraction, DCT 
transformation and SVM classification. We present a 
description of these steps below:  

A. Pre-processing 

1) Image Resize: Considering that our aerial imaging 

gadget capture high-quality images saved in JPG format, with 

an average dimension of  pixels [21]. Performing quality 

assessment task on these large images will consume 

significant time, which will render the algorithm inefficient. 

Considering the time efficiency, our images are resized to   

with negligible loss of quality in accordance with the work in 

[22, 23]. 

2) Color Space Transformation: Color is fundamentally a 

multi-dimensional phenomenon described by the perceptual 

attributes of luminance, chrominance and hue [22]. Most 

colors in the visible spectrum can be recreated by a 

combination of the RGB components. But in the RGB the 

structural information may be over/underestimated, due to 

highly correlated color components. We resolve to use the 

YCbCr color space. This choice is based on an experiment 

that luminance is more important than chrominance from a 

perceptual standpoint, the accuracy of the brightness 

information has far more impact on the image than that of the 

other two [23]. 

B. Discrete Cosine Transform 

The benefit of representing an image in the DCT domain 
is that most of the visually significant information in the 
image is concentrated in just a few coefficients which 
represent frequencies instead of pixel values [15, 16]. By 
transforming the spatial coefficient to DCT spectrum, the 
DCT matrix is formed by splitting the image into equally 
sized N N  blocks with two-pixel overlap between 

neighboring blocks, which are represented as a sum of 
sinusoids with varying frequencies and magnitudes. Most of 
the image information is stored in the low-frequency region 
(top left corner of the matrix), while edge information is 
stored in the high-frequency region (bottom left corner of the 
matrix). This decomposition help in detecting image 
distortion by computing handcrafted statistical features like 
energy compaction, frequency variation, and then store this 
features in a matrix form. For each block, local parameter 
computation is performed and then add together for global 
estimation and percentile pooling to obtain two features.  

C. DCT Signature and Patch Selection 

Natural scene image coefficient in the DCT domain 
exhibits a predictable magnitude [16]. However, the cable 
position may arbitrarily appear in a different position. Yetgin 
et al. [16] proposed methods (Reversed Selection and block-

  
(a) (b) 

 
(c) 

Fig. 1. DCT coefficient selection: (a) classical, (b) reversed selection and 
(c) patch based 

 

on the DCT spectrum frames to interpret its 
frequency  

578 



577 

wise full region search of the entire DCT coefficient) serve as 
the suitable solution to detecting this variation in power line 
image. The method was exploited to counter the cable 
location and position uncertainty. 

D. SVM Classification 

Considering that a robust unbiased classifier with 
enhanced strategy of training-test approach is much desired 
for this task. SVM is chosen as the most suitable candidate, 
regarding its record achievement in previous literature [15, 
24, 25]. The SVM requires a calibration procedure for robust 
performance. Such that no overlap between train and test 
content occurs. According to SVM [17] class label design 
architecture, our images are tag with two values “1 and 0”. 
All training/test unadulterated natural scene images with 
power transmission line are labeled ‘1’. Likewise, 
unadulterated training images without or adulterated images 
(with or without) power transmission cable are labeled ‘0’. A 
prediction model is obtained after the completion of the 
train/test stages. This model is utilized to automatically check 
future transmission line image (with or without) 
corresponding decision, without repeating the train/test 
stages. The evaluation outcomes are presented in the 
experiment section. 

IV. EXPERIMENTAL RESULTS 

A. Power Transmission Line Datasets 

To evaluate our method in a field batter with a meager 
testing platform, we resolve to the TEAS repository [18], 
containing 4000 visible light transmission images built by 
Yetgin et al. Obviously TEIAS database is designed 
specifically for testing the existence of power transmission 
cable in high-quality images scene, with no distorted version. 
These serve only a fraction of our objective. This issue 
motivates building a new local dataset which aims to 
significantly expand the diversity of images and has more 
image distortion categorical samples. Distortion incurred 
during field experiment and simulated distortion from 
original images. We generate images with four types of 
distortions. 

1) Natural distortion 
The main distortion observed in UAV transmission cable 

imaging include motion blur (caused by target/device fast 
movement ‘or both’), blocking artifact (during compression 
& storage), low contrast and overexposure (Shutter speed). 
We collected 117 images affected by these distortions.  

2) Simulated distortions 

a) Gaussian White Noise (53 images), 

b) Speckle (50 images), 

c) Gaussian Blur (51 images) 

d) Salt and Pepper (45 images). 

B. Experiment 

Our method was tested using linear SVM classifier in 
MATLAB environment, on a Lenovo computer running 
Windows 10 Pro 64-bit operating system, with Intel (R) Core 
(TM) i5-4210U CPU @ 1.70GHz 2.40GHz x64-based 
Processor, RAM: 4.00 GB. Multiple train–test sequences 
were run. In each experiment round the samples are 
partitioned into 70% and 30% test-train randomly. We do this 
to ensure that the reported results do not depend on features 

extracted from known content, which can artificially improve 
performance. 

TEIAS dataset (4000 images) and a local dataset (1039 
images) are decomposed into sets to train several SVM 
models to test our method efficiency. Some of the set only 
test image quality or existence of transmission line (or not) 
and then both image quality and transmission line in a scene. 
A set contains a minimum of 250 images, with their 
respective labels. The labels are used when training these 
models and testing for the prediction accuracy. The 
experiments are done in three phases: a model training phase, 
the prediction phase and accuracy check. Our goal is to train 
a model to mimic realistic behavior by first employing a 
collection of images of known quality, and then use them to 
estimate the quality of new images outside of the original 
collection.  

The training process requires a sufficient number of 
samples for adequate learning (randomly selected to build our 
model) with known quality indices extracted using the 
approaches described above. Each training sample contains 
24 column DCT modeled independent features representing 
the scene characteristics and respective label “1 or 0” 
corresponding to class belongingness. Usually, the 
parameters are randomly initialized. When predicting the 
class of arbitrary image samples, we consider the entire image 
and try to obtain DCT modeled features representing the 
scene characteristics to feed into the SVM as an input. If the 
set model is efficient, we expect the classification outcome to 
reflect initial training accuracy with the slightest decrease, 
due to noisy data points (outlier). On the other hand, if our 
outcome is far from the training. We consider the model as 
inefficient, we go for more training and possible parameters 
turning for a better model.  

C. Results 

Since SVM has both the image and its corresponding 
label, a loss function (Accuracy) can be defined. We used the 
Accuracy function to calculate the ground truth and the 
predicted total error of the output: 

%
True Positive +True Negative

Accuracy
All Samples

=             (9) 

The concepts of true positive and true negative are 
illustrated in Fig. 2. The confusion matrix can display a better 
idea of what a supervised classification model is getting right 
and errors it is making. Significantly, it reveals not only the 
errors being made by a classifier but more importantly the 
types of errors that are being made. Table I display the 
outcome when tested on the two datasets. 

TABLE I.  ACCURACY RESULT FROM THE TWO UTILIZED DATASETS 

Image Source Training Accuracy (%) Prediction Accuracy (%) 

TEIAS 82.6 73.95 

Our Dataset 78.97 77.04 

In Fig. 2 below, we show confusion matrix for random 
models, using the classification learner in MATLAB. The 
rows of the matrix represent the samples in a true class while 
the columns represent the samples predicted class (or 
interchange conversely). 
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In table II, we perform the experiments by training the 
then based distortion and mixing both together. From the 
result, we can see higher accuracy is obtained when dealing 
with a single issue. Obviously, this expected considering each 
algorithm performance success in their original forms. 

  

  

Fig. 2. Confusion matrix. 

 

TABLE II.  CATEGORICAL AND MIXED SVM ACCURACY 

Image category Training Accuracy (%) Prediction Accuracy (%) 

Cable Detection 82.79 76.47 

Quality 

Evaluation 
94.85 90.50 

Mixed 77.89 75.14 

To test our methods, we resolve to employ more 
classification method to observe the performance of our DCT 
features, Table III shows the results, utilizing 70/30% 
strategy of training-test isolation, using celebrated classifiers 
such as Linear Discriminant Analysis, Quadratic 
Discriminant Analysis, Coarse Tree and Fine Tree. Our 
approach (SVM) classifier display better performance. The 
computation time is negligible for all the classifier. 

TABLE III.  PROPOSED SVM METHOD COMPARED WITH OTHER 

SUPERVISED CLASSIFIERS 

Algorithm 
Prediction Accuracy 

(%) 

Computational 

time(sec) 

Linear Discriminant  83.9 11.455 

Quadratic 

Discriminant  
82.9 10.364 

Linear SVM 85.2 11.949 

Coarse Tree 84.9 9.9145 

Fine Tree 85.1 10.221 

Table IV shows the comparison of our method with 
Yetgin et al. which only is interested in the existence of 
transmission cable in a scene, while our method is extended 
to check both the image quality and existence of transmission 
cable in the scene. The two algorithms are tested on our 
dataset and TEIAS (VL) dataset. Of the three classifiers 
utilized by the authors (Naive Bayes, Random Frost and 
SVM), we choose SVM, considering our method of SVM 
classification. It important to note, that our method has a 
small feature representing the image. While the former use a 
full feature mapping. 

TABLE IV.  PROPOSED METHOD COMPARISON TO YETGIN ET AL., BASED ON 

POWER LINE DETECTION 

Datasets Yetgin Proposed Row-Column 

TEIAS (VL) 87.23 84.71 128×128 

local(unadulterated) 58.68 82.09 256×256 

The performance result shows that Yetgin et al. approach 
is dependable on image size. If dimension data samples are to 
be used then the approach provides better performance. 
While it deteriorates for larger images, as observed when 
tested on our dataset. However beware that an exact 
comparison is not possible as though both approached are 
DCT based, the methods differ in objective and feature 
modeling. 

V. CONCLUSION 

This paper described an automatic detection algorithm for 
the power transmission line in images acquired with UAV. 
The algorithm consists of four features including: shape 
parameters of the Generalized Gaussian model; Frequency 
variation; Energy ratio measure and the feature selection, 
pooled at three scales respectively. The four features are then 
integrated into an overall measure containing 24 column DCT 
modeled features representing the scene characteristics. The 
algorithm was trained to mimic human prediction to 
distinguish unadulterated images with power line and images 
without power line or adulterated, on a combined dataset of 
5,039 images. The experimental result shows the proposed 
method can detect power lines and evaluate image quality 
with an accuracy of 77%.  
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Abstract—The power system, however, has shifted from a 

regulated system to a competitive, uncertain market 

environment. Various risks threaten the safe and stable 

operation of the distribution network at any time. At present, 

the research objects of risk assessment are mainly single 

equipment and overall system. However, it is difficult for these 

two research results to directly reflect the risk situation, and 

give suggestions for operation and maintenance improvement 

based on the results. At the same time, traditional risk 

assessment methods rely too much on expert advice. The actual 

evaluation efficiency is low and the application is difficult to 

promote. This paper proposes a method of risk grading for 

distribution network equipment group based on fuzzy 

clustering factor analysis. It can flexibly allocate network 

equipment groups and use equipment groups as research units. 

Based on multi-factor and multi-level distribution network 

equipment risk information, we refine the risk assessment index 

information by refining public factors. This method can not only 

optimize the risk assessment index information of distribution 

network equipment, but also improve the accuracy of 

assessment. And from the perspective of the equipment group, 

it is more convenient for the risk assessment conclusion to be 

applied to the distribution network, which has great practical 

significance. Some feeder data of Guangzhou are used to verify 

this method. The experimental results indicated that this 

method can be more easily applied to the actual distribution 

network operating environment. 

Keywords—risk assessment, distribution network equipment, 

factor analysis, state evaluation Introduction  

As the end of the power system, the distribution network 
is directly connected to users. It is one of the key links of the 
power grid. The network coverage is wide and the topology is 
complex. It is closely related to the normal development of 
industrial production and people's lives. As the load types and 
the system components increase, users’ power requirements 
become more demanding, and it is more difficult to manage 
the distribution network. The possibility of random failures is 
becoming more and more prominent. The statistical results 
show that 80% of power grid failures are caused by 
distribution network failures. Once the power failure occurs, 
the losses brought to people's daily life and social 

development become more serious than before. In order to 
ensure the safe and stable operation of the distribution network, 
it is necessary to conduct a risk assessment of its equipment in 
terms of the distribution network operation risk. To establish 
a reasonable risk assessment and grading model, we would 
analyze various factors to achieve considerable and 
controllable risks. 

In the 1960s, foreign countries first began research on the 
reliability and risk of distribution networks. The safety and 
economy of the distribution network are unified to 
comprehensively reflect the risks, and the relevant research is 
relatively mature [1]. Our country's power industry once only 
paid attention to the safety and stability of the transmission 
system to ensure the sufficiency of power supply. The 
research about safety and stability of the distribution network 
is usually ignored. It results a relatively weak grid structure, 
and power outages and restrictions both have a high frequency. 
There are many aspects about the traditional power system 
risk grading, such as determining the component outage 
model, selecting the system state, calculating their 
probabilities, evaluating the consequences of the selected state, 
and calculating risk indicators. Reference [2] from the 
perspective of risk assessment theory, it determines the 
component outage model and load curve model firstly, 
followed by enumeration sampling method to calculate the 
probability and impact of various states of the distribution 
network system. Finally, it calculates the load loss probability 
and power shortage. Reference [3] applies the depth-first 
search method to fault enumeration and consequence analysis, 
which greatly reduces the workload and calculation time. The 
traditional risk grading method is limited by few consideration 
factors, only considering from the two aspects of component 
level and system level, which reduces the practicability of the 
distribution network and has gradually been unsuitable for the 
development of smart grid. 

In order to improve the shortcomings of the above existing 
methods, the purpose of this paper is to provide a method for 
risk grading of distribution network equipment group based 
on public factor fuzzy clustering. Based on multi-factor and 
multi-level distribution network equipment risk information, 
it can scientifically and effectively simplify the original 

 * Xueyan Chai is the corresponding author. (e-mail: 1803563707@qq.com). 
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information, ensure linear independence. It accomplishes an 
overall objective and reasonable assessment of distribution 
network equipment risk. This method can not only optimize 
the risk assessment index information of the distribution 
network equipment, but also improve the accuracy of the 
evaluation. From the perspective of the equipment group, it is 
more convenient for the guidance of the risk assessment 
conclusion to be applied to the distribution network. 

This paper is organized as follows: In Section 2, we 
provide research background on risk analysis and the factor 
analysis. In Section 3, the proposed method is demonstrated 
step by step. In Section 4, the experiment datasets are firstly 
demonstrated and then experiment results are analyzed to 
validate our proposed method available. Section 5 concludes 
this paper. 

I. EASE OF USE 

A. Maintaining the Integrity of the Specification 

Risk, representing system health, is a combination of the 
possibility of uncertain events and their consequences. 
Broadly speaking, risk can be defined as R = (H, P, C) [4]. R 
is the risk. H is the hazard. P is the probability of the 
occurrence of the hazard, and C is the cost of the loss caused 
by the hazard. In actual work, the product of the probability of 
a dangerous event and the resulting loss is often used as the 
expected value of risk to describe the severity of the loss 
caused by the dangerous event to society. This expected value 
is the risk in the narrow sense, which can be described as 
R=f(P, C) [5]. 

The essence of risk in the distribution network lies in the 
probability of its behavior. Most of factors are difficult to 
predict accurately, such as the effects of random equipment 
failure, load uncertainty, external and human factors. These 
factors may cause large-scale power outages in the system that 
are local or even entire. From the perspective of power 
companies, the risks of distribution networks can be divided 
into external risks and internal risks [6]. External risks are 
mainly reflected in the environmental risks of power grid 
operation. There are many risks in the distribution network 
operation and production process including natural, social, 
technical, environmental and personal aspects, such as natural 
disasters, outdated equipment, and weak distribution grid 
structure [7]. External risks are also reflected in the reform of 
electricity marketization. 

Power system reform will bring difficulties in power 
dispatch management and coordination. The resulting grid 
security risks and competition will lead to a decline in grid 
security and stability. The internal risks of distribution 
network operation mainly include operation risk, management 
practice risk and personnel quality risk. Therefore, our main 
research is the environmental risk of distribution network 
operation. According to practical experience, equipment 
failure is the main cause of power outages in distribution 
networks [8]. Therefore, this paper mainly focuses on the risks 
caused by equipment failure in the distribution network 
operating environment. 

The operation of the distribution network needs to take 
into account both safety and economy. The traditional 
deterministic safety assessment method is based on the "most 
serious accident decision criteria", which means the system 
must ensure safe operation under extreme operating 
conditions and the most serious faults [9]. Therefore the 

research results are often too conservative to meet the 
economic requirements of system operation. 

Distribution network risk assessment comprehensively 
considers the probability of accidents and the consequences of 
accidents. It controls the operation of the system by 
considering the risks of the system, so that the safety and 
economy are controlled within an acceptable range. Since the 
distribution network risk assessment theory was put forward, 
domestic and foreign scholars have done a lot of research on 
it. Research hotspots mainly focus on the basic concepts and 
importance of risk assessment [10], construction and 
improvement of risk assessment index system and risk-based 
control decision [11]. 

With the continuous deepening of engineering 
applications, some defects of the risk indicator system 
gradually appeared. They are mainly reflected in insufficient 
assessment details and insufficient risk information. Therefore, 
the dispatcher can not understand details of the origins for the 
risks and the consequences of the risks through the risk 
indicator value. They cannot understand the proportion of the 
risk value under different predicted accidents in the 
comprehensive risk results, and it is difficult to qualitatively 
estimate the criticality of the risk. These problems hinder the 
further promotion and application of the risk index system in 
engineering practice. 

With the deepening of research, research scholars hope to 
determine the criticality of risks by grading risk indicators. 
Reference [12] comprehensively obtains the system safety 
level based on the system low voltage risk index, system 
overload risk index and system voltage instability risk index. 
Reference [13] uses fuzzy comprehensive assessment method 
to assess and grade the risk of accident chain. References [14] 
establish a risk rating system for transmission lines. However, 
due to the few types of risks and the factors that affect the risks 
considered, these achievements are not mature enough in 
terms of system application. Therefore, this paper integrates 
the existing risk grading methods, based on the xx criterion, 
comprehensively considers the risk impact factors from a 
practical perspective. And we take the equipment group as the 
research unit, so that the risk grading results can be more 
effectively applied to guide the distribution network operation. 

B. The Factor Analysis Method 

The factor analysis method is a multivariate statistical 
analysis method that summarizes some variables with intricate 
relationships into a few unrelated new comprehensive factors 
[15]. The basic idea is to group variables according to the size 
of the correlation, so that the correlation between variables in 
the same group is higher, and the correlation between 
variables in different groups is lower. Each set of indicator 
variables can be represented by an unmeasurable 
comprehensive variable, which is called a common factor. In 
this way, a few representative public factors can be used to 
summarize the information provided by the multivariate to 
find out the main factors that affect the observed data. Assume 
that the evaluation population has k evaluation indicators and 
n observation units. In the multi-index comprehensive 
evaluation method, the traditional method often has a certain 
subjective arbitrariness in setting the weight [16]. Applying 
the factor analysis method to comprehensive evaluation can 
overcome the shortcomings of weight setting, high correlation 
of index information and information redundancy. It also 
makes the comprehensive evaluation result unique and 
objective. Therefore, in the process of exploring the risk 
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grading of the distribution network, we use factor analysis to 
balance the multi-risk indicators under comprehensive 
consideration, refine the risk indicator system, and reduce the 
amount of useless calculations. The mathematical model of 
factor analysis is to express n observation units as a linear 
weighted sum of p common factors and a special factor, where 
p<k. And it can be described as: 

 ( )i 1 1 2 2 1,2, ,i i ip p iF F F i n    = + + + + =   (1) 

where F1, F2, …, FP are common factors. They are usually 

independent of each other. εi is a unique factor for each 
corresponding variable χi, called a special factor. We usually 
assume that εi~N(0, (σi)2) The coefficient αij is the coefficient 
of the i-th variable for the j-th common factor, called factor 
load. It reveals the relative importance of the i-th variable for 
the j-th common factor. 

II. ALGORITHM  

We divide the equipment group according to the different 
attributes of the distribution network equipment. For example, 
feeders, villages in cities, etc., which can be determined 
according to actual needs. Assume that there are n risk 
assessment objects for the distribution network equipment 
group and u risk assessment indicators, and the sample data 
set is {aij|i=1,2,…,n;j=1,2,…,u}. aij indicates the value of the 
i-th evaluation object corresponding to the j-th evaluation 
index. 

In order to solve the problem of distance calculation due 
to different dimensions or different units, the original sample 
data is standardized [17]. The standardized formula is as 
follows: 
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where a~ij is the standardized data; μj  is the average value of 
the j-th evaluation indicator variable; sj is the standard 
deviation of the j-th evaluation indicator variable. Calculate 
the correlation coefficient matrix R of risk assessment 
indicators. The calculation formula is as follows: 
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Where rtj is the correlation coefficient between the t-th 
index and the j-th index, and rtj = rjt, rjj = 1.To calculate the 
elementary load matrix, we need to solve the characteristic 
equation λI-R=0 to get the characteristic value λt (t=1,2,…,u) 

and λ1 ≥ λ2 ≥ … ≥ λm ≥ 0. Then we find the eigenvector �̅� t 

(t=1,2,…,u)  of the eigenvalue λt . The primary load matrix is 
obtained as follows: 

 1 1,..., u ux x   =
   (7) 

Now we can seek the common factor of the risk index. 
Generally, the selection of public factors has the following 
three criteria: (1) Use the characteristic value of the principal 
component as the standard to select the common factor. We 

can select the principal component with the characteristic 
value greater than or close to 1 as the common factor, and 
discard the other principal components with the characteristic 
value far less than 1; (2) The common factor is selected based 
on the standard cumulative variance contribution rate of the 
principal component. The cumulative variance contribution 
rate reflects how much the principal component retains the 
original amount of information. Generally speaking, the 
problem can be well explained by the cumulative contribution 
rate of the principal component reaching 85% or more. (3) The 
common factor is selected according to the specific problem 
or its professional theory. We take the second method. Among 
the u risk assessment indicators, we select the first, second, ..., 
k-th indicators corresponding to the cumulative contribution 

rate as public factors, which satisfies the formula: ∑k
 i=1/∑u

 

i=1≥85%.Using the maximum variance rotation method to 

rotate the k common factor load matrix, we get Λ'. And the 

sum of the relative errors of the squares of all the elements of 

column k, which is Λ '=Λ 1'+Λ 2'+…+Λ k' , reaches the 

maximum. The calculation formula is as follows: 
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where T is an orthogonal matrix. Λ(k)  is the first k columns of  

Λ. Vj is the relative variance of the square of the element in 

column j of the common factor load matrix Λ'. dpj
2=Λ'pj

2  / 
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𝑗=1  , dpj and �̅�j are intermediate 

variables. hp
2  is the common variance, reflecting the 

contribution of common factors to the original 
indicators.Using the Thomson regression method to calculate 
the score of k common factors, the calculation formula is as 
follows: 

 ( )-1 'ˆ ˆ= ij
n k

F AR F


 =  (10) 

where A is the normalized matrix of the original data.�̂�ij  is the 
estimated value of the i-th sample data for the j-th factor. After 
obtaining the common factor information, further classify the 
device groups through clustering methods to discover the 
internal connections among multiple device group objects. 
This is a fuzzy clustering problem with unknown number of 
clusters [18]. We choose fuzzy C-means clustering analysis 
method to solve the fuzzy clustering problem. Set fuzzy 
weighted index is m (m>1), and the number of cluster centers 

is e (2≤e≤n). The iteration stop threshold is x, and the 

specified number of iterations is b. Initialize the membership 
matrix P with a random number between 0 and 1, and they 
meet the constraints shown below: 
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Calculate e cluster centers using common factor score �̂�, 
and ei=1,…,e. The cluster center can be calculated as follows: 
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Determine if the value of the value function is less than the 
threshold or the amount of change from the previous value 
function value is less than the threshold, then stop iterating. 
The value function calculation formula is as follows: 
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Where  dij = || ej – fj || is the Euclidean distance between the 
i-th cluster center and the j-th data point. Use the following 
formula to update the membership matrix P. 
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Continuously calculate the clustering center and perform 
iterative calculation until the constraint conditions are met. 
Assess the risk level of different distribution network 
equipment groups according to the membership matrix P. The 
risk assessment of the distribution network equipment group 
is realized, thus we complete a risk grading process of the 
distribution network equipment group based on the fuzzy 
clustering of common factors. 

III. EXPERIMENT 

We select feeder lines as equipment groups to testify our 
method and get their risk levels. We choose the evaluation 
date to be 2019-10-11. We extract fields related to risk 
assessment indicators from the data source system, such as the 
weather, loss of power, important users, construction state and 
so on. Part of the original field data is shown in the following 
table: 

TABLE I.  ORIGINAL DATA  OF SOME EQUIPMENT GROUPS 

Location 

 

Downtime 

Power 

Restoration 

Time for 
users 

Climatic 
Conditions 

Loss of 
Load(kWh) 

BaoGang 

F2 

2018/9/1 

11:38 

2018/9/1 

12:42 
Rainstorm 1824.03 

BaoGang 
F11 

2018/9/1 
11:39 

2018/9/1 
13:13 

Rainstorm 5784.04 

ChiGang 

F30 

2018/9/3 

15:11 

2018/9/4 

18:10 

Thunder 

-shower 
15035.88 

RuiBao 
F16 

2018/9/16 
1:18 

2018/9/16 
2:17 

Rainstorm 4220.54 

NanJi F9 
2018/9/23 

15:23 

2018/9/23 

17:39 

Thunder 

-shower 
6348.95 

XinZao 
F16 

2018/9/12 
9:14 

2018/9/12 
20:11 

Sunny 12214.28 

LiCun 

F40 

2018/9/15 

8:47 

2018/9/15 

10:46 
Sunny 9631.12 

The data has missing values, duplicate and incorrect 
values. We need to clean the data, calculate the risk 
assessment indicators. There are also some text data, which 
needs to be converted into numeric data. Finally, we get the 
risk assessment index data set, which are more than 10,000 
data. The entire process diagram is shown below: 

 

Fig. 1. How to extract indicator data. 

The sample data set is expressed as {aij 

|i=1,2,…,10774;j=1,2,…,10}, aij  represents the value of the i-
th evaluation object corresponding to the j-th evaluation index. 
Calculate the correlation coefficient matrix R of risk 
assessment indicators. Solve the characteristic equation λI-
R=0.We can get the eigenvalues. Find the eigenvector  �̅� t 
(t=1,2,…,10) corresponding to λt. The elementary load matrix 

is Λ=[√λ1x1,…, √λuxu]. Choose 3 indicators that satisfy ∑k
 

i=1/∑ u
i=1≥ 85% as common factors. Use the maximum 

variance rotation method to rotate the three common factor 

load matrices to obtain Λ'. And the sum of the relative errors 

of the squares of all three columns ofΛ '. reaches the 

maximum. Calculate the scores of 3 public factors using 
Thomson regression. Set the fuzzy weighted index m to 2, the 
number of clustering centers to 3, the iteration stop threshold 
to ε. Specify the number of iterations are 50, and initialize the 
membership matrix P with a random number between 0 and 1. 

And it satisfies the constraints condition: ∑ e
i=1 pij=1,∀ 

j=1,…,n. Use common factor score �̂�  to calculate 3 cluster 
centers. Continuously update the iterative membership matrix 
until the value function value is less than the threshold, or the 
amount of change from the previous value function value is 
less than the threshold. Assess the risk level of different 
distribution network equipment groups according to the 
membership matrix P. The risk grading results of some 
equipment groups are shown in Table 2 below: 

TABLE II.  RISK GRADING RESULTS OF SOME EQUIPMENT GROUPS 

Location 
Equipment 

Group 

v1 v2 v3 Risk 
Level 

HaiZhu 
BaoGang 

F2 

0.012 0.119 0.869 High 

HaiZhu 
ChiGang 

F30 
0.023 0.037 0.940 High 

HaiZhu 
RuiBao 

F16 

0.009 0.059 0.932 High 

HaiZhu 
NanJi 

F9 
0.000 0.001 0.999 High 

PanYu 
XinZao 

F16 

0.009 0.020 0.971 High 

PanYu 
LiCun 
F40 

0.002 0.005 0.993 High 

LiWan 
LiuHua 

F11 

0.992 0.007 0.002 Medium 

HaiZhu 
DaTang 

F21 
0.973 0.021 0.006 Medium 

BaiYun 
NanDe 

F1 

0.972 0.023 0.005 Medium 

PanYu 
ShiQiao 

F35 

0.993 0.006 0.001 Medium 

PanYu 
DeXing 

F10 

0.940 0.054 0.007 Medium 

HuaDu 
FuRong 

F23 
0.975 0.023 0.002 Medium 

ZengChe

ng 

YongHe 

F19 

0.989 0.008 0.003 Medium 

HaiZhu 
LiYao 

F5 
0.016 0.976 0.008 Low 

BaiYun 
XiaMao 

F8 

0.022 0.937 0.040 Low 

BaiYun 
ChaTou 

F1 
0.032 0.932 0.036 Low 

BaiYun 
XiaoPing 

F23 

0.016 0.976 0.008 Low 

BaiYun JiXian F3 0.003 0.996 0.001 Low 

NanSha 
HuDiezhou 

F16 

0.000 0.999 0.000 Low 
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ZengChe
ng 

XinTang 
F5 

0.004 0.993 0.003 Low 

CongHua 
LongXing 

F13 

0.010 0.986 0.004 Low 

HuangPu 
GanZhu 

F16 
0.005 0.994 0.002 Low 

TianHe 
LongDong 

F4 

0.038 0.923 0.039 Low 

We get the membership degree matrix. According to the 
maximum membership degree principle, we can determine 
which risk level the feeder belongs to every day.This result 
shows the risk grading results for each equipment group (the 
equipment group is the feeder here). These results are based 
on the risk index system, which scientifically reflects the 
degree of risk. We compare the results with the results 
obtained by the existing grid risk assessment methods, and 
only 0.27\% of the results are inconsistent. At the same time, 
the calculation speed of the proposed method is 4 times that of 
the existing grid risk assessment method. Obviously, the 
method proposed in the article can greatly reduce the 
computational workload. It is no longer necessary to score and 
assess risks on a device-by-device basis, and there is no need 
to manually set different weights according to various devices. 
This greatly improves the efficiency and accuracy of risk 
assessment. Subsequent operation work can be carried out by 
the equipment group as a unit for maintenance, which greatly 
improves its practical applicability. 

IV. CONCLUSION 

The use of risk grading method has shown its practicality. 

This paper proposes a method of risk grading for distribution 

network equipment group based on fuzzy clustering factor 

analysis. It greatly streamlines risk assessment indicator 

information. An experiment is performed on feeder data to 

verify its feasibility. It solves the conflict between the 

redundancy of indicator information, the complexity of 

calculation, the lack of indicator information in the risk 

assessment of traditional distribution network equipment and 

the low reliability of the assessment results. An improved 

algorithm based on public factor fuzzy clustering is adopted 

to reasonably and effectively consider the correlation between 

risk assessment indicators, which improves the reliability of 

the algorithm. Compared with the traditional distribution 

network equipment risk assessment method, the method 

proposed in this paper can well integrate multi-level and 

multi-factor risk assessment indicators and improve the 

assessment efficiency and accuracy. It cuts in from the 

perspective of distribution network equipment group, which 

improves the risk assessment benefit of distribution network 

equipment and increases its practical application significance. 

However, the risk level we have assessed is actually a 

quantification of historical risk based on the assessment date. 

If we want to learn about more intelligent distribution network 

situation awareness, we should study risk warning. Make 

preparations and adjustments in advance to maximize the use 

value of resources. We can reduce the probability of risk 

occurrence from the source and the loss after the risk occurs, 

and improve the reliability of users' electricity. 
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Abstract—The temperature measurement is important in 

aerospace manufacturing, with the increasing demand for 

online temperature monitoring. However, it is difficult to obtain 

high accuracy in traditional temperature detection methods 

using look-up tables and hardware compensation methods. This 

paper proposes an online temperature monitoring method for 

thermocouples based on the gradient boosting decision tree 

(GBDT) algorithm which enhanced the accuracy of cold end 

compensation and reduced nonlinear error of thermocouple 

during online temperature monitoring. Through experimental 

measurement, it can be seen that the accuracy of thermocouple 

online temperature monitoring improved by the gradient 

boosting decision tree algorithm provides a new method for 

online temperature monitoring in the aerospace manufacturing 

process. 

Keywords—gradient boosting decision tree ， aerospace 

manufacturing，temperature，Thermocouple  

I. INTRODUCTION 

In aerospace, temperature measurement is very important 
research. For example, in the thermal vacuum test of high-
power communication satellites, the temperature accuracy is 

required to reach ±0.5 ℃ [1], the electrostatic discharge of 

GEO orbital solar cell array will decrease with the increase of 
temperature discharge frequency [2], the dual-line array stereo 
mapping camera of the Gaofen-7 satellite is very sensitive to 
temperature, and temperature changes will directly affect the 
image quality of the camera [3], and various instruments and 
equipment in the spacecraft need to work at a suitable 
temperature level. Therefore, accurate measurement of 
temperature is very necessary. Thermocouple is one of the 
most commonly used temperature detection components in 
industry [4]. In the use of thermocouple technology to 
measure temperature, there are many references [5-6]. The 
working mechanism of the thermocouple is the electrothermal 
effect of the conductor, including the Peltier effect and the 
Thomson effect, which are divided into contact thermoelectric 
potential and temperature difference thermoelectric potential. 
The temperature to be measured is calculated by measuring 
the thermoelectric potential [7]. Thermocouple has the 
advantages of simple structure, good stability and high 

sensitivity [8]. And traditional thermocouples can pass 0℃ 

constant temperature method, correction method, 
compensation bridge method, extension lead Methods such as 
hot electrode for error compensation [7]. It is also possible to 
use methods such as the analysis of the thermocouple signal 
acquisition circuit and the non-linear processing of the 
thermocouple signal to improve the temperature measurement  

accuracy [9]. However, due to the accumulated errors in the 
experimental circuit, cold end compensation, and nonlinear 
correction, the measurement accuracy is insufficient. At 
present, machine learning has many research results in the 
field of thermocouple temperature measurement and 
correction [10]. For example, Tao Xiufeng uses a support 
vector machine model to eliminate the nonlinear error of 
thermocouples, and the party election uses neural networks 
and other models to perform nonlinear corrections on 
thermocouples. Considering that the neural network is not the 
global optimal solution, there will be a local optimal solution 
[11], which will make the temperature measurement results 
less accurate. This paper is based on the gradient boosting 
algorithm in machine learning to correct the temperature. The 
gradient boosting decision tree (GBDT) algorithm and its 
optimized algorithm Xgboost have the advantages of high 
prediction accuracy, fast training speed and strong robustness 
[12], so use gradient boosted decision trees and Xgboost 
algorithm fit the test data and correct the temperature. 

II. THE PRINCIPLE OF GRADIENT BOOSTING DECISION TREE 

ALGORITHM 

Decision tree is an algorithm based on a tree graph, which 
obtains leaf nodes through continuous splitting, and the data 
of leaf nodes can be manipulated in different ways, so the 
decision tree algorithm has classification and regression 
functions [13]. Decision tree iteration methods include ID3, 
C4.5 and CART algorithms. ID3 algorithm is based on 
information gain [14], C4.5 algorithm is based on information 
gain ratio split [15], and CART tree is based on Gini 
coefficient [16], which can be used Come classification and 
regression. 

Boosting algorithm is a kind of integrated learning, which 
can boost the performance of weak learners. It uses training 
data to acquire a series of weak learners, and then combines 
these weak learners in some way. The model effect is 
significantly better than the initial weak learner. The algorithm 
steps [17] are: 

Initialize the weight distribution of the training data: 

 
1 1,1 1, 1

1
( ,..., ),N iD W W W

N
= =  () 

Train the base learner using data with a weight of mD ： 

 ( ) : { 1,1}mG x X → −  () 

* Zheng Qian is the corresponding author. (e-mail: qianzheng@buaa.edu.com). 
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Calculate the classification error rate of ( )mG x : 

 
1

e ( ( ) )
N

m m i i

i

P G x y
=

= =  () 

Calculate the coefficient of Gm ( )mG x : 

 m

11
log

2

m

m

e

e


−
=  () 

Update the weight distribution of the training set: 

 

 
m+1 1,1 1,=( ,..., )m m ND W W+ +

 () 

Construct a linear combination of basic classifiers: 

 
1

( ) ( )
N

m m

m

f x G x
=

=   () 

Finally get a strong learner model: 

 ( ) ( ( ))G x sign f x=  () 

The boosting algorithm with CART tree as the initial weak 
learner is called boosting tree. The linear combination model 
of the decision tree can be used to interpret the boosted tree 
algorithm: 

 
1

( ) ( ; )
M

M m

m

f x T x 
=

=   () 

The initial tree is 𝑓0(𝑥) = 0,and the model of the m-th step 
is: 

 1( ) ( ) ( ; )M m mf x f x T x −= +  () 

Minimize experience risk: 

 
1

1
min ( , ( ))

N

i i

i

L y f x
N =

  () 

The forward step algorithm is as follows: 

     0 ( ) 0f x =                () 

 1( ) ( ) ( ; )m m mf x f x T x −= +  () 

 
1

( ) ( ; )
M

M m

m

f x T x 
=

=   () 

Step m, get 1( )mf x− : 

 m 1

1

arg min ( , ( ) ( ; ))
N

i m i i m

i

L y f x T x −

=

= +  () 

Square error function: 

          
2

1( , ( ) ( ; )) ( ; )m m mL y f x T x T x  − + = −

 () 

The residual   is: 

 1= ( )mf x  −−  () 

The boosting tree algorithm is implemented by the forward 
stepwise algorithm and the additive model, but the 
optimization of the loss function is more complicated. 
Friedman developed the gradient boosting algorithm [18]. Its 
innovation is to approximate the value of the negative gradient 
of the cost function in the iterative process to the parameters 
of the regression tree [19], and its negative gradient value is 

 

1( ) ( )

( , ( ))

( )
m

i

i f x f x

L y f x

f x
−=

 
−  

 
 () 

III. ONLINE MONITORING SYSTEM DESIGN 

A. Overall Design  

In order to measure the temperature in the aerospace 
manufacturing process and overcome the shortcomings of the 
above-mentioned various temperature measurement methods, 
this paper designs a temperature measurement system. As 
shown in Figure 1, the monitoring system mainly includes two 
main parts: the hardware platform layer and the terminal 
monitoring layer. The hardware platform layer is mainly used 
to obtain the thermoelectric potential corresponding to the 
temperature of the working end of the thermocouple and the 
temperature of the reference end, and realize the data 
transmission function after processing, that is, the collected 
data is denoised and passed through a single frequency 
wireless Wi-Fi module , Transmitted to the terminal host 
computer monitoring center; the terminal monitoring layer 
mainly uses the algorithm model to compensate the 
temperature, and displays the compensated accurate online 
temperature to achieve high-precision online monitoring of 
the aerospace manufacturing process. As a result, online 
temperature measurement of different aerospace components 
can be realized. 
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Fig. 1. The overall structure of the monitoring system. 

B. Hardware Platform Design 

The hardware platform layer is mainly composed of K-
type magnetic thermocouple, amplifying and filtering circuit, 
A/D data sampling circuit, wireless transmission module, 
high-precision digital temperature sensor, power management 
circuit and microprocessor. The K-type magneto-
thermocouple is connected to the measured object by means 
of magnetic adhesion to obtain the temperature of the 
measured object; the amplifying and filtering circuit can 
amplify the tiny thermoelectric potential signal of the 
thermocouple, and can effectively filter out the noise under 
working conditions to avoid noise interference to the 
compensation algorithm; A/D data sampling circuit converts 
the analog thermoelectric potential signal processed by 
amplifier circuit into a discrete digital signal, which is sent and 
processed by the wireless module; a high-precision digital 
temperature processor is used to determine the position of the 
thermocouple’s cold end temperature, that is, the ambient 
temperature is measured, and its high-precision characteristics 
effectively ensure the accuracy of temperature monitoring; the 
power management system meets the requirements of 
different operating voltages such as micro-processing, A/D 
data sampling circuit and wireless module, and guarantees the 
operating current’s stability and reliability. As shown in 
Figure 2, the hardware platform structures diagram. 

K-type 

thermocouple

High-

precision 

temperature 

sensor

Amplifier

Battery

Filter circuit
Sampling 

circuit

A/D 

conversion

Microp-

rocessor

Wireless 

module

Power 

Management

circuit  

Fig. 2. Hardware platform structure.  

C. Hardware Platform Signal Acquisition Software Design  

The hardware platform software mainly implements the 
functions of collecting, processing and sending data of 
thermoelectric potential data and ambient temperature data. 
The Wi-Fi wireless transmission chip SX1278 and the 
sampling chip AD7606 communicate with the microprocessor 

STM32 via SPI. Figure 3 shows the host computer software 
interface of the terminal monitoring platform. The software 
interface is divided into four parts according to functions, 
which are the wireless serial port basic configuration area, the 
serial port receiving data display area, the corrected 
temperature display control area, and the serial port status 
display area. 

 

Fig. 3. PC software interface of terminal monitoring platform.  

Among them, the wireless serial port basic configuration 
area selects and configures the baud rate, number of digits, 
stop bit and check digit in the form of a drop-down list. The 
"open" button triggers the serial port open callback function, 
and connects after verifying the serial port status. After the 
same connection is successful, the button displays "close", 
click again to trigger the serial port to close the callback 
function; the serial port receiving data display area configures 
the data display format, selects whether it is hexadecimal, and 
displays the original data received by the serial port; the 
temperature after calibration The display control area draws 
and displays the temperature data after online temperature 
correction. 

IV. DESIGN OF TEST DATA ACQUISITION PLATFORM 

 
In order to realize the temperature monitoring in the 

aerospace manufacturing process, this paper carries out the 
following simulation experiment design. In order to realize 
online temperature monitoring, a temperature control box is 
used to control the temperature of the cold end, and a high-
precision high-temperature thermostat is used to accurately 
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control the temperature of the heat source, that is, the 
temperature to be measured. Figure 4 is a prototype diagram 
of the data acquisition experiment platform, which is 
composed of a temperature control box, a constant 
temperature bath, a standard-verified high-precision 
thermometer, a K-type thermocouple, and amplifying, 
filtering, and sampling hardware circuits; and the hardware 
platform transmits the data of cold end temperature and hot 
end thermoelectric potential to the terminal monitoring upper 
computer layer. 

System

thermocouple

Standard-certified 

high-precision

thermometer 

Thermostat

Standard

temperature

High-precision digital 

thermometer

Temperature control box

Hot-end

Electromotive

force

Cold-end temperature

 

Fig. 4. Experimental platform prototype.  

The main device in the test data acquisition platform is a 
high and low temperature control box. The GPS-3 model was 
selected. Its controllable temperature range is -70℃-180℃, 
which can entirely cover the application scenario of this 
subject, that is, the temperature of the cold end of the 
thermocouple in temperature monitoring range. For instance, 
in the key components of the "Gofen No. 4" camera, the 
temperature is 20°C ± 0.5°C, which requires high temperature 
stability. Its temperature range is within the scope of this 
article [20]. "Fluke 1552A-Ex Standard Thermometer" is a 
high-precision thermometer with standard verification. The 
temperature measurement range is -80℃-300℃, which can 
fully meet the temperature monitoring range; the accuracy is 
±0.05℃; the response time is 21s, and the measured value is 
used as the standard temperature; The ST-GHT-V5 high-
temperature thermostat of "Liyida" has a monitoring range of 
ambient temperature +30℃—300℃. It uses PID high-
precision program control to achieve precise temperature 
control within the range of ±0.01℃. 

The sample data of the temperature compensation 
algorithm model is predominantly obtained by the test data 
acquisition platform built in the laboratory, as shown in Figure 
30. The constant temperature bath is a high-precision and high 
temperature constant temperature bath with a controllable 
temperature of 60 ℃-300 ℃, which is used to simulate the 
temperature of the working end obtained when the 
thermocouple of the monitoring system adheres to the object 
to be measured. The temperature control box is a temperature 
box with a controllable temperature of -70°C to 180°C to 
simulate the ambient temperature of the cold end of the 
monitoring system. The high-precision digital temperature 
sensor DS18B20 obtains the ambient temperature of the 
temperature control box with an accuracy of ±0.5°C, which is 
used as the temperature value of the cold junction of the 
thermocouple; in addition, the high-precision thermometer 
that has passed the standard verification and the system 
thermocouple are in the "heat source high-precision high-
temperature constant temperature bath". The output 
temperature of the high-precision thermometer is used as the 
standard value of the temperature measured in the experiment. 

The specific experiment process is controlling the 
temperature control box in the range of -20℃-40℃, with 2℃ 
or 3℃ as the interval, and the high-temperature thermostat in 

the range of 70℃-275℃, with the interval of 5℃, carry out 
the temperature test. At the same time, record the temperature 
output data of the thermometer corresponding to the standard-
verified high-precision thermocouple. 

The standard temperature, hot-end thermoelectric 
potential and cold-end temperature data together constitute the 
data set of the compensation algorithm. Use the test data 
collection platform experimental data set to train and verify 
the algorithm model. First, determine that the input X of the 
model is the cold end temperature T and the thermoelectric 
potential V; the output Y is the temperature Y of the object 
under test. It mainly uses regression algorithms for model 
training, and plans to use regression algorithms such as SVM 
and GBDT to compare and optimize the algorithm model. 

Table 1 shows part of the experimental data obtained by 
the data acquisition platform, including the measured 
temperature of the thermostat, the measured thermoelectric 
potential after amplification and filtering, and the measured 
thermostatic bath temperature. 

TABLE I.  EXPERIMENTAL DATA TABLE (PARTIAL) 

Actual 

temper-

ature of 

thermo-

stat/℃ 

Measured 

thermo-

electric 

potential/

mV 

Measured 

temper-

ature of 

constant 

temper-

ature 

bath/℃ 

Actual 

temper-

ature of 

thermo-

stat/℃ 

Measured 

thermo-

electric 

potential/

mV 

Measured 

temper-

ature of 

constant 

temper-

ature 

bath/℃ 

-18.0 808 70 -8.2 720 75 

-18.0 855 75 -8.2 768 80 

-18.0 903 85 -8.2 817 85 

-18.0 951 90 -8.2 865 90 

-18.0 998 95 -8.2 913 95 

-13.2 770 75 -3.5 687 75 

-13.2 817 80 -3.5 736 80 

-13.2 865 85 -3.5 784 85 

-13.2 913 90 -3.5 832 90 

-13.2 962 95 -3.5 881 95 

The measured temperature of the thermostat and the 
thermoelectric potential are used as independent variables, 
and the measured constant temperature bath temperature is 
used as the dependent variable to match the model. 
Thermocouple temperature test data has a large variance, 
while the GBDT algorithm model performance has a small 
relationship with the value of the training sample. Only need 
to consider the division boundary, such as ID3 algorithm, C4.5 
algorithm, and CART algorithm. The splitting of the tree is 
only related to information entropy and Gini. The coefficient 
is related. Therefore, the gradient boosting model is 
considered to directly train the original experimental data. 

Based on the measured temperature of the thermostat, the 
thermoelectric potential of the measured temperature, and the 
measured temperature of the constant temperature bath, the 
GBDT model of static temperature correction is trained; the 
measured temperature is corrected based on this model. The 
process is shown in Figure 5: 

V. EXPERIMENT AND RESULT ANALYSIS 

A. Comparison of Static Error Experiment of Online 

Monitoring System  
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Thermocouple

Heat source electromotive force
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Fig. 5. System regression prediction flowchart.  

The following experiments simulate different methods of 
temperature measurement in the aerospace manufacturing 
process, and verify the performance of the GBDT model. 
Static error comparison of LR, SVR and GBDT algorithms 
under experimental conditions. Based on the Python language 
and Scikit-learn package on the Windows platform, the LR, 
SVM, and GBDT models are trained using the data of the 
thermocouple test. The data set obtained by the data 
acquisition platform, the training data sample is shown in 
Table 2, a total of 1968 items. The record includes the actual 
measured temperature of the thermostat—the cold end 
ambient temperature and the thermoelectric potential. The 
prediction target is the measured temperature of the constant 
temperature bath.  

TABLE II.  TRAINING SET DATA TABLE (PARTIAL) 

Actual 

temper-

ature of 

thermosta

t/℃ 

Measured 

thermoel

ectric 

potential/

mV 

Measured 

temper-

ature of 

constant 

temper-

ature 

bath/℃ 

Actual 

temper-

ature of 

thermo-

stat/℃ 

Measured 

thermo-

electric 

potential/

mV 

Measured 

temper-

ature of 

constant 

temper-

ature 

bath/℃ 

-18 808 70 -8.2 720 75 

-18 855 75 -8.2 768 80 

-18 903 85 -8.2 817 85 

-18 951 90 -8.2 865 90 

-18 998 95 -8.2 913 95 

The parameters of the support vector machine (SVR) are 
set as follows: the penalty factor is 0.1, the kernel function is 
a linear function, the gamma coefficient is set to 0.001, and 
the MAE and MSE on the training set are 1.4563 and 8.6782. 
The parameters of the GBDT algorithm are set to 600 basic 
trees, the maximum depth is 7, the minimum sample for 
decision tree division is set to 2, and the learning rate is 0.1. 
The MAE and MSE on the training set are 0.4716 and 0.3528. 
The results are shown in Table 3. 

TABLE III.  MODEL EVALUATION INDEX TABLE 

Model EV MAE MSE R2 

LR 0.9935 1.4036 8.3852 0.9972 

SVR 0.9971 1.4563 8.6782 0.9971 

GBDT 0.9999 0.4716 0.3528 0.9999 

 Table 4 shows the comparison of the measured values of 
the measured constant temperature bath temperature after 
calibration of different models under the laboratory test data 
collection platform. 

TABLE IV.  COMPARISON TABLE OF MEASURED VALUES AFTER 

CALIBRATION OF DIFFERENT MODELS 

 

Integrating the model average absolute error MAE and 
parameter indicators such as Figure 7, it can be concluded that 
the predicted value of the GBDT model fits best with the true 
value, and the error on the experimental data set is the smallest. 
It can be seen from Table 4 that compared to the LR model 
and the SVR model, the GBDT model is easier to fit the test 
data in the thermocouple static temperature measurement, and 
the temperature correction effect is better. 

B. Dynamic Error Experiment Comparison of Online 

Monitoring System  

Under experimental conditions, the simulated measured 
temperature is input in the form of a step, and the comparison 
of the dynamic errors of the monitoring system is observed. 
Taking the data acquisition platform as the experimental 
object, choose the optimal algorithm for compensating static 
errors—optimized and tuned Xgboost as the thermocouple 
correction algorithm, and compare the difference in measured 
values between adding a dynamic compensator and not adding 
a dynamic compensator. Specifically, taking 80°C to 90°C as 
an example, the temperature control box that controls the 
temperature of the cold end in the data acquisition platform is 
set to 27°C, two high-precision constant temperature baths are 
selected, and the temperature of constant temperature bath 1 
is set to 80°C. The temperature of the thermostatic bath 2 is 
set to 90°C and stabilized for more than 30 minutes. Fix the 
temperature of the cold end temperature control box, place the 
thermocouple in thermostatic bath 1 for 20 minutes, then 
quickly place it in thermostatic bath 2, and record the 
temperature data of the whole process. Table 5 is a comparison 
table of specific temperature measurement values every 2s. 

 

Experiment 

number 

Constant 

temper-

ature bath 

temper-

ature/℃ 

LR 

correction/

℃ 

SVR 

correction/

℃ 

GBDT 

correction/

℃ 

1 70 68.62 68.52 69.52 

2 82 80.63 80.74 81.57 

3 94 92.89 95.93 94.26 

4 106 104.71 107.62 105.55 

5 118 116.62 116.64 118.37 

6 130 128.47 128.71 129.51 

7 142 140.81 143.36 141.72 

8 154 152.79 152.89 153.58 

9 166 164.01 167.54 166.29 

10 178 176.72 176.38 178.47 

11 190 188.35 191.55 189.46 

12 202 203.71 201.05 202.51 

13 214 215.06 215.07 213.46 

14 226 227.70 224.62 226.57 

15 238 239.34 239.46 237.85 

16 250 251.39 248.57 250.17 

17 262 263.45 263.87 261.36 

Mean 

absolute 

error 

 

1.42 1.43 0.45 
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TABLE V.  DYNAMIC COMPENSATOR TEMPERATURE MEASUREMENT 

VALUE INFLUENCE TABLE UNDER STEP INPUT 

 

It can be seen from Figure 8 and Table 5 that under the 
excitation of the step signal, the output of the magnetic 
thermocouple system and the output of the compensated 
system, the magnetic thermocouple monitoring system purely 
statically corrected by Xgboost has a relatively noticeable 
time lag, and the response time of the system. It is about 40s, 
and the response time of the system after adding the dynamic 
compensator is significantly improved, shrinking to about 14s, 
which can reduce the dynamic errors. 

VI. CONCLUSION 

This paper discusses the temperature measurement part of 
the aerospace manufacturing process and implements the 
method of thermocouple as the temperature measuring 
element, and establishes the correction of the temperature 
measurement process in aerospace manufacturing based on 
the gradient boost algorithm in machine learning, and finally 
completes the development of the temperature online 
monitoring system based on the gradient boost algorithm. The 
core is to use algorithms to compensate for the effects of 
various error factors of thermocouples. The overall structure 
of the system includes two parts: a hardware platform and a 
terminal monitoring platform. Among them, the hardware 
platform collects the thermoelectric potential data and cold 
end temperature data of the thermocouple, and communicates 
with the terminal monitoring platform through wireless Wi-Fi 
to realize data transmission; the terminal monitoring layer 
uses the gradient boost algorithm to perform nonlinear 
correction of the thermocouple. As well as cold end 
compensation, a dynamic compensator is used to compensate 
for dynamic errors, and the temperature after correction and 
compensation is displayed online to achieve accurate 

monitoring. It provides a certain reference value in the field of 
temperature detection in aerospace manufacturing in the 
future. 
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Time/

s 

Xgboost 

correction 

temperature/℃ 

Xgboost 

correction 

temperature 

absolute 

error/℃ 

Xgboost+ 

PSO 

correction 

temperature

/℃ 

Xgboost+ 

PSO 

correction 

absolute 

temperature 

error/℃ 

2 80.2 9.8 82.9 7.1 

4 80.6 9.4 86.5 3.5 

6 81.4 8.6 89.0 1.0 

8 82.2 7.8 89.9 0.1 

10 83.0 7.0 90.1 -0.1 

12 83.9 6.1 90.1 -0.1 

14 84.7 5.3 90.0 0.0 

16 85.5 4.5 90.0 0.0 

18 86.3 3.7 90.0 0.0 

20 86.9 3.1 90.0 0.0 

22 87.5 2.5 90.0 0.0 

24 88.0 2.0 90.0 0.0 

26 88.5 1.5 90.0 0.0 

28 88.8 1.2 90.0 0.0 

30 89.2 0.8 90.0 0.0 

32 89.4 0.6 90.0 0.0 

34 89.6 0.4 90.0 0.0 

36 89.7 0.3 90.0 0.0 

38 89.9 0.1 90.0 0.0 

40 90.0 0.0 90.0 0.0 
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Abstract—NOx is a pollutant component of vehicle exhaust. 

On-board NOx sensors usually operate under electro-chemical 

reactions. Temperature and humidity can influence these 

reactions, resulting in the inaccuracy of measurements. Thus, a 

method based on long short-term memory (LSTM) network for 

temperature and humidity compensation of on-board NOx 

sensors is proposed in this paper. The LSTM network is trained 

with the sensor-measured and the true NOx concentrations 

alongside with the temperature and relative humidity of tested 

gas. The testing results of the LSTM network shows that this 

method has good performance for the temperature and 

humidity compensation, and can efficiently improve the 

accuracy of on-board NOx sensors. 

Keywords—LSTM network, NOx sensors, compensation, on-

board measurement 

I. INTRODUCTION  

NOx (NO + NO2) is toxic to human body and atmosphere. 
The inhalation of NOx from respiratory tract will damage the 
lung structure and cause acute poisoning. When emitted into 
the atmosphere, NOx can lead to the formation of acid rain 
and will form photochemical smog when reacted with 
hydrocarbons. It can also do damage to the tropospheric ozone 
(O3), resulting in the aftermath of global warming [1].  

NOx can be produced in the combustion of fossil fuel 
under high temperature. This procedure often happens in 
engines of vehicles and aircrafts, internal-combustion engines 
and industrial furnaces. Among all emission sources, the 
vehicles powered by gasoline and diesel are the greatest 
contributors. The vehicle source in China can take up more 
than 30% of anthropogenic NOx emissions, making it the 
second largest source after industrial emissions. According to 
the China National Development and Reform Commission, 
the current vehicle ownership of China is approximately 
estimated as 350 million and is still rapidly growing. Although 
it indicates the prosperity of the nation,  this astonishing 
number also represents the risk of a huge NOx emission 
amount. Surprisingly also, diesel vehicles account for 71.2% 
of total vehicle NOx emissions. Meanwhile, only 9.1% of the 
vehicles in China are diesel-powered [2]. With the 
unignorable pollutions from NOx and the growing trend of 
NOx emissions from vehicles, much importance has been 
attached to the reduction of vehicle NOx emissions worldwide.  

Early in 1992, the EU published the vehicle emission 
standard Euro 1 where NOx and HC emission amounts were 
calculated together and regulated. In 2000, NOx was listed as 
a separate pollutant for the first time in standard Euro 3, and 
its maximum emission was regulated as 0.5g/km for diesel 
vehicles and 0.15g/km for gasoline ones. The Euro 6 standard 
in operation now rectifies an upper limit of NOx emission as 
0.08g/km for diesel vehicles and 0.06g/km for gasoline [3]. It 
is already announced that the EU will operate the Euro 7 
standard, with an even stricter limit of NOx emission amount, 
in 2026. In China, the emission standard took a relatively 
backward start but is catching up quickly with the standard 
Euro 6. The first vehicle emission standard of China was 
carried out in 2001. The standard was equivalent with Euro 1. 
Since then, the Chinese Central Government has been 
updating the standard quickly with efficient policies to reduce 
the NOx emission amount from vehicles. At present, the first 
stage of  the current emission standard China Ⅶ has just been 
implemented. In this standard, the maximum NOx emission is 
0.06g/km for both diesel and gasoline vehicles [4]. The stricter 
standards on vehicle NOx emission requires better accuracy in 
on-board NOx measurements. Thus, methods to rectify the 
data from NOx sensors should be proposed. 

The principle of NOx sensors is usually based on electro-
chemical reactions. The most common reaction in NOx 
sensors is redox reaction. Via the reactions, the concentration 
of NOx will be converted into electrical signals. The 
characteristics of electrochemical reactions enable NOx 
sensors to operate with precision, convenience and immediacy,  
but it will also result in the dramatical drift on accuracy of the 
sensors with temperature and humidity [5]. Although many 
NOx sensors are equipped with interior self-compensators, it 
is still recommended that they work under standard 
environment. But the working environment for on-board NOx 
sensors is often too harsh to rely on self-compensators only. 
Hence, an external compensation method for the sensors is 
still necessary. 

The traditional method to compensate the drifts for sensors 
is hardware compensation. This method requires exterior  
circuits that are designed and connected to sensors. These 
circuits have limited precision and are complicated to design. 
Besides, they require exquisite calibration process. For these 
drawbacks, compensation via software has been given rising 
attention. With optimization algorithms and neural networks, *Xiangyang Zhao is the corresponding author. (e-mail: zhaoxiangyang@buaa.edu.cn). 
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compensation methods  are becoming more universal and 
accurate.  Wu et al. [6] use Hammerstein neural network on 
infrared thermometer sensor for dynamic error compensation. 
Patra et al. [7] propose a method to apply neural networks to 
compensate the nonlinear environmental influence on sensors 
and test the performance on a capacitive pressure sensor. De 
Meng et al. [8] build a model of hysteresis based on neural 
network, and apply the model  to compensate the piezoelectric 
stack actuator on helicopter. The results of these studies show 
the capability of artificial neural networks to fulfill the tasks 
of sensor compensation. Based on these achievements, the 
application of neural networks for the temperature and 
humidity compensation for on-board NOx sensors seems 
practical and promising.  

The research work in this paper presents a method with 
long short-term memory (LSTM) network to compensate the 
errors from temperature and humidity on NOx sensors. The 
goal is to reduce the error between output NOx concentration 
and the real value to less than 2% according to engineering 
requirements. An on-board NOx sensor and temperature and 
humidity sensors were utilized in the experiments. The tested 
gas was generated with certain concentration. The data 
obtained were used for the training and testing of the network. 

II. ESTABLISHMEN OF LSTM COMPENSATION MODEL  

A. LSTM Network Model  

LSTM network [9] is a neural network model improved on 
the basis of recurrent neural network (RNN). It has the typical 
recurrent structure of RNN and can be expanded into chain 
structure too, as is shown in Fig. 1. At time t, the input of the 
network is xt, and ht serves as the output state of the cell.  Like 
RNN, ht also is the hidden state of the cell. 

It is notable that, from Fig.1, each cell outputs 2 states to 
the next cell. In fact, the main characteristic that differs  LSTM 
network from conventional RNN is this structure of its cells. 
Fig. 2 shows the inner structure of an LSTM cell. Apart from 
ht, another hidden state ct that passes to the next cell is 
calculated.  This hidden state is called “cell state”.  Instead of 
merely activation functions,  sigmoid 1, 2, 3 and tanh 1 in 
Fig.2 represent 4 independent feedforward network layers. 
The network layers, of course, adopt their corresponding  
activation functions. The numbers of the hidden units in these 
networks are uniform and  are determined by a parameter 
called “hidden size” of LSTM network. 

There are 3 stages of calculation in an LSTM cell. The first 
“forget” stage will selectively neglect the information from 
the previous cell and outputs a vector gt. The second stage 
“selective memory” will partially memorize the input 
information. Apart from its output vector rt, this stage will 
produce another output ςt as a candidate cell information to 
update ct. The final “output” stage will calculate the value for 
ht and pass it to the outside and to the next cell. At this stage, 
a vector pt will be calculated. Also, the update of the value for 
ct will happen between the second and third stage. This is 
because the value of  ct will consequently impact ht.  

For each stage, a distinct “gate” structure is involved. A 
“gate” is composed of a sigmoid feedforward network and a 
pointwise product operation, as is shown in the dotted boxes 
in Fig.2 . Since a sigmoid layer produces an output between 0 
to 1, it can actually decide the amount of information that 
passes through the gate. When it “decides” that no information 
shall pass, its output will be 0. When all information can pass 
through the gate, its output is 1. According to the sequence of 
the stages, the relevant gates are named as “forget gate”, 
“input gate” and “output gate”. In fact, the “gates” qualify 
LSTM to have long-term memory. 

With this unique cell structure, LSTM network can avoid 
the long-term dependencies which often happen when training 
RNN. This feature protects LSTM network from having 
vanishing gradients and allows its superior performance over 
RNN. 

B. Analysis of LSTM Network for Compensation 

Based on the task of LSTM network in this research, the 
input of the network can be defined as a sequence of three-
dimensional vectors. The elements of each vector are the 

 

Fig. 1. The recurrent structure of LSTM 

 

 

Fig. 2. The  cell structure of LSTM 
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output concentration of NOx sensor, the temperature of the 
tested gas  and the relative humidity of the gas. They are 
respectively denoted as Cs, T and RH. Correspondingly to the 
vector, the output of the network is the modified NOx 
concentration denoted as Cm. The true concentration Ct 

matching with the input vector serves as the expected value of  
training .  

Since the temperature and humidity compensation of on-
board NOx sensors essentially is a regression problem, the 
output layer should be a linear layer. Accordingly, the network 
is structured as Fig. 3. In this network, there are 2 LSTM 
layers. The hidden size of the network is 20. 

The dimensions of hidden states ht and ct are in correspond 
with hidden size. For each feedforward network in the cell 
shown in Fig.2, their weights and biases are denoted as [Ws1, 
bs1], [Ws2, bs2],  [Wt, bt] and [Ws3, bs3] from top to bottom. With 
all  parameters defined, the updates of hidden states in the cell 
can be derived.  

When a vector xt=[Cst, Tt, RHt] is input to the cell, it will 
firstly pass through the forget gate. At forget gate, the 
computational process is as below: 

 g
t
=sigmoid(Ws1*[ht-1,xt]+bs1) () 

In (1), the output gt and ht-1 are 20-dimensional vectors. 
Therefore, Ws1 should be a 23*20 matrix and bs1 a 20-
dimensional row vector.  

Then at the input gate, the process to selectively memorize 
new information goes as (2), and the generating process of ςt  
is shown in (3): 

 rt=sigmoid(Ws2*[ht-1,xt]+bs2) () 

 ςt=tanh(Wt*[ht-1,xt]+bt) () 

Likewise, both rt  and ςt  have 20 dimensions. Thus, the 
dimensions of Ws2, Wt are consistent with that of Ws1. So are 
the dimensions of bs2 and bt with bs1. 

 After obtaining gt, rt and ςt, the cell state ct can be now 
updated according to the following equation:  

 ct=gt⊙ct-1 + rt⊙ςt () 

where ⊙ represents Hadamard product between matrices. 

Equation (4) shows how the current cell state is composed 
of : gt from forget gate filters the cell state of the previous cell, 
and rt from input gate partly retains the candidate cell state 
produced in the current cell.  

The last step is to calculate the value of output ht. At this 
stage, the output gate produces a vector pt: 

 pt=sigmoid(Ws3*[ht-1,xt]+bs3) () 

Equation (5) can be interpreted as a condition to analyze 
the cell output ht based on ht-1 and xt. In (5), the dimensions of 
the vectors are the same as those correspondingly from (1) and 
(2). 

With the previous work, ht can be finally computed as: 

 ht=pt⊙tanh(ct) () 

The equations above automatically complete the forward 
propagation in an LSTM cell. Afterwards, a back propagation 
process is carried out to update all the weights. Finally, the 
network will give a prediction of the true NOx concentration 
from the sensor’s measurement, the temperature and relative 
humidity. 

III. MODEL TRAINING AND TESTING 

Before training the network model, the concentration data 
of  NOx under different temperature and humidity conditions 
should be collected. The concentrations are measured in ppm 
(parts per million). Under the standard environment (20 ℃, 
60%RH), clean NOx is diluted into required concentrations. 
The temperature and relative humidity of the gas are 
controlled to various set values.  

The sensor adopted in the experiment is NX1 CiTiceL by 
City Technology. It is an on-board NOx sensor developed for 
vehicles. The NOx sensor has an internal filter for SO2 to 
avoid the cross interference. Via a data acquisition board, the 
outputs of the sensor are transferred from analogue to digital.  

The LSTM network is established, trained and tested on 
Pytorch, a popular framework for deep learning models.  

 

Fig. 3. The complete network structure 

 

 

Fig. 4 Loss curve of LSTM network 
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A. Training of LSTM Network 

Without pre-training of weights, the parameters of the 
LSTM network model are trained until the loss coverages.  
We define the losses of the LSTM network as the errors 
between the true NOx concentrations and predicted 
concentrations. The losses are calculated in the form of mean 
square error (MSE) as (7): 

 𝐿𝑀𝑆𝐸 =
1

N
∑ (cp

(i)
− cr

(i)
)
2

N
i=1  () 

 where N represents the total number of data, cp denotes 
the predicted NOx concentrations and cr denotes the true 
NOx concentrations. MSE automatically converts the  losses  
to their absolute values and emphasizes the impacts of data 
with greater losses during training. 

The optimization algorithm for the network is Adam. It is 
an adaptive algorithm to update the weights. Adam shows 
superiority over other optimization methods and has wide 
application in deep learning field.  

The dataset contains 1,000 pairs of collected data. It is 
grouped randomly into a training set with 900 pairs of data 
and a testing set with 100 pairs.  

B.  Results of Compensation 

The performance of the LSTM network for compensation 
can be demonstrated from several perspectives such as the loss 
of the network, the accuracy of compensation and the average 
relative error of the network. Fig. 4 shows the loss curve when 
training the network. Fig. 5 shows the predicted values of NOx 
concentrations and true values of the testing set. The relative 
error curve between them for each set is plotted in Fig. 6. The 
average relative error of the testing set is 0.149%. These 
figures provide visible evidences for the performance of the 
network.  

Due to the close gaps between the predicted values and 
true values in Fig. 5, another 2 graphs are drawn for a legible 
view of the results. The elements in the testing set are filtered 
by the range of true NOx concentrations in to a data group.  

 

Fig. 5 The prediction and ground truth of testing set 

TABLE I.  INFORMATION OF DATA GROUP I 

Parameter 
Data Number 

0 1 2 3 4 5 6 7 8 

Temperature (℃) 30 27 50 42 41 31 36 20 40 

Relative Humidity (%) 50 42 59 42 61 60 50 60 50 

Measured Concentration (ppm) 307 297 344 307 330 326 311 297 317 

True Concentration (ppm) 300 295 322 294 310 314 299 295 300 

Predicted Concentration (ppm) 299.98 294.99 323.95 293.42 310.34 314.66 297.96 295.46 299.30 

Relative Error 0.007% 0.003% 0.605% 0.197% 0.110% 0.210% 0.348% 0.156% 0.233% 

 

 

Fig. 6 The relative errors of testing set 

 

Fig. 7 The prediction and ground truth concentration of data group I 
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Then, we plot the predicted and true NOx concentration 
values of the group. In Fig. 7, the true concentration range of 
data group Ⅰ is from 290 to 330 ppm. Table Ⅰ displays the 
relative parameters of the data group in Fig. 7.  

The 9 testing data sets in data group Ⅰ are numbered from 
0 to 8. Their predicted and true values of NOx concentration 
is plotted. The largest relative error in this group is 0.605%. 

In Fig. 8, the range of the true concentrations to filter data 
group Ⅱ is changed to 590~630 ppm. Table Ⅱ presents the 
parameters for data group Ⅱ of Fig. 8. 

The 8 testing data sets in data group Ⅱ are numbered from 
0 to 7. Fig. 8 demonstrates the prediction and ground truth 
values of the NOx concentration. In this group, the largest 
relative error is 0.226%. 

The results of the testing process shows that the LSTM 
network we built is able to compensate the temperature and 
humidity influence for on-board NOx sensors and can 
improve the accuracy of measurements.  

IV. CONCLUSIONS 

In this paper, a temperature and humidity compensation 
method with LSTM network for on-board NOx sensors is 
proposed. The characteristics of the compensation model 
based on LSTM network is analyzed, and the principle of the 
model is discussed with deduction procedures. We collected 
the data of temperature, humidity, sensor-measured NOx 
concentrations and the true concentrations for the network. 
Through training, the LSTM compensation network shows 
positive performance of compensation in the process of testing. 
The results prove that the compensation method for on-board 
NOx sensors with LSTM network can compensate the drift 
caused by temperature and humidity, so as to improve the 
measurement results and monitor the NOx concentrations in 
vehicle exhaust better. 
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TABLE II.  INFORMATION OF DATA GROUP II 

Parameter 
Data Number 

0 1 2 3 4 5 6 7 

Temperature (℃) 40 39 33 37 30 20 40 50 

Relative Humidity (%) 40 48 42 39 60 61 55 40 

Measured Concentration (ppm) 604 633 626 628 611 613 650 627 

True Concentration (ppm) 590 613 615 615 600 611 625 599 

Predicted Concentration (ppm) 590.21 613.39 616.30 614.38 600.05 612.38 625.02 598.91 

Relative Error 0.036% 0.064% 0.211% 0.101% 0.008% 0.226% 0.003% 0.015% 

 

 

 

Fig. 8 The prediction and ground truth concentration of data group Ⅱ 
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Abstract—In this work we have proposed a novel-shaped 

metamaterial resonator for terahertz (THz) applications. The 

proposed resonator consisted of two types of V-shaped metal 

strip with upward and downward openings and the supportive 

resin substrate exhibits four high-Q resonance peaks. The 

surface current and magnetic field distribution at resonance 

frequencies unveils that incident electromagnetic wave can 

excite the surface current on the metal strips and form magnetic 

dipoles, which explains multi-band resonance via the coupling 

of multi-order magnetic dipoles. Geometric parameters are 

systemically analyzed to verify the robust THz resonance of 

proposed structure. It can be expected that our metamaterial 

structure can be utilized for potential applications including 

sensing and filtering. 

Keywords—terahertz, metamaterial, magnetic resonance, 

high-Q factor, coupling effect 

I. INTRODUCTION 

Metamaterials, artificially manufactured media which are 
typically made from periodic arrays of subwavelength 
dimensions, has more extraordinary physical properties than 
those of conventional materials in nature [1]. With unique 
engineering permittivity and permeability [2], many unusual 
physical phenomena such as negative refraction [3], 
superlenses [4], and optical cloaking [5] have been realized 
through metamaterial. Many metamaterials-based filters or 
sensors have been studied in THz range in the past decade, 
however the Q-factor of these metamaterials are usually less 
than fifty [6] and the resonant intensity becomes weaker when 
Q-factor increases. Therefore, it remains a bottleneck to obtain 
high resonant intensity and high-Q factor at the same time for 
the metamaterial sensor. For sensing applications, three-
dimensional (3D) structure featured with the out-of-plane 
sensing components has strong capabilities to bond with the 
sensing medium which allows its high sensitivity for 
refractive index changes of analytes [7]. And for filtering 
applications in THz imaging, spectroscopy and other THz 

communication systems, multi-band filters have more 
advantages than single-band filter [8]. However, most 
investigators focused on the filter with single-band resonance 
[9], which limits practical applications of metamaterial filter.  

In this work, a three-dimensional metamaterial resonator 
with high-Q factor and multi-band resonance is theoretically 
studied for terahertz applications. To validate the resonant 
mechanism, magnetic dipoles coupling effects are analyzed 
via the surface current and magnetic field distribution. 
Furthermore, the influence of geometric parameters on the 
resonance effect is also studied. 

II. DESIGN OF PROPOSED RESONATOR 

The unit cell of 3D metamaterial resonator is shown in Fig. 
1. The resonator is composed of a polymer substrate and four *Liuyang Zhang is the corresponding author. (e-mail:liuyangzhang@xjtu.edu.cn) 

 

Fig. 1. Schematic representation of the unit cell of the proposed three 
dimensional metamaterial resonator. (a) Top view. (b) Front view. (c) 

Oblique view. 
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V-shaped metal strips. The geometric dimensions of two V-
shaped metal strips along the diagonal position are identical 
to each other, and the opening of one pair of V-shaped metal 
strips is upward while the other pair is opposite. Four V-
shaped metal strips are evenly distributed in a single unit cell. 
The convexity and concavity on the polymer substrate can be 
determined by the bending angles of the upward and 
downward V-shaped metal strips, respectively. After 
structural optimization, the optimal geometric size of the 
structure is initialized with lattice period p as 2000 µm along 
both x-direction and y-direction. The thickness of the polymer 
substrate (denoted as t) is 1000 µm. The width of the metal 
strips (b) is 200 µm and the length of horizontal bars (g) is 
120 µm. For the V-shaped metal strips with downward 
openings, the bend angle (w1) and length of metal arm (l1) are 
40° and 450 µm, respectively. For the V-shaped metal strips 
with upward opening, the bend angle (w2) and length of metal 
arm (l2) are 45° and 350 µm, respectively. The relative height 
(H) between the two kinds of V-shaped strips is 525 µm. 

The numerical simulation is carried out with finite element 
method of the CST Micro Wave Studio in the low terahertz 
frequency. The material of metal is set as gold and the 
dielectric substrate is set as resin material with refractive index 
taken as 1.75 in this work. As showed in the inset of Fig. , the 
incident electromagnetic is defined as plane wave and the 
propagating direction is along z -direction. The polarization 
direction of the electric field is along the x- direction, which is 
parallel to the length direction of the metal strip in order to 
induced the magnetic resonance response of the metamaterial. 
The transmission coefficient of the proposed structure is 
extracted from the S-parameter which is calculated by the 
frequency domain solver in the Microwaves&RF/Optical 
module of the CST software. Periodic boundary conditions are 
applied along both x- and y-directions of the unit cell structure, 
with open (adding space) conditions along the z-direction, so 
the characteristic of periodic arrays in the metamaterials can 
be simulated correctly. 

III. SIMULATION RESULTS AND DISSCUSSION 

In the simulation, the complex permittivity of gold in the 
terahertz region is adequately described with the well-known 
modified Drude model [10], 
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Formula (1) is the modified Drude model of gold, where ω 
is the incident angular frequency of the electromagnetic wave, 
ε∞ = 1 represents the high-frequency bulk dielectric constant 
of gold, the plasma frequency ωp is 1.374 × 1016rad/s and the 
damping constant γ is 1.225 × 1014rad/s. Formula (2) and (3) 
are the real and imaginary part of the dielectric constant 
respectively. Because of the surface scattering and boundary 
effect, the damping coefficient of the gold film is three times 
larger than that of bulk gold. The adaptive meshing refinement 
is employed to improve the simulation accuracy and 
computational efficiency. 

Fig.  shows the transmission spectra of proposed 
metamaterial resonator as a function of frequency in low 
terahertz range. The inset picture shows the incident angle (-z 
direction) and polarization angle (along the x direction) of the 
incident electromagnetic wave. It can be observed from the 
transmission spectra that the metamaterial resonator has four 
resonance bands at frequencies of f1 = 0.136THz, f2 = 
0.140THz, f3 = 0.169THz, and f4 = 0.174THz, respectively. 
For all these resonance bands, the resonant intensity of their 
peaks are greater than -30dB, which underlies intensive 
resonance at these resonant frequencies. Additionally, the 
quality factor Q = f0/△f3dB of the resonator is evaluated, where 
f0 refers to the resonance frequency, and △f3dB is the -3dB 
bandwidth of the resonant frequency f0. All resonance has 
large quality factor of 96.7, 52.9, 36.8 and 125, respectively.  
The large Q factor indicates that the loss of the resonance 

 

Fig. 2. Transmission spectra of the designed metamaterial resonator, the 

inset shows the terahertz wave incident and polarization direction. 

 

Fig. 3. Magnetic resonance of V-shaped metal strip 
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system is trivial and the FWHM (full width at half maximum) 
is small, which is promising for the development of novel 
electric devices in the sensing field. 

As illustrated in Fig. , upon the illumination of normal 
incident electromagnetic wave, oscillating electric current on 
the surface of metal strips can be induced by the x-polarization 
electric field. The induced electric current on the two arms and 
the horizontal bar can be regarded as the electric dipoles and 
forms an open circle[11]. In fact, these circulating currents 
will produce magnetic dipoles along the y-direction and 
interact strongly with the magnetic field of the incident 
electromagnetic wave. At resonant frequencies, a strong local 
electromagnetic enhancement is established between the 
corresponding metal arms and interact strongly with the 
incident electromagnetic waves. For the proposed V-shaped 
metal strip structure, the opening direction and surface current 
direction determines the direction of the excited magnetic 
dipoles. For instance, when the surface current direction of the 
metal strips is the same to the opening direction, the V-shaped 

metal strip with upward opening and downward opening will 
excite the magnetic dipoles in the opposite direction according 
to the right hand grip rule. On contrary, when the surface 
current direction is opposite to the opening direction, the 
excited magnetic dipoles will have the same direction as 
showed in the Fig. 3 .  

To better clarify the physical resonance mechanism of the 
resonator, the surface current and magnetic field distribution 
are investigated at each resonance frequency as shown in Fig. 
3. At the resonance frequencies f1 and f3, the surface current 
on the upward V-shaped metal strip and the downward V-
shaped metal strip are along the same direction as shown in (a) 
and (c), while at the resonance frequencies f2 and f4, the surface 
current on the upward V-shaped metal strip and the downward 
V-shaped metal strip are along the opposite direction as shown 
in (b) and (d). According to the analysis in the previous 
paragraph, the excited magnetic dipoles have different 

direction in these circumstance, and the resonance frequencies 
f1, f3 and f2, f4 are induced by coupling of the magnetic dipoles 
with different directions. At resonance frequencies f2 and f3, 
the surface current on the downward V-shaped metal strips is 
very small, while the upward V-shaped metal strips have high 
surface current intensity. Apparently, all metal strips have 
high strength surface current at resonance frequencies f1 and 
f4.  

Fig. 3 (e)-(h) shows the magnetic profiles at the resonance 
frequencies along the y-z plane at x = 500 µm, it can be seen 
that the magnetic field distribution at each resonant frequency 
agrees well with the surface current distribution. When the 

 
Fig. 3. Surface current (a)-(d) and magnetic field (e)-(h) distribution at 

resonance frequencies. 

 

Fig. 2. Resonance frequencies for different geometric parameters 
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surface current is weak, the magnetic field is also weak. The 
incident electromagnetic field excites multi-order magnetic 
dipoles inside the resonator, and the transverse and 
longitudinal coupling effects between the excited magnetic 
fields contributes to the appearance of multiple resonant 
transmission spectra peaks. Low-order magnetic dipoles 
indicates low frequency resonance (f1 and f2) while high-order 
multiple dipoles coincides with high frequency resonance (f3 
and f4). Two V-shaped metal strips with opposite openings can 
excite multi-order magnetic dipoles and these magnetic 
dipoles coupled with each other result in the multi-order 
resonance. 

To examine the influence of the structure geometric 
parameters on the resonance characteristics of the 
metamaterial resonator, the unit cell structure with different 
geometric parameters as relative height H, length of metal arm 
l1 and l2, bend angle w1 and w2 as well as the lattice period p 
are parametrically studied. Unless otherwise states, b, g and t 
are fixed in the following simulation setup. As shown in Fig. 
2 (a), the resonance peak frequencies have a slight red shift 
when increasing the relative height H monotonically. As 
shown in Fig. 2 (b) and (c), the resonance peak frequencies 
follows similar red-shift with the increment of arm length l 
and bend angle w, which is attributed to the reason that the 
projection length of V-shaped metal strips on the x-y surface 
become larger when l and w increases, and the distance of 
electron oscillations increases.  

In comparison with Fig. 2 (a), (b) and (c), a significant red-
shift of the resonance frequencies can be observed when 
slightly increasing the lattice period p of the resonance 
structure as shown in Fig. 2 (d), which illustrated that the 
coupling effect between unit cells has a great effect on the 
resonance frequency. Interestingly, the resonant intensity is 
always kept at a high level which exhibits that the three-
dimensional resonator is insensitive to the structure change 
and the resonant band can be extended to other 
electromagnetic wave frequency range by varying the 
geometric parameters. 

IV. CONCLUSIONS 

In this work, we have systematically presented 
demonstrated  multi-band THz response of three-dimensional  
metamaterial resonator. It shows that the proposed resonator 
has multi-band high-Q resonance peaks. The surface current 
and magnetic field distribution indicate that the multi-order 

magnetic dipoles coupling results in the appearance of 
resonance frequency peaks. Moreover, by changing the 
structure size, the resonator can be applied to other frequency 
bands. The designed metamaterial resonator exhibits stable 
resonance effect characteristics making it suitable for sensing 
and filtering technology. 
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Abstract—Terahertz (THz) images have low spatial 

resolution, blurring contour features and high background 

noise owing to the limitation of terahertz (THz) wavelengths and 

the THz imaging systems. We have proposed a modified 

Generative Adversarial Network (GAN) for super-resolution 

(SR) purpose. To fit the THz images, we design a kind of image 

degradation model to generate low-resolution images with 

Gaussian blur and white Gaussian noise. We establish a dataset 

of damage images in the field of non-destructive testing (NDT) 

for training and testing. The experimental results on THz 

images demonstrate that the improved GAN model can improve 

the quality of THz images effectively. Our method can be 

beneficial to improve the accuracy of THz NDT with low 

resolution. 

Keywords—THz image, super-resolution, degradation model, 

deep learning 

I. INTRODUCTION  

Terahertz (THz) wave [1] is a kind of electromagnetic 
radiation with strong penetrability and harmless photon 
energy, which is widely used in the field of non-destructive 
testing (NDT) [2,3]. However, due to the limitation of the THz 
wavelength and the agonizingly slow development of THz 
imaging technology, it encounters severe problems in THz 
images include low spatial resolution, blurring contour 
features and high background noise [4]. It is obligatory to 
upgrade or optimize the THz imaging system and the 
algorithm to overcome these drawbacks. Actually, Huang et 
al. [5] have tried to design a kind of metallic grating to realize 
the super-resolution imaging in THz frequency, which is 
considered as a landmark of the high resolution THz imaging 
system. However the grating-assisted imaging system is 
tightly constrained to its expensive hardware and poor effect. 
It is extremely necessary to come up with appropriative super 
resolution (SR) algorithms of THz image. Ding et al. [6] have 
adopted Lucy–Richardson method to recover images with 
relatively low-resolution obtained from a THz reflective 

imaging system. However, it’s difficult to guarantee the 
convergence via the Lucy–Richardson algorithm when the 
images have low signal-to-noise ratio (SNR), and it’s possible 
to amplify noises. Kiarash et al. [7] have proposed a method 
combined THz point spread function (PSF) and deconvolution 
for THz image restoration. Hu et al. [8] have presented an 
aggregate wavelet-predominant algorithm for THz security 
images which focused more on the image sharpness. These 
methods improve the resolution of THz images to some extent, 
but there is still larger improvement space. Besides 
interpolation-based and reconstruction-based methods, 
learning-based [9] method is also widely used in the field of 
THz with enhanced resolution.  

CNN is the most widely used learning-based method for 
THz images by mapping low-resolution (LR) image to high-
resolution (HR) image. Long et al. [10] have demonstrated 
that the deep Convolutional Neural Network (CNN) model is 
effective and robust for the super resolution of THz image. But 
there remains some shortcomings in the recovery process of 
high-frequency details via CNN. In 2016, Generative 
Adversarial Network (GAN) based SR [11] was proposed by 
Ledig et al. by using generator G to generate SR images 
though LR images, and the discriminator D to determine 
whether the images are generated by G or the original images. 
However, its training process is based on the natural image 
datasets so that it is not suitable for THz images. At the same 
time, there are severe training difficulties in GAN such as 
overfitting and mode collapse.  

In this work, by taking full advantages of GAN, we 
propose an modified GAN model for super resolution of THz 
image. Multiple damage images from NDT are used to 
establish the dataset for experiments. Pre-training and fine 
tuning are used to optimize the training process and address 
the impact of the dataset size. Experimental results indicate 
that the proposed model is an effective super resolution 
method for LR THz images. 

* Liuyang Zhang is the corresponding author. (e-mail: liuyangzhang@xjtu.edu.cn). 
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Fig. 1. Architecture of the improved Generative Adversarial Network: (a) is the generative network, (b) is the discriminator network which has 4 different 

blocks. 

II. PROPOSED METHOD  

A. Degradation Model 

 In order to learn the relationship between LR images and 
HR images, it’s necessary to design the degradation model. 
LR images with THz-like properties are obtained by the 
degradation model. Jepsen et al. [12] demonstrate that the 
background blur and noise in THz image follows 
approximately Gaussian distribution. A appropriative 
degradation model for THz image can be written as: 

 y = x ⨂ b + n (1) 

where x  is the HR image, b  denotes the Gaussian blur 
kernel, ⨂ is the convolution operation and n is the white 
Gaussian noise to simulate the THz background noise. The 
Gaussian blur kernel is generated as follow: 

 
g(𝑥, 𝑦) =  

1

2𝜋𝜎2
𝑒

−
(𝑥2+𝑦2)

2𝜎2  (2) 

where σ denotes the Gaussian radius in image processing, 
σ means width of the sliding window. In order to obtain the 
LR image similar to THz image and reduce the training 
burden of the network, σ  is set as 3.0. The standard 
deviation of white Gaussian noise is set as �̂� = 1.0.   

B. Modified GAN model 

The modified GAN architecture is illustrated in Fig.1. 
The generative network in Fig.1 (a) has 15 residual blocks. 
Two 9 ×  9 convolution layers and a activation function 
LeakyReLU are employed at the first three layers to extract 
shallow features. LeakyReLU is a variant of ReLU which 
can overcome the “dead problem” in ReLU in the training 
process. To extract more features from THz images and 
make the generator G perform better, a deep network 
structure is build. But with the deepening of the network 
structure, gradient vanishing and gradient explosion will 
occur [13]. Previous researches show that the residual 
learning framework could address these issues and the skip 
connection between layers could train a deep network 

effectively. Therefore, the residual learning framework is 
added to improve the performance of SRGAN. It contains 
15 residual blocks and a long skip connection, each residual 
block also has a short skip connection. Following the 
residual learning framework, a 9 × 9 convolution layer and 
a batch normalization are placed to reduce the instability of 
parameter distribution and enhance the generalization 
ability of the network. A kind of sub-pixel block consisting 
of the sub-pixel convolution is designed to enlarge the 
feature map, which could avoid artificial factors. Activation 
function tanh is employed at the last layer to normalize the 
range of elements in training image matrix between -1 and 
1. Except the 9 ×  9 filters mentioned above, all other 
convolution layers use 3 × 3 filters. 

 

Fig. 2. Dataset of damage images in the field of NDT. 

It should be noticed that serious shortcoming of the 
GAN is that generator G and discriminator D are difficult to 
converge at the same time. To find a Nash equilibrium [14] 
between the two networks and achieve an optimal 
convergence, a simple network structure as the 
discriminator D is designed. The discriminator D in Fig.1 (b) 
is used to solve the binary classification problem between 
HR images and SR images. A 3 × 3 convolution layer, a 
activation function LeakyReLU and a dropout layer are 
employed at the first three layers to extract features. The 
dropout layer is used to reduce training parameters and 
overcome the overfitting. Following the first part, four 
blocks with different channels are designed. Following the 
dropout layer, a batch normalization layer is added in each  
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Fig. 3. Damage image “test4” super resolution results of our model and other methods. 

Fig. 4. Damage image ”test5” super resolution results of our model and other methods. 

Fig. 5. Damage image ”test6” super resolution results of our model and other methods. 

block. The batch normalization layer is used to build 
different batches for real data and fake data. The final part 
with a dense layer and a sigmoid layer is used to limit the 
range of the output between 0 and 1. All convolution layers 
use 3 × 3 filters. 

The THz-like LR images are imported into the generator. 
Based on the relationship learned by the GAN model, SR 
images are obtained. Then the SR images and corresponding 
HR images are imported into the discriminator. 
Discriminator judges whether the generated images are 
original images. Target images are obtained via the game 
between the generator and the discriminator.  

III. EXPERIMENTS 

A. Parameters Setting 

During the training processing, when the learning rate of 
generator G or discriminator D is changed, the other’s is 
retarded until reach a stable state finally. Adam (15) is an 
extension of stochastic gradient descent algorithm, which is 
widely used in the field of image super-resolution. For 
SRGAN, both generator G and discriminator D use Adam 
with β = 0.9  as optimizers. In order to achieve a stable 
convergence state quickly, different optimizers for the two 
sub-networks are used.  

For the generator G we use Adam with 𝛽1 = 0.5, 𝛽2 =
0.999, ε = 10−8 and the initial learning rate lr = 0.0002. 
For the discriminator D we use RMSprop with initial 
learning rate as lr = 0.00002 . Both two learning rates 
decay every 100 epochs. Additionally, we adopt weight 
initialization in all convolution layers with weight decay as 
0.0001. 

 The Tensorflow 10.0 + keras 2.0 is employed to do our 
experiments for the modified GAN model. Training takes 5 
days on the RTX 2080Ti GPU. 

A. Datasets and Training Setup  

 For general super-resolution, natural images are widely 
used as training or testing datasets. However, THz images 
are quite different from natural images. For THz image 
super-resolution, we had to pay more attention to the 
contour features and edge features. Therefore, a dataset 
containing 1771 mechanical structural defects in Fig.2 is 
created by collecting the data from the published paper. 80% 
of the dataset are used as the training dataset and others are 
used as the testing dataset. Finally, 50 THz images are used 
to test the model’s performance. 

 For image super-resolution, the size of the dataset will 
determine the quality of network training. If the size is not 
large enough for a complex model, it’s easy to be trapped 
into overfitting. Thus we train the proposed model over a 
large dataset included 11100 natural images firstly to get a 
pre-training model. Then the pre-training model is retrained 
on the home-established dataset to adjust the 
hyperparameters over the dataset. To reduce the calculation 
of the model, all LR image’s size in the datasets is 32 × 32. 
The batch size of the training datasets is 64. A mini batch 
size is set to 28 to make the discriminator D and the 
combined model update weights respectively. 

B. Experiment Results 

 To demonstrate the robustness of our proposed GAN 
model, the performances of Bicubic, SRCNN and our model 
on the testing dataset are systemically evaluated, 
respectively. The LR images and restored images are shown 
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in Fig.3, Fig.4 and Fig.5, respectively. Obviously, our 
model has a better performance than other methods.  

 In Fig.3, the SR images obtained via Bicubic and 
SRCNN don’t have obvious texture details. Only the edge 
contour can be restored to a certain extent. Our model not 
only restores texture details, but also generate the sharp 
contour. In the field of non-destructive testing, getting more 
high-frequency details means more accurate judgment of 
the damage. It can be seen in Fig.4 and Fig.5, for complex 
image details, our model has better performance. 

In the TABLE I, performances are further quantitively 
verified by peak signal-to-noise ratio (PSNR). PNSR is an 
important evaluation index to measure the quality of the 
reconstructed images. Generally, there are less distortions of 
the reconstructed image when its value of PSNR is larger. 
As is shown in TABLE I, our model has better performances 
in the three images mentioned above 

To demonstrate the ability of our model, 50 random THz 
images are used to test the model. In Fig.6, it can be seen 
that our model performs better than other methods, where 
the contours of the THz image is clearly restored. 

 

Fig. 6. Experiment results on the THz image. (a) THz image, (b) Bicubic, 

(c) SRCNN and (d) our model. 

TABLE I.  PSNR RESULTS OF DIFFERENT METHODS ON THE TESTING 

DATASET  

IV. CONCLUSION 

In this work, we have proposed a modified GAN model 
for super resolution of THz image. The improvement of the 
generator G and the discriminator D make the overall  
framework fit our datasets.  Instead of using down-sampling, 
we design a degradation model with Gaussian blur and 
white Gaussian noise for THz image. These two parts 
correspond to the blurring contour features and high 
background noise in THz images respectively. We have a 

pre-training on a huge dataset to overcome the overfitting 
and then adjust the hyperparameters on our datasets to get 
the optimal model. The results demonstrate that the 
proposed model performs better than other method on the 
quality of LR THz images. 
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Test images 
PSNR 

Bicubic SRCNN Ours 

test4 24.38 26.95 28.47 

test5 20.41 23.66 26.92 

test6 21.66 22.48 22.96 
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Abstract—Measurement of electric current distribution is 

important for medicine, semiconductor, and structure integrity 

evaluation in nondestructive testing (NDT). Several electric 

measurement methods are developed, such as electrode array, 

coil and magnetic sensor. In this paper, the infrared (IR)-

imaging-based method is proposed to capture the 2D electric 

current distribution. In this method, the current magnitude 

matrix is obtained by utilizing the relationship between the 

thermal field and the electric field. Furthermore, an iteration 

algorithm is proposed to reconstruct the direction of the current 

depending on the divergence theorem of passive field. Then the 

2D electric current distribution can be visualized with high 

resolution and the results would verify the efficiency of the 

proposed method. 

Keywords—2D electric current distribution, nondestructive 

testing (NDT), infrared (IR)-imaging, divergence theorem, 

current direction reconstruction 

I. INTRODUCTION  

Electric current distribution measurement attracts more 
and more attentions because of its widely applications. For 
example, in medical examination, measuring the changes of 
current distribution caused by lesions of organ in animal or 
human body which is helpful in locating the lesions [1]. In 
semiconductors design and applications, electric current 
distribution is extended to predict the failure behavior of the 
devices [2] [3]. In order to evaluate the integrity of material 
structure, eddy current testing method is developed[4]. 
Furthermore, electric current distribution measurement also 
play an important role at the cutting-edge of 2D nanodevices 
(graphene [5], silicene [6], h-BN [7], MoS2 [8]) development 
[9].  

In recent years, several electric current distribution 
measurement methods are developed. In [10] and [11], 
Electrode array is used to map the current through potential 

drop， which indicates the electrical conductivity variation 

caused by lesion organ. Scanning probe microscope (SPM) is 
applied to image cyclotron orbits of electrons in graphene [12]. 
Scanning superconducting quantum interference device 
(SQUID) [13] and   atomic-sized quantum sensors array [14] 
are applied to map current distribution through magnetic field 
measurement. All of these methods map current distribution 
from intermediate physical quantities (voltage, magnetic field) 
by reconstruction algorithm. In lesion organ image 

acquisition, the conductivity is obtained by establishing the 
nonlinear function between voltage and conductivity and 
finding the minimum value of the least squares problem, 
which is constructed by the difference between the actual 
voltage value and the calculated voltage value [11]. When it 
comes to current density reconstruction, The relationship 
between the current density and the z-component of the 
magnetic field is employed through the Biot–Savart law. [13] 
[14]. Thus, high performance sensors and reconstruction 
algorithm is the key for current distribution measurement. 

However, most of the above-mentioned methods use big 
size sensors which makes it impossible to capture a high-
spatial-resolution image of current distribution. Even SPM 
and SQUID reduce the size of sensors, they are very 
expensive and complicated. Therefore, there is a definitely 
demand to develop an electric current distribution 
measurement technique with non-contact, high spatial 
resolution for in-situ application. 

Infrared thermography (IR) is an important remote 
detection method with high spatial-resolution and thermal 
sensitivity, which has rapidly attracted a lot of attentions in 
many emerging industrial fields including microelectronics, 
renewable and sustainable energy (RSE) system, and electric 
power [15], etc. Wu et al. [16] used IR to detect obvious 
thermal contrast between the defect-free and defective regions 
in IGBT, which was influenced by magnetization current 
intensity and magnetization direction. In [17], He et al. used 
IR to detect the high temperature areas around the defect 
owing to resistive heating from the induced electric current. 
In [18], Zhao et al. used IR to capture the thermal response 
about local overheating area on insulator, which is caused by 
high current produced by a short circuit or improper electrical 
loading conditions. However, all of these thermal-imaging-
based methods are qualitative detection methods, which only 
detect high temperature areas due to current accumulation 
with no consideration about electric current quantization issue. 
Since all of electronic parts and components generate heat 
when working, the higher of electric current, the higher of 
temperature. Therefore, it is possible to measure electric 
current distribution by thermography. This is also the purpose 
of this work. 

*Libing Bai is the corresponding author. (e-mail: libing.bai@uestc.edu.cn). 
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II. METHODOLOGY OF THE CURRENT DISTRIBUTION 

MEASUREMENT MODEL 

When high-frequency eddy current excitation source is 

applied to the specimen, the heat distribution inside the 

specimen is uneven, and there will be three heat transfer 

modes in the specimen: heat convection, heat radiation and 

heat conduction. In order to establish relationship between 

the thermal field and the electric field, assuming that impact 

of heat convection and radiation are negligible. Thus, 

according to Fourier's law, the heat conduction of test 

specimen is obtained as: 

 ( )
w

T
C k T P

t



−  =


 (1) 

where k  is the coefficient of thermal conductivity, 
w

P  is 

the thermal power. Based on equation (1), it is gotten that: 

 

2
R+ ( )

=
T I k T

t C

  


 (2) 

where ( )k T    is represented the temperature gradient. 

When the specimen thickness is very small and the heating 

time is very short, the temperature gradient will be very 

small. Thus, the effect of temperature gradient can be 

ignored, and the equation (2) can be expressed as: 

 

2
R

=
T I

t C




 (3) 

Considering that  , C , and   are constant, it is 

concluded that the slope of the temperature-time curve 
T

t





 

is proportional to the current amplitude matrix ( , )I x y . 

Therefore, the current intensity I  at each point ( , )x y  from 

the infrared image can be obtained by equation (3). 

In order to obtain the direction of the induced current, 

the current amplitude matrix ( , )I x y  is divided into the 

vertical component ( , )VD x y and the horizontal component

( , )HD x y . Where ( , )VD x y  and ( , )HD x y  satisfy the 

conditions as:  

 
2 2 2

( , ) + ( , ) = ( , )VD x y HD x y I x y  (4) 

Divergence is the flux of a vector F  emanating from a 

point or a closed surface, which can be explained as: 

 
F F F

divF
x y z

  
= + +
  

 (5) 

When =0divF , it represents the passive field. the total 

amount of eddy current entering the surface is equal to the 

current flowing out of the surface. Based on the divergence 

of eddy current is 0, the four adjacent pixels are treated as a 

closed surface shown in Fig.1. Where ( 1 ~ 9)
i

a i =  

represents 9 pixels and the red box is the closed surface, the 

sum of all the eddy current passing through the closed surface 

should be theoretically equal to 0. The vertical component 

and horizontal component of point 
i

a  are supposed as 
1

i
a  

and 
2

i
a . Provided that the right direction and the vertical 

direction are positive direction, and if the actual induced 

current direction is as shown in Fig.1, the total amount of 

induced current on the closed surface formed in the red 

closed box is: 

 
1 2 1 2 1 2 1 2

1 1 2 2 3 3 4 4( )sum a a a a a a a a= − − − + + − + +  (6) 

 
Fig.1 Induced current direction analysis based on divergence is equal to 

zero of passive field. 
As shown in Fig.2, there are four closed surface formed 

by 9 pixels (red closed box, green closed box, blue closed 

box, purple closed box). The center point 
5

a  is supposed as 

target point which is also the intersection point of the four 

closed surfaces. These four closed surfaces form a 3 3  

square. 

 

Fig.2. The target point 
5

a  participates in the formation of four closed 

surfaces 

When each deviation value sum  from these four 

closed surfaces are calculated, the total amount sum can 

be given in: 

.  
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=

=
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 (7) 

According to the equation (7), the following iterative 

algorithm can be proposed: Except the points on the edge of 

the image, each pixel in the infrared image is involved in 

forming a closed surface contained four pixels with using 

square cell, and can form four closed surfaces. For any four 

closed surfaces of one target point in the thermal image, the 

value of the sum  should be equal to 0. the objective 

function can be expressed as: 

 min sum  (8) 
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When the vertical component of the target point 

changes, the horizontal component of the target point will 

also change due to the constraint of equation (17). If the value 

of 1sum  after the change of the vertical component is less 

than the value of 0sum  before the change, it indicates that 

the change of the target point is valid, and the result of the 

change will be retained.  

In the initial case, the value of all elements in the 

horizontal component ( , )HD x y  is set to zero, and the value 

of vertical component ( , )VD x y  is equal to induced current 

amplitude matrix ( , )I x y . Thus, the initial direction is 

vertical. After calculated the initial deviation value 0sum . 

Suppose the step size is   which is set to control the 

convergence speed and accuracy, the specific update strategy 

is: 

 
2 2

1( , ) ( , )

1( , ) ( , ) 1( , )

VD x y VD x y

HD x y I x y VD x y

= − 

= −





 (9) 
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2( , ) ( , ) 1( , )

VD x y VD x y

HD x y I x y VD x y

= − 

= − −





 (10) 

After the vertical component ( , )VD x y  reduced by  , 

the horizontal component ( , )HD x y  and vertical component 

( , )VD x y  of the target point 
5

a  are replaced by 1( , )HD x y , 

1( , )VD x y  in equation (18) and the deviation value 

1sum  is calculated. In the same way, the deviation value

2sum  is calculated by 2( , )HD x y  and the 1( , )VD x y  in 

equation (19). Furthermore, the vertical component 

( , )VD x y  increased by   is also considered: 

 
2 2
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3( , ) ( , ) 2( , )

VD x y VD x y

HD x y I x y VD x y

= + 

= −





 (11) 
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 (12) 

where the horizontal component ( , )HD x y  and vertical 

component ( , )VD x y  are replace by the 3( , )HD x y , 

2( , )VD x y , and the 4( , )HD x y  and the 2( , )VD x y . The 

deviation value 3sum , 4sum  are also calculated. 

Compared the five initial deviation value 

0 ~ 4sum sum  , the horizontal component and vertical 

component of the smallest deviation value are selected to 

replace the initial horizontal component ( , )HD x y  and the 

vertical component ( , )VD x y . It is worth noting that if the 

vertical component ( , )VD x y  is equal to ( , )I x y  or zero, 

the step size doesn't need to increase or decrease. In this case, 

only three deviation value are necessary to compare. The 

above iterative process is carried out for every point except 

the edge pixel, until it is impossible to change the vertical 

component and horizontal component of any pixel. It is 

indicating that the horizontal component and vertical 

component of each pixel are the optimal solution, which is 

satisfied passive field divergence is equal to zero. Afterwards 

the direction of induced current can be gained by using 

quiver function of MATLAB. Thus, it is concluded that 2D 

current distribution measurement method can be achieved by 

using proposed iterative algorithm. 

III. EXPERIMENT STUDIES 

A. Sample Fabrication 

In order to reconstruct current direction, steel was used 

to made the sample for verification, because it is one of the 

most commonly material in railway, oil pipeline, ship, bridge 

and so on, and has a strong demand of integrity evaluation. 

Furthermore, the properties of the steel causing its heating 

style is surface heating, which make the diffusion effect of 

steel and the temperature gradient are very low. The lateral 

dimension of steel is 100 × 45 mm, and the thicknesses is 

0.24 mm. There is one man-made slot with lateral size of 10 

× 2 mm at the center of the specimen. 

B. Experimental System 

In the current direction reconstruction experiment, both 

induction coil and IR camera were placed on the same side, 

as shown in Fig.3 (A). When an excitation coil with a certain 

frequency AC current was close to the steel sample, it 

produced eddy current with the same frequency in the sample. 

Due to the skin depth of steel is very small, the induced 

current is concentrated on the surface. As shown in Fig. (B), 

The excitation coil was made of 6.35-mm high-conductivity 

hollow copper tubing. 256kHz tone burst eddy current (0.1s) 

was introduced into the steel sample to stimulate temperature 

variation. The infrared radiation was recorded by using a 

infrared camera (FLIR SC7500) with frame rate 383Hz. At 

383Hz frame rate, the resolution of infrared camera is 

320×256. The unit of radiation is digital level(DL). 

 
Fig.3 (A) The experimental schematic diagram of current direction 

reconstruction method. (B) The equipment of current direction 
reconstruction method 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In terms of thermal sequence data processing, 

original temperature signal is not smooth enough, 

derivative 
( )T t

t





  at the sharp bending point is 

discontinuous and even abrupt change, which will 

seriously affect the calculation of induced current 

amplitude I  . Thus, temperature signal reconstruction 

(TSR) is used here to smooth the original temperature 

signal and enhance image spatial resolution. Compared to 

TSR 
processing;

iterative 
algorithm  

AC power 
supply

Thermal radiationCoil

Artificial 
defect

PC

IR camera

Excitation Coil

Induction actuator

A B
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sampling frequency which is lower than AC current 

frequency, and obtain the transient rate of temperature 

change ( )T t . 

Through the TSR processing, the infrared image 

sequence can be transformed into to a reconstructed image 

with the same size as the original image, and the effect of 

environmental noise on infrared image is significantly 

suppressed. Thus, the smooth temperature-time response 

( )T t  can be obtained by n  degree polynomial fitting as: 

 
2

0 1 2ln( ) ln( ) ... ln( )
( )

n

na a t a t a t
T t e

+ + + +
=  (13) 

where na  is represent the coefficient after logarithmic 

domain fitting. Based on taking derivation to the curve ( )T t  

of each point in the thermal image, the slope of the 

temperature-time curve 
( )T t

t





 can be obtained, which is 

linear to the square of current amplitude I . 

 
Fig.4 Infrared image of frame 39 and temperature-time response curve of 

the (98,142). 

[D
L]

 
Fig.5 the polynomial fitting result of of point (98,142) in the thermal image. 

 

It is already known that the value of heating time t  

should be as small as possible to reduce the influence of the 

diffusion effect of heat. Therefore, the heating time was set 

to 0.1s. In the direction reconstruction method of current, the 

steel sample with known man-made slot is heated by the 

Easyheat 224 firstly. 256kHz tone burst eddy current is 

introduce into the steel to stimulate temperature variation. 

The infrared radiation is recorded using an infrared camera 

with frame rate 383Hz, then the first 39 frames infrared 

thermal plot (heating period) at each point were smooth 

processed by using N  order polynomial fitting function. 

The thermal image of frame 39 and the entire thermal-time 

response curve of the point with coordinates of (98,142) is 

shown in Fig.4. Polynomial fitting performed on this point of 

the infrared thermal sequence, and the fitting result is shown 

in Fig.5. 

After calculating the 
( )T t

t





 from the fitted polynomial 

of each pixel in the infrared thermal image, the second frame 

time of the arithmetic square root of the derivative value 

( )T t

t





 was selected as a point of eddy current amplitude 

values for analysis in order to reduce the impact of diffusion 

effect of heat. After normalization, the values of eddy current 

amplitude at each point ( , )I x y  obtained by the above 

processing were obtained, as shown in Fig.6. 

 
Fig. 6 The diagram of Eddy current density. 

 

As mentioned before, the sum of the eddy current 

passing through the any closed surface is equal to 0 in the 

passive field at any given instant. Using this law and physical 

properties of eddy current field as constraint conditions, the 

horizontal component and vertical component of eddy 

current are obtained by using iterative algorithm. The above 

iterative algorithm was used to process the eddy current 

density matrix, and the step length was set as 0.05. 

The vector images was drawn with the horizontal and 

vertical components to obtain the current distribution, so as 

to realize imaging the 2D current distribution. The 

reconstruction result of the current direction is shown in 

Fig.7 (A). The current flow around the defect edge was also 

observed by the local amplification figure in Fig.7 (B), and 

the length of a vector arrow reflect the amplitude of the eddy 

current. Thus, the amplitude of eddy current at edge is bigger 

than other area due to the accumulation of the current at slot 

edge. But in the area without man-made slot, eddy current 

density is sparse and the flows are all in the same direction. 

These features are consistent with the presence of the 

existing research results about pulsed eddy current thermal 

imaging, which likely occurred ‘hot spot’ during the transfer 

of heat around the defect.  

In all, the iterative algorithm proposed in this paper 

makes full use of the physical meaning of infrared thermal 

image and can better mine the information in thermal 

response sequence. A non-invasive current distribution 

measurement method was achieved. Our approach provides 

a unique way to capture the 2D electric current distribution 

based on infrared (IR)-imaging with pixel level spatial 

resolution, which can be useful for the long-distance and 

non-invasive measurement method that is hard to be 

achieved by traditional methods. 

the difference method, TSR can compensate for 

the  
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Fig.7 The reconstruction result of the 2D current distribution. (A) The 2D 

current reconstruction result including intensity and direction. (B) the local 

amplification figure of current reconstruction result. 

V. CONCLUSION 

 In this paper, a novel method, which has the ability to map 
the current amplitude and direction, with advantage of long-
distance and non-contact detection, provides an avenue for 
high-resolution measurement of electric current distribution. 
This work analyzed the interaction mechanism among 
temperature variation and electric current amplitude and the 
characteristics of passive fields. In consideration of IR images 
are really reflecting the whole current distributions and 
surface conditions, these signals should be directly correlated 
with physical-mechanical properties of the metal. The 
experimental results demonstrate that that the temperature 
change  is linearly proportional to the amplitude of AC current, 
which allows quantitative measurements for current by 
thermal signal. Then, based on the divergence theory of 
passive field, the TSR and iteration algorithm are used to 
reconstruct the direction of the eddy current. Thus, a method 
for 2D current detection has been realized. In future work,  the 
proposed approach is also applicable to image the current 
under strict insulation or multiple points monitoring 
requirement condition, which will generate significant impact 
on the development of current measurement. Hence, the 
current detection methods reported here could become a 
ubiquitous investigation tools for current distribution 
measurement in the coming years. 
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Abstract—At present, many vision-based inspection methods 
are widely using for quality control in different fields. And the 
deep learning method has made a magnificent breakthrough in 
a variety of computer vision tasks, mainly through the use of 
largescale annotated datasets. Utilizing these progress is an 
option to improve defect segmentation performance. However, 
in the field of vision-based non-destructive testing (NDT), 
obtaining large scale annotated datasets is a great challenge. In 
this paper, a fully convolution neural network (FCN) is 
supervised trained using a small number of pixel-level annotated 
data for defect segmentation. Simultaneously, Cycle-Consistent 
Generative Adversarial Networks (CycleGANs) are used to 
learn the segmentation in an unsupervised way as a supplement. 
The requirement of annotated data is then reducing by utilizing 
many un-annotated data. Experiments on the published 
GDXray dataset show that the framework based on CycleGANs 
is effectiveness for defect image segmentation using only a few 
labelled samples. 

 
Index Terms—CycleGANs, Image Segmentation, 

Nondestructive Testing, Defect Inspection, Semi-supervised 
Learning 

I. INTRODUCTION 

With the fast development of social industrialization, 

abundant of inspection methods have been introduced for 

better quality control. Testing has undoubtedly been 

recognized as a very important link in the process of product 

realization. Accurate detection by Non-destructive testing is 

proved and preferred to be adopted in various industries due 

to its advantages of lean and efficient. Meanwhile, neural 

network is widely used for feature extraction and image 

segmentation, therefore, they are very suitable for vision-

based NDT defects segmentation. And the continuous 

development of deep learning makes the convolutional neural 

networks (CNNs) the most common tools used for image 

segmentation. Uses large scale labelled image datasets for 

training, the CNN-based image segmentation methods have 

achieved outstanding results in various image segmentation 

tasks [1] [2]. However, it is still a great challenge to train deep 

neural networks with a limited number of annotated data. In 

the vision-based NDT field, a common problem is lack of 

large-scale annotation datasets. Training a deep neural 

network with only a few labelled data will result in the 

overfitting problem. To overcome overfitting, a 

regularization term is typically introduced to improve the 

deep networks’ generalization capabilities. 

In this paper, we aim to find out a solid way to overcome 

the problem by introducing unsupervised learning based on 

CycleGANs [3] as a regularization term. In this situation, we 

need only a few labelled defect images to do supervised 

learning and use many unlabelled defect images to do 

unsupervised learning simultaneously. In this setting, we 

have two subsets of the training data:  

contains labelled defect images xi and their corresponding 

segmentation labels yi, and   contains 

unlabelled defect images. To date as of today, CycleGANs is 

more popular to be used for image-to-image translation (also 

related to domain adaption) in comparison with other 

traditional translation methods, because the unpaired images 

can be also adopted and applied rather than paired images 

only. Since our purpose is not to have a very high-

performance segmentation network but to solve the limitation 

of the number of annotated data problem, we just adopt a 

commonly used fully convolutional neural network as the 

segmentation networks, which is also part of the CycleGANs. 

We use the subset Ss to supervised train the translation from 

defect images to corresponding segmentation labels, and 

simultaneously unsupervised train the bidirectional mapping 

from the subset  in subset Ss. 

We build our training and testing datasets by extracting 

ROI images with the defects and their corresponding 

segmentation labels from the welding part of the GDXray 

dataset [4]. We use a small proportion of training dataset for 

supervised training, and the left training defect images are 

used for unsupervised training. To get a performance standard 

to compare with, we use all the training data to train the 

segmentation network in a fully supervised way. 

The contributions of this paper are listed as follows: 

We realize to well train a deep FCN to do defect 

segmentation with a few pixel-level labelled defect images by 

applying the CycleGANs with many unlabelled images. 

*Libing Bai is the corresponding author. (E-mail: bailb991@163.com). 
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With the application of our proposed method, defects 

segmentation performance by using a few labelled images is 

comparable with the performance by using a big number of 

labelled images. 

The overall idea of the paper is to use CycleGANs-based 

domain adaption to learn the mapping from defect images to 

defect segmentation by utilizing the unlabelled defect images 

which will reduce the annotation workload, and make 

training a deep defect segmentation neural networks possible 

with only limited labelled defect images. In the following, we 

briefly describe the relevant research field of image 

segmentation and GANs in section 2. Then the methodology 

and experiments are presented in section 3 and 4 respectively. 

Finally, the conclusion and future works are shown in section 

5. 

II. RELATED WORK 

A. Image Segmentation 

Performance of image semantic and instance segmentation 

has achieved significant progress via CNNs based supervised 

learning methods [5] [6]. Considering instance segmentation, 

there are mainly two pipelines, one is detecting object ROIs 

first and then segment them [7], the other is to do semantic 

segmentation first and then use post-process to identify 

different objects in each class [8]. For semantic segmentation, 

only the classes’ segmentations are needed [1], here we only 

consider this scenario. In spite of this progress, a big number 

of pixel-level labelled images are still required to train the 

networks, which are very costly to acquire. One way to 

overcome the restriction is to use weakly-supervised methods 

via labelled images which are easier to achieve, like 

imagelevel annotation [9], bounding boxes [10], etc. 

However, a certain amount of labelled images are still 

acquired for weakly supervised training. In this article, a 

semi-supervised approach is adopted to minimize the training 

data acquirement cost. Semi-supervised learning is intended 

to use many unlabelled images via unsupervised training as 

supplementation for the supervised training of a few labelled 

images. In recent time, variant of semantic segmentation 

methods via semi-supervised learning approach have been 

proposed, for example self-learning [11], manifold 

embedding [12], distillation [13] etc. There are a few 

CycleGANs based semi-supervised image segmentation 

researches in other fields, mainly for daily life images and 

medical images [14]. 

B. Generative Adversarial Networks 

Generative adversarial nets (GANs) [15] is a special 

differentiable generative model which is composed of a pair 

of networks and can be trained using unlabeled data. It is like 

a two-player game, one is G (z), and the other is D(x). G (z) 

is a generator, D(x) is a discriminator. G (z) is trying to 

generate fake data (for instance images) from a random noise 

z, with the aim of making realistic images. D(x) receives both 

the real images and the generated images as x and aims to 

differentiate them. Both G (z) and D(x) are trained 

simultaneously, and in competition with each other. The main 

motivation behind GANs is to capture the density 

representation of data from the training dataset implicitly. 

Recently, the GANs have got great attention in the 

computer vision field for their ability to generate high-quality 

synthetic images and they can be trained in an unsupervised 

way. GANs have been successful in lots of image generation 

and domain adaptive applications, such as super resolution 

[16], text-to-image synthesis [17], image in painting [18], 

image-to-image translation [19], and domain adaption [20]. 

GANs based domain adaption [21] usually uses adversarial 

training to match the distribution of source and target in data 

or feature space. Normally, paired-samples (samples of same 

content for source and target domains) which are more 

expensive than unpaired samples (samples of different 

content for source and target domains) to acquire are needed 

for training. The two variants of the GANs, Cycle-Consistent 

Adversarial Networks (CycleGANs) and Coupled GANs [22] 

are proposed so that the translation can be done using 

unpaired images which is more efficient for doing domain 

adaption [23]. 

III. METHODOLOGY 

A. CycleGANs for Semi-supervised Defect Segmentation 

The proposed defect segmentation model is based on the 

CycleGANs, which is popular for image-to-image translation 

using unpaired data. In the original CycleGANs, there are two 

pairs of generator and discriminator, and each pair is trained 

in the adversarial learning way. One generator is used to learn 

a translation from image domain X to the other image domain 

Y, and the corresponding discriminator is employed to 

identify the images which are real from Y or fake generated 

from X. The other generator is used to learn a backward 

translation from Y to X, and the paired discriminator is 

employed to identify the images which are real from X or fake 

generated from Y. The generators learn bidirectional mapping 

by spoofing the discriminators. For using the unpaired 

training images, the bidirectional cycle consistency losses are 

adopted so that the images from X mapped to Y and then 

mapped back to X (recovered) have less difference and the 

same for the images from Y mapped to X back to Y. 

As in the original CycleGANs, our model also has four 

parts, for combining the supervised and unsupervised 

learning, we use one generator which generates segmentation 

label images from the defect images as the segmentation 

network. The proposed framework for defect images 

segmentation is shown in Fig.1, one of the two generators GLD 

maps the labels to the defects, and the other one GDL maps the 

defects backwards to labels. The two adversarial 

discriminators DD discriminate between real defects and fake 

defects, and DL discriminate between real labels and fake 

labels. And the three types of losses will be discussed in the 

following. 

B. Loss Functions 

There are three distributions: the labelled defect images x 

∼ pdata(x), the corresponding segmentation labels y ∼ pdata(y) 

and the unlabelled defect images 𝑥′ ∼ pdata(𝑥′). Our goal is 

to learn the mapping from domain X to Y, the training 

samples  where   and

  where yi ∈ Y. As shown in Fig.1, there are several 

losses to our model. The adversarial (GAN) losses are 
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Fig. 1.  The schematic framework of the defects segmentation networks 

utilized for training the generators and discriminators in an 

alternative way. The original cross-entropy loss was replaced 
by the least-squares loss [24] which gives more stable 

training. The first term as in formula (1) is used to update the 

GLD so that it can generate more realistic defects. The second 
term in formula (2) is used to update the GDL for generating 

more realistic segmentation label images. The formula (3) 

and the formula (4) are the discriminator losses for updating 

the DD and DL respectively. 

  (1) 

 

  

 

       Combining formula (1) and (3) as the adversarial losses 

for defect images, and the same for formula (2) and (4) as 

the adversarial losses for label images. We have one GAN 

loss objective: 

 

The Cycle-Consistency Loss is added for using unpaired 

training data which is suitable for our using case. The L1 

norm is used to calculate the reconstruction losses for both 

labels and defects for sharper generated images. Formula (6) 

is the cycle loss from labels to defects to labels, and formula 

(7) is the cycle loss from defects to labels to defects. Written 

together we have a total Cycle-Consistency loss formula (8). 

  

The above losses are used for unsupervised learning. For 

supervised learning, we use the annotated ground truth labels 

as supervision to the generator GDL which is also our 

segmentation network, and the loss function is formula (9). 

Since for generator GLD, the labelled defect images is the 

generating target, we add another supervision loss in formula 

(10). The combined supervision loss is in formula (11). 

 

 

 

Finally, combining the GAN loss (5), the cycle loss (8) and 

the supervision loss (11) with two adjustable super-

parameters λ1 and λ2, we have the full objective: 

  

                                                                                             

 

Our optimizing target is to find the optimal  and 

by solving the following formula:  

 

IV. EXPERIMENTS AND RESULTS 

A. Dataset 

There are very few public large-scale datasets in the vision 

based NDT domain, and it is difficult to build qualified 

largescale datasets. In our paper, the GDXray dataset is used, 

which consists of 19,407 X-ray images from different aspects. 
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with 641 labelled bounding boxes of the welding defects 

ROIs and corresponding segmentation labels of these defect 

images. Fig.2 shows some examples of datasets we are using 

in this paper. 

 

Fig. 2.The examples of the welds part of the GDXray dataset. 

We use 640 ROI images in the welding dataset (drop the 

too-small one) as the basis, then randomly crop the images 

into many pieces by making sure there is enough proportion 

of defect and background in the cropped images, and we have 

2000 defect images. 1600 images are utilized in the training 

dataset, and the left 400 images are used as the testing dataset. 

Then we resize all the images to 128 × 128. For all the images, 

we make use of traditional data augmentation pipeline of 

random cropping and flipping to augment the dataset before 

training. 

B. Evaluation Standard 

Here the mean intersection over union (mIoU) is used as an 

evaluation metric of the segmentation results. It is a mean 

value of IoU for all the classes in the images. The IoU metric 

for defect segmentation is defined as TP/ (TP +FP +FN) 

where the TP, FP, FN and related TN are interpreted and 

presented as follows: 

True Positive (TP): number of defect pixels correctly 

classified. 

True Positive (TN): number of no-defect pixels correctly 

classified. 

False Positive (FP): number of no-defect pixels classified 

as defects pixels. 

False Positive (FN): number of defect pixels classified as 

no-defect pixels. 

C. Implementation Details 

Since the generators in the original CycleGANs are already 

fully convolution networks which are able to do the image 

segmentation, we only use the original network architecture, 

although other segmentation networks can be used, and 

should be able to improve the segmentation results. The 

original generator architecture which follows generative 

networks proposed in Johnson et al. [25] has got remarkable 

results in image-to-image translation tasks. This network 

 

Fig. 3.  Examples of defect images, ground truth labels and segmentation 
results using different percentage of supervised training. 

has one input convolution block, two down sampling 

convolution blocks, nine residual blocks, two up sampling 

convolutions blocks, and one output convolution block. 

Similarly, instance normalization [26] is used in all the 

convolution blocks except for the output block. Furthermore, 

the tanh is adopted as the output function for the two 

generators. In preprocessing, each grayscale image is 

randomly horizontally flipped and normalized to [-1, 1]. 

Follow the original CycleGANs model, the 70 × 70 patch 

discriminators [19] are used. This is realized by design 

suitable convolutional blocks so that the output receptive 

field for each output pixel is 70. The patch discriminators 

perform better than pixel-level discriminators or image-level 

discriminators. The discriminator is composed of five 

convolutional blocks, also the instance normalization is used, 

and all the convolution blocks are using the Leaky ReLU 

activations except for the last convolutional layer which is 

followed by average pooling. Two Adam optimizers [27] with 

β1 = 0.5 and β2 = 0.999 are used for optimizing the networks. 

The learning rate is initially set as 2×10−4, and can liner decay 

after several epochs during the training. The batch size is 6 in 

all training and 1 in all testing. The values of the super-

parameters in formula.(12) are set to λ1 = 10, and λ2 = 5. 

D. Evaluation of Results 

Fig.3 displays some examples of the segmentation results 

from the testing dataset by using different percentage of 

labelled defects images from the training dataset for 

supervised training, and all the data in the training dataset are 

used for unsupervised learning. From the visual perception, 

even using a small proposition data to supervised train the 

segmentation network, we can get comparable segmentation 

images from the unsupervised learning. The quantitative 

segmentation performances of mIoU are shown in Table 1. 

With the increasing number of data for supervised learning, 

the performance improves slightly, and we get the up-bound 

performance by using all the training data for supervised 

learning. From the above results, in supervised learning, the 

more labelled data used the better performance we get. But in 

the case of only a few labelled training data are available, the 

proposed method can be applied to improve the segmentation 

What we use is the welding part which consists of 88 

images  
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results in the situation that many unlabelled data can be 

acquired.                            

                       TABLE I  
                                       DIFFERENT PERCENTAGE OF SUPERVISION 

Labelled (%) mIoU 

100 0.7118 

50 0.6646 

30 0.6600 

15 0.6532 

5 0.6358 

 

The above experiments show the influence of the changing 

number of supervised learning data with the same number of 

all available defect images as unsupervised learning data. To 

further present the effectiveness of using the unlabelled 

defect images to improve the segmentation network’s 

performance, we also use the fixed number of labelled data 

during training about 5% for supervised learning with the 

different number of unlabelled data used for unsupervised 

learning. Table 2 demonstrates the results of these 

experiments. Using only supervised learning with the 80 

defect images (5% from the training dataset) and their 

corresponding labels, we get the worst segmentation results. 

By using the proposed method with the increasing number of 

unlabelled defect images, the segmentation performance is 

improved gradually. From the mIoU number, the 

improvement is not very big, this may be because the defect 

dataset is simple and using a small number of training data 

with traditional augmentation can have a good result to some 

extent. 

We also test using the cross-entropy loss for both the 

supervised segmentation label loss and the recovered label 

loss, which gives similar results as using the L1 norm losses. 

Since both the label images and defect images usually have 

large gradients along the defect contour, we test several 

similarity measures of the image gradients for further 

guarantee the consistency of image content in the two 

domains. However, the segmentation performance only 

improves slightly, that we will further optimize later.  

                 TABLE II 
DIFFERENT PERCENTAGE OF UNSUPERVISED 

LEARNING 

Unlabelled(%) mIoU 

100 0.6358 

80 0.6254 

50 0.6232 

0 0.6158 

 

V. CONCLUSION AND FUTURE WORKS 

In this paper, a semi-supervised defect image segmentation 

method based on CycleGANs is proposed. This method uses 

a large number of unlabeled defect images to reduce the 

requirement for labelled defect images. We apply this 

technique 

on the welding defects of GDXray dataset, and the results 

show that the segmentation performance of the network is 

improved with the increasing number of unlabeled images 

used for training, which means the effectiveness of the 

method. 

Now only the welding defect images of the GDXray 

dataset are tested, later we will test other datasets, and try 

some different method to improve the segmentation 

performance, such as using other types of segmentation 

network architectures, adding extended content metric loss to 

regulate the unsupervised learning or utilizing the attention 

mechanism to focus the learning on the defects. Moreover, 

from the experiments, except for our segmentation generator, 

the other generator is learning to generate fake defect images 

which might be used for synthetic defects data augmentation. 

And we expect that using the proposed semi-supervised 

method is not only beneficial to the semantic segmentation 

tasks but also to the instance segmentation tasks which we 

will test in the future. 
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Abstract—In this paper, an aging degree estimation 

method using acoustic signals is proposed based on a BP 

neural network. Twenty-eight transformers are taken as 

research objects. The transformer's internal noise mechanism 

is analyzed, and the acoustic signals of the high- and low-

voltage sidewalls are collected and screened. The BP neural 

network is used to predict the transformer age in real-time. 

Comparing the predicted results with their actual operation 

time provides a sufficient basis for determining the degree of 

transformer aging and the need for an overhaul. After 

network training and data testing, the error between the 

predicted value and the actual value reaches the least. The 

proposed estimation method can play an innovative role in the 

process of transformer fault monitoring. 

Keywords—acoustic signal; BP neural network; 

transformer age; fault monitoring 

I. INTRODUCTION  

Transformers are one of the most critical pieces of 
equipment in power systems. These electrical equipments 
gradually develop defects due to mechanical aging and heat 
aging during long-term operation, which in severe cases, 
can affect the stable operation of the entire power system [1]. 
Many transformers experience severe failures in distribution 
networks that do not meet power requirements before they 
reach the design life [2–4]. According to transformer 
statistics, over time, the primary sources of accidents are 
associated with the iron cores and windings. Even when a 
transformer continues to operate, it may contain certain 
intrinsic defects that degrade the short-circuit resistance. 

Researchers have focused on the transformers’ aging 
degree and their critical state in real-time to prevent the 
conversion of the fault state in advance effectively and to 
reduce or avoid losses caused by the internal structure 
deterioration of power transformers [5,6]. After the long-
term operation, the transformer's commissioning time can 
indirectly indicate the degree of internal aging. However, 
the degrees of aging of the transformer under different 
working conditions are different, so it is necessary to 
perform an accurate evaluation based on the transformer’s  

*Jisheng Li is the corresponding author. (e-mail: lj_sheng@snnu.edu.cn) 

specification and operating conditions. In the process of 
long-term online monitoring of the transformer’s operation 
status, the corresponding electrical characteristics also 
change with internal aging [7–9]. 

The transformer's noise is closely related to its 
mechanical properties and is an essential technical 
parameter for the state evaluation. The magnitude of the 
transformer's noise level is one of the essential indicators to 
measure its operation level and defect degree. The noise is 
generated mainly by the core and the winding vibration. The 
core vibration comes mainly from the magnetostrictive 
force and the magnetic leakage's electromagnetic force 
caused by the silicon steel sheet in the magnetic field. The 
winding generates a leakage flux after the current flows 
through, and the winding vibrates due to exposure to 
magnetic field leakage. In the long-term vibration, the 
silicon steel sheet inevitably loosens, or the iron core is 
slightly deformed, and the magnetostriction is intensified; 
the winding thus becomes loose, deformed, or even 
damaged, and the vibration increases [10-12]. Whether the 
transformer's internal structure is intact, mixed noise is 
transmitted to the outer casing through the structural 
components and radiated to the surroundings, so the surface 
noise of the transformer can be used as an essential factor in 
evaluating the condition of the device. 

Many studies have been carried out worldwide by 
analyzing power transformers' acoustic characteristics 
through acoustic measurements [13-15]. The vibro-acoustic 
signals of power transformers have been measured in the 
field, and the time-frequency domain characteristics and 
noise levels have been analyzed. In [16], the noise level and 
spectrum characteristics of 1000 kV transformers in 
Shaanxi Province of China were measured and analyzed in 
detail. The above experimental research shows that it is 
feasible to monitor transformers online based on vibro-
acoustic signals [17-19]. Combined with the above research 
status, the following research work has been done in this 
paper. The collected transformer acoustic signals were 
processed, and the operation time was predicted by the BP 
neural network and compared with its actual investment 
period. If the deviation between the predicted operating time 
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and the actual operation time is large, it indicates that the 
transformer’s aging speed is greater than the natural trend. 
The accelerated aging has a continuous impact on the 
transformer's internal structure. Therefore, the method has 
innovative significance for the timely detection of internal 
and other hidden defects in transformers. 

II. NOISE TRANSMISSION PATH AND ACQUISITION 

MODE 

A. Noise Transmission Path 

The transformer’s noise emitted through the air is 
composed of two parts. One part is the cooling device noise 
caused by the cooling fan's vibration and the transformer's 
oil pump. The other part is intrinsic noise generated by the 
primary vibration sources, such as the core and winding, and 
transmitted to the tank wall (including the magnetic shield). 
One of the transmission paths of this noise component is 
through the foundation of the core bracket to the tank: the 
solid path; the second path is through the insulating oil to 
the tank, that is, along the fluid path. 

The magnetostrictive effect of silicon steel sheets and 
the electromagnetic force between silicon steel sheets are 
the main reasons in the intrinsic noise. On the one hand, 
electromagnetic attraction occurs between the joint of the 
silicon steel sheet and the laminated sheet due to magnetic 
leakage. This effect also causes some noise, but this noise 
component can be neglected because of the improved 
technology of making silicon steel sheets. On the other hand, 
when the core is magnetized, the silicon steel sheet's size 
increases along the direction of the magnetic force line, and 
the size of the silicon steel sheet perpendicular to the 
direction of the magnetic force line decreases. 

B. Acquisiton Mode 

The transformer acoustic acquisition system, shown in 
Fig. 1, includes microphones, acquisition device, and a 
terminal computer. The acoustic acquisition system can 
collect, analyze and save multi-channel acoustic signals 
synchronously, and carry out real-time ground spectrum 
analysis of the current signal, and set threshold alarm if 
necessary.  

TABLE I.  ACOUSTIC SENSOR PARAMETERS 

Sensor Parameters Acoustic Sensor 

Sensitivity 40mV/Pa 

Range 16~134dB 

Installation Mode Bracket Support 

Frequency Band 20~20kHz 

Application Temperature -30℃ ~ 80℃ 

Table 1 shows the microphone parameters. The 
microphone is supported by a wheat rack and placed near 
the transformer tank. In this paper, multiple microphones 

are used to collect the transformer’s acoustic signals 
synchronously, and then the collected signals are 
transmitted to the terminal computer. 

III. AGING DEGREE PREDICTION MODEL 

The back propagation neural network is one of the most 
successful neural network learning algorithms. Influenced 
by multiple nonlinear external factors, the network can learn 
and store a large number of input-output mode mapping 
relationships without revealing the mathematical equation 
describing the mapping relationship beforehand. In recent 
years, BP neural networks have been used in transformer 
fault diagnosis. The network model topology includes the 
input layer, hidden layer, and output layer, as shown in Fig. 
2. 

Each neuron in the upper layer is connected to each 
neuron in the lower layer, but there is no connection 
between the left and right neurons. When a pair of learning 
modes are provided to the network, the neurons' activation 
values in each layer propagate from the input layer through 
the hidden layers to the output layer. Then, according to the 
principle of reducing the error between the ideal output and 
the actual output, the network corrects each connection 
weight layer by layer from the output layer to the input layer. 
During the iteration of the network, as each layer's weight 
values are updated, the correct rate of the network response 
to the input mode will also be continuously improved. 

In this paper, the function recurrence capability of the 
neural network is used to predict the year of operation, 
taking the acoustic signal on the transformer tank's surface 
as the input vector and the operation time as the output 
vector. 

A. Sample Collection and Selection 

The original data of transformers come from some 
substations in China. In order to improve the accuracy of 
signal acquisition, the microphone is symmetrically 
arranged. The large transformer windings are placed on the 
base, although part of the vibration energy is transmitted to 
the tank wall through cooling oil, most of the vibration 
energy is transmitted mainly from the bottom to the top 
through the structural parts. Due to the attenuation in 
vibration energy in the transmission process, the measuring 
point should be as close as possible to the transformer’s 
bottom. 

Eight microphones with stands are placed symmetrically 
on the high-voltage and low-voltage side, so the sampling 
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data of the eight channels are obtained, and the sampling 
frequency of acoustic data is 10240 Hz. As shown in Fig. 3, 
the horizontal distance between each microphone and the oil 
tank surface is 0.1 m, and the height is approximately 1/3 
the height of the tank. 

The time-domain waveforms of acoustic signals at 
various points are different. Fig. 4 shows the acoustic time-
domain signals collected at four different locations. Each 
waveform has its own characteristics, so many measuring 
points can collect as many kinds of time-domain signals as 
possible. It is with multi-directional noise acquisition that 

transformers with different aging levels can be evaluated 
more accurately. 

The appropriate acoustic data capacity should be chosen 
before training the model. If the data capacity is too large, 
the correlation between individuals is strong, the whole 
model's stability will be affected. The oscillation of the 
neural network is not conducive to the convergence of the 
function. If the amount of data is too inadequate, it is not 
easy for the neural network to achieve the fitting effect and 
the prediction accuracy. In this paper, the acoustic signals of 
transformers with the same voltage level are collected and 
filtered, and representative data are selected to train the 
network. 

B. Data Preprocess 

The input data are normalized and transformed into [0,1]. 
The transformation formulas are as follows: 

𝑦 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                      (1) 

The normalization of samples is closely related to the 
convergence rate of learning. The purpose of scaling 
transformation for different feature dimensions is to make 
the influence weights consistent for each feature dimension 
on the objective function. Experience has proven that data 
normalization can significantly improve the speed and 
accuracy of learning. The output of the network is inversely 
normalized, and the formula is as follows: 

𝑥 = 𝑦 ∗ (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) + 𝑥𝑚𝑖𝑛              (2) 

In the process of training network, the network is trying 
to minimize the error. The normalization makes the 
optimization problem can reach the destination quickly and 
accurately. 

C. Network Model Structure 

In this prediction model, the number of neurons in the 
input layer is 103, the number of output cells is 1, the 
number of hidden layers is 3, and the numbers of neurons in 
the three hidden layers are 30, 20, and 10. From the 
substations, 30 sets of transformer acoustic data were 
collected. After the unnatural data were removed, 28 records 
were obtained, including a transformer with apparent 
defects. 24 transformers in good condition were selected as 
the training set, and the others were used as the testing data.  

Each neuron's weights are initialized before the first 
iteration, and then the neural network is trained using a 
training set containing 24 transformer acoustic signals and 
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operation time. Each iteration of the network model makes 
the following calculations: 

{
 

 𝑛𝑒𝑡𝑖
(𝑙) =∑𝑊𝑖𝑗

(𝑙)ℎ𝑗
(𝑙−1) + 𝑏𝑖

(𝑙)

𝑠

𝑗=1

            (3)

ℎ𝑖
(𝑙) = 𝑓(𝑛𝑒𝑡𝑖

(𝑙))                                     (4)

 

where hj
(l-1) is the input sources of  l-1 layer neurons to l 

layer neurons, and hi
(l) is the output of l layer neurons. 

Before the network reaches the preset number of 
iterations, the loss function value obtained by the current 
output results and the actual values will be compared with 
the error threshold. When the loss function value is not less 
than the error threshold, the network will continue to revise 
the weight value in the next iteration; when the loss function 
value is less than the error threshold, the network will stop 
training. If the loss function value is still not lower than the 
error threshold after the preset number of iterations, the 
network will stop training. The loss function of the network 
in this model is expressed as follows: 

𝐸 =
1

2𝑚
∑ (𝑑(𝑖) − 𝑦(𝑖))

2𝑚
𝑖=1                   (5) 

where d(i) is the i-th desired output of the network, y(i) is 
the i-th actual output of the network, and m is the number 
of outputs. After the network training is completed, another 
transformers' acoustic signals are input into the network to 
obtain the predicted results. 

IV. RESULT ANALYSIS AND MODEL EVALUATION  

A. Result Analysis 

In the learning process, the neural network's error curve 
tends to be flat at the sixth iteration, and the error precision 
is maximized. The best mean square error is 3.45e-3.  

Table 2 shows the predicted results and actual values of 
testing samples. Three transformers put into operation in 
2006, 2007, and 2010 achieved good prediction results 
through the neural network. Considering the influence of 
temperature, humidity, and other factors, the error between 
the predicted value and the actual value should be less than 
four years. The transformer operated in 2012 is known to 
have defects inside, the predicted value and the actual value 
are at least seven years apart; that is, the transformer is 
actually in a more severe state than the state under the 
natural trend. Such a transformer should attract attention and 
be addressed by combining other methods for fault 
diagnosis. 

TABLE II.  RESULTS COMPARISON 

Operation 

Time 
2012 2010 2006 2007 

Prediction 2004.2 2008.2 2010.0 2009.7 

Error -7.8 -1.8 2.9 2.7 

The estimation accuracy of the model is high, allowing 
the goal to be reached of predicting the commissioning 
period of the transformer, with practical significance for 
evaluating the aging degree of the transformer. However, 
The training set is limited to testing the transformer of the 
same voltage level. The aging degree of transformers with 
other voltage levels needs further study. 

B. Model Evaluation 

The model is evaluated from three aspects: coefficient 
of determination (R-square), root mean square error 
(RMSE), and relative error (RE). The evaluation results are 
shown in Table 3. The coefficient of determination 
characterizes the fit of a model by the change in the data. 
The closer the coefficient is to 1, the stronger the 
explanatory power of the equation’s input is, and the better 
the model fits the data. According to the usual experience, a 
value greater than 0.4 indicates an excellent fitting effect. 
The RMSE can reflect the measurement's precision well and 
is used to measure the deviation between the observed value 
and the actual value. The smaller the RMSE is, the higher 
the measurement accuracy. In general, the RE is more 
reflective of the prediction's credibility degree than the 
RMSE. The same unit dimension reflects the value of the 
prediction result deviating from the transformer's actual age. 
This parameter precisely indicates the true magnitude of the 
deviation from the actual value. 

TABLE III.  MODEL EVALUATION RESULTS 

Model 

Evaluation 

Standard 

R-square RMSE RE 

Evaluation 

Result 
0.56 2.99 8% 

V. CONCLUSIONS 

(1) The equipment parameters of the acoustic 
acquisition system used in this paper can meet the field 
requirements, and the fluctuation trend of acoustic signal at 
different measuring points is not the same. 

(2) A BP neural network is used to predict the operation 
year of the transformer. After training the network and 
testing, the prediction model has high prediction accuracy 
for the transformer’s operation time.  

(3) Considering the impact of the onsite environment 
(e.g., temperature and humidity) on electrical equipment, 
the actual years and predicted years allow for three years of 
error. 

(4) By comparing the model output with the actual 
value, the aging degree estimation method proposed in this 
paper can effectively distinguish one transformer with 
internal defects from three regular transformers, which 
provides a new idea for fault diagnosis of power equipment. 

(5) The research in this paper also proves that deep 
learning has strong practicability in dealing with power 
equipment signals to some extent, and has a significant 
advantage in power equipment status evaluation and fault 
diagnosis. 
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Abstract—Using the human body’s signals to control 

assistive robot has become a focus, but factors such as the way 

of acquiring signals and the ability to decode signals affect the 

accuracy of controlling robotic hand. As a wearable device, the 

angular velocity sensor can directly obtain the movement 

information of the upper limbs. This paper proposes a new 

control method for robotic hand based on angular velocity 

sensors, and this control method is applied to the operation of 

tying shoelaces with the robotic hand. The angular velocity 

sensor is used to collect the angular velocity of the human upper 

limb movement, and the characteristics of fingers during 

grabbing are analyzed by extracting the characteristic 

parameters of the mean, the maximum value and the difference 

value. The experimental results show that the accuracy of 

controlling robotic hand reaches 99% and the delay time of 

opening or closing the fingers is less than 1.5s. 

Keywords—angular velocity sensor, robotic hand, tying shoe 

laces 

I. INTRODUCTION  

So far, there are about 85 million persons with disabilities 
in China, of whom about 25 million are physically disabled, 
and people with hand disabilities account for about one third 
of the physical disabilities[1].The artificial dexterous hand 
which is an extension of the limb function of the hand-
disabled person, has the advantages of strong versatility, 
flexible operation, and stable grasping, and plays an 
increasingly important role in the field of assisting the 
disabled[2]. Therefore, improving the stability and accuracy 
of the behavior control of the robotic hand in the completion 
of daily life movements can help the disabled person achieve 
self-care in life more effectively. 

There are some signals in the human body that can reflect 
people’s will. And by using these signals, the robotic hand can 
be controlled, mainly including electromyography (EMG), 
electroencephalography (EEG), and voice control[3],[4],[5]. 
EMG control relies on electrical signals in the muscles of the 
limb to complete the control of the robotic hand. But some 
factors such as the degree of muscle atrophy and the position 
of the residual limb make the EMG signal in the muscle unable 
to be accurately collected[6]. Because the EEG signal is 
extremely weak and mixes with an amount of noise, there are 
very high requirements for the decoding ability of the EEG 

signal. Yuriy Mishchenko et al.[7] designed a three- to six-
state electroencephalography based BCI system to control the 
assistive robot, with an average accuracy rate of 80%. 

It can be seen that the way of acquiring signals and the 
ability to decode signals affect the accuracy of controlling 
robotic hand. Wearable sensors have a wide range of 
applications in the direction of arm motion measurement with 
its advantages of strong  wearability, low power consumption 
and high cost performance[8].Most manipulator control 
methods need to collect the posture information of the human 
arm first, and then convert it into the joint variable of the 
manipulator. Shen Shu et al. [9] used inertial sensors to detect 
the motion posture of the human arm, and then controlled the 
mechanical arm to reproduce the movement of the human arm. 
Feng Lin Er [10] collected the motion postures of the arms and 
wrists through a nine-axis posture sensor, realizing the real-
time movement of the manipulator following the hand. 

Taking account of the shortcomings of EMG control and 
EEG control and taking the signal acquisition and analysis 
methods as the starting point, this paper proposes a control 
method for robotic hand based on angular velocity sensors. By 
analyzing the characteristics of the angular velocity changes 
of the upper arm, forearm and palm of a healthy person when 
tying shoelaces, the timing of finger opening or closing can be 
judged, and the control method can be applied to the control 
of tying shoelaces tied by the robotic hand. 

II. METHOD 

A. Sensor Signal Preprocessing 

Due to the internal design of the sensor, the shaking of the 
arm and the drift caused by the sensor working for a long time 
[11], the real sensor data is mixed with noise interference. 
Therefore, the Kalman filter is used to filter the datas collected 
by the angular velocity sensor. The process of Kalman 
filtering is divided into two parts: prediction and correction. 
In order to obtain the true angular velocity value at the kth 
time, in the prediction stage, the Kalman filter predicts the 
sensor data at the kth time from the sensor data at the k-1th 
time, and obtains the observation variables at the same time. 
In the correction phase, the filter corrects the sensor datas 
obtained in the prediction phase with the observed variables 
to obtain the optimal estimate at the kth time. Among them, 
process variance Q=1e-3, measurement variance R=1e-2. 

* Jianwei Cui is the corresponding author. (e-mail: cjw@seu.edu.cn). 

978-1-7281-9277-2/20/$31.00 ©2020 IEEE 



622 

As shown in Figure 1, Figure 1(a) is the raw datas 
collected by the angular velocity sensor, and the three curves 
are respectively the x-axis acceleration, the y-axis acceleration, 
and the z-axis acceleration of the boom. With the increase of 
sampling points, the datas collected by the angular velocity 
sensor fluctuate frequently, indicating that noise has a greater 
impact on the sensor. In Figure 1(b), the angular velocity 
curves of the three axes are processed by the Kalman filter. 
Throughout the sampling interval, the angular velocity value 
changes smoothly, and the fluctuation is significantly reduced, 
which shows that the effect of random noise is effectively 
reduced after filtering. 

 

(a) Angular velocity before filtering 

 

(b) Angular velocity after filtering 
Fig 1.  Angular velocity curve of boom. 

B. Extracting Feature Parameters 

In the process of upper limb movement, the angular 
velocity will change differently as the arm state switches. 
Therefore, choosing the feature parameters from the angular 
velocity signals can more accurately represent the behavior 
characteristics of human body. Combined with the analysis of 
the changing law of angular velocity, this paper uses the time 
domain method to analyze the sensor signal, and extracts the 
following characteristic parameters. 

1. Mean 
Mean of angular velocity is calculated as 

1

1 N

i

iN
 

=

=   (1) 

where N is the number of sampling points and 𝜔𝑖 represents 
the angular velocity value of sampling point i. 

2. Maximum 
In the process of upper limb movement, the two sides of the 

maximum angular velocity datas correspond to the opposite 
trend of angular velocity change. 

3. Difference 
The difference value of two adjacent sampling points can 

indicate the change speed of angular velocity. The larger the 
absolute value of difference, the faster the change of angular 
velocity. The symbol of difference value indicates the change 
direction of angular velocity. Difference of angular velocity is 
calculated as 

1i i i   − = −  (2) 

C. Robotic Hand Control Scheme 

Normally, in order to grasp objects stably, healthy people 
will open or close their fingers when their arms are at rest. 
Based on the analysis of the datas measured during the upper 
limb movement, it is found that when the arm moves from 
motion to rest, the angular velocity of the upper limb 
fluctuates greatly, and the value of the angular velocity tends 
to zero. When the angular velocity of the upper limb drops to 
zero, it indicates that the arm is at rest. Therefore, when 
studying the motion law of the arm, the opening or closing of 
the fingers of the robotic hand can be controlled from the 
changing characteristics of the angular velocity of the upper 
limb. 

The key to complete the action of tying shoelaces is to 
grasp the timing of grabbing the shoelaces, that is to open or 
close the fingers to control the shoelaces in time. Figure 2 
records the change curve of the angular velocity of the forearm 
when the upper limb grabs the object. The horizontal axis 
represents the sampling point, and the vertical axis represents 
the angular velocity. The blue curve, red curve and yellow 
curve are sensor datas in the x-axis, Y-axis and z-axis 
directions respectively. The arm motion in three-dimensional 
space is decomposed into three axes. The x-axis represents left 
and right space, the y-axis represents front and back space, and 
the z-axis represents up and down space. 

 

Fig 2.  Angular velocity curve of forearm 
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In the curve diagram of the forearm angular velocity, 
segment AB represents the angular velocity of the forearm 
during motion, and segment BC represents the angular 
velocity when the forearm is stationary. In the upper limb 
movement, the angular velocity is greater than 5, and there is 
a large range of fluctuations. When approaching point B, the 
angular velocity of three axes tends to zero obviously, and the 
symbol of difference of several continuous sampling points is 
the same. When the forearm is stationary, the angular velocity 
of Y-axis and z-axis are obviously less than 5, and fluctuate 
near zero. In the process of upper limb movement, the change 
trend of angular velocity is consistent with the kinematic law. 
Therefore, according to the change characteristics of the 
maximum and difference of angular velocity, the movement 
state of upper limb can be distinguished to control the opening 
and closing of the robotic hand. 

III. EXPERIMENTS SET-UP 

The content of the experiment is that the healthy person 
holds the assistive hand to complete the action of tying the 
shoelace. Five healthy volunteers were involved in the 
experiment. Each volunteer wore the experimental equipment 
and completed the task of tying shoelaces according to the 
experimental requirements. Each person did 10 experiments, 
and a total of 50 experimental datas were obtained. 

A. Experimental Devices 

The experimental equipment consists of two parts: the data 
glove and the robotic hand, as shown in Figure 3. The 
wearable data glove device integrates mpu6050 inertial sensor, 
which is distributed in the palm, forearm and upper arm of the 
upper limb, and can output angular velocity datas. The robotic 
hand is connected with the single chip microcomputer. When 
the single chip microcomputer receives the control command 
from the PC terminal, it immediately outputs a level to control  

the finger of the robotic hand to open or close. The angular 
velocity of the upper limbs is collected by the data glove. The 
PC terminal  is responsible for processing the datas and 
sending control command to the single chip microcomputer. 

 

Fig 3.  Experiment equipment 

B. Decomposition Movement of  Tying Shoelaces 

This article chooses a simple action of tying shoelaces, 
which is easy to operate. In order to accurately study the law 
of upper limb movements when tying shoelaces, the selected 
action is decomposed in accordance with the sequence of the 
movements, and each decomposition action is bounded by the 
opening or closing of the fingers. The schematic diagram 
includes the unidirectional movement, the flipping, the 
moving back and forth and the twitch, as shown in Table 1. 
The circle represents the elbow, the rectangle represents the 
finger. The dotted line represents the state before the upper 
limb moves, and the solid line shape represents the state after 
the upper limb moves.  

TABLE 1.     SCHEMATIC DIAGRAM OF DECOMPOSITION 

Action category Demonstration of action Description of action 

Unidirectional 

movement 

 

From the starting position, the upper 

limb moves in a certain direction to 

the target position for grabbing. 

Flipping 

 

When the finger grasps the target, the 

elbow is used as the fixed point, and 

the palm is turned in a certain 

direction. 

Moving back and 

forth 

 

After moving the upper limb back and 

forth from the preparation position, it 

still reaches the preparation position. 

Twitch 

 

After grasping the target, the finger 

moves quickly in a certain direction. 
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IV. RESULTS AND DISCUSSION 

This article evaluates the feasibility of the control method 
from the following two aspects. 

A.  The Accuracy of Controlling the Robotic Hand 

It is the key to tie shoelaces to accurately control the 
opening or closing of the fingers. Since the change trend of the 
angular velocity of the forearm, forearm and palm is similar 
in the process of tying shoelaces, the angular velocity of the 
forearm of a sample is selected for analysis. Consider that after 
completing the movements of the unidirectional movement, 
the flipping, the moving back and forth and the twitch, it is 
necessary to repeat the action to tie shoelaces, which generates 
plenty of datas, so only the datas of the first movement is 
shown in Figure 4 . 

In Fig. 4, segment AB is the preparatory stage before the 
upper limb moves, at which stage the upper limb is stationary. 
The CD segment, EF segment, GH segment, IJ segment and 
KL segment were all in static stage after upper limb movement. 
At this stage, the angular velocity of the forearm is close to 0, 
and the angular velocity changes stably. Five volunteers 
conducted a total of 50 experiments, each of which can 
accurately control the opening and closing of the fingers, and 
the accuracy of controlling robotic hand reaches 99%. The 
experimental results show that the same symbol of the 
difference value of a group of sampling points is used as a sign 
that the upper limb has moved, and the maximum value of a 
group of sampling points is less than ± 5rad / s as the sign of 
upper limb showing static state. Combined with these two 
marks, the opening and closing of the fingers of the robotic 
hand can be accurately controlled. The control effect of the 
robotic hand is shown in Figure 5. 

The changes in angular velocity can be used to distinguish 
different movements when tying shoelaces. The BC segment 
is the unidirectional movement of the upper limbs. Compared 
with other stages, the angular velocity datas change slowly at 
this time. The DE segment and HI are the flipping, the angular 
velocity datas show a clear single peak or trough, and the 
number of sampling points in this stage is relatively small. The 
FG segment and the JK segment are the moving back and forth,  

and peaks and troughs will appear continuously at this time. 
The LM segment is the twitch. Compared with the flipping, 
the amplitude of the peak or trough appearing in the twitch is 
relatively small. More importantly, for any axis, if a peak 
appears in the flipping, a trough appears in the twitch. This is 
because the direction of flipping and twitch are opposite. 

B. The Delay of Finger Movement 

Low latency is another key factor in judging whether the 
robotic control method is feasible. It is stipulated that the delay 
time of each finger movement is less than 2s. Therefore, the 
time point of upper limb rest and the time point of finger 
opening or closing are recorded, and the difference between 
the two time points is used as the degree of delay in judging 
the movement of finger. Considering the large amount of datas 
in the experiment samples, the record results of one 
experiment were randomly extracted from each volunteer's ten 
experiments. In the extracted record results, only the delay 
time of the first action is selected, as shown in Table 2.The 
𝑡1~𝑡4in turn is the difference between the two time points in 
the opening or closing of fingers of the robotic hand in the first 
movement. 

TABLE 2.     DELAY TIME OF FINGER MOVEMENT 

Number 𝑡1(𝑠) 𝑡2(𝑠) 𝑡3(𝑠) 𝑡4(𝑠) 

1 1.31 1.23 1.32 1.36 

2 1.34 1.32 1.36 1.39 

3 1.32 1.36 1.33 1.41 

4 1.30 1.29 1.35 1.47 

5 1.27 1.32 1.32 1.37 

It can be found from Table 2 that, in the extracted record 
results, the delay time of opening and closing the fingers is 
less than 2s, which is in accordance with the prescribed delay 
time of finger movements. 

 

Fig 4.  Curve of the angular velocity of the forearm when tying shoes 
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Fig 5.  The operation of tying shoelaces

V.  CONCLUSION 

This paper presents a method for controlling the robotic 
hand based on the angular velocity sensor. Using angular 
velocity sensors to collect angular velocity datas during 
human upper limb movements, the motion characteristics of 
fingers movement were studied by preprocessing sensor 
signals and extracting characteristic parameters. Finally, the 
control method is applied to the experiment of tying 
shoelaces with robotic hand. The experimental datas were 
analyzed from the accuracy of controlling the robotic hand 
and the delay of finger opening or closing. The next work 
will focus on the flexible control of the robotic hand, such 
as the realization of the rubbing control between the fingers, 
rather than the mechanical closing of the fingers. Reducing 
the delay time of finger movement is another important 
content of future work. 
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Abstract—In the shipping industry, parts of a ship are prone to 

damage after a long voyage. Due to working under high pressure and 

high load for a long time, the connecting thread of the nut will get stick, 

which makes the parts in poor operation. This failure frequently occurs 

at the nut connection between tiller and rudderstock, as well as 

between the propeller and the stern shaft. The nuts with damaged 

threads are often repaired by a method which called "groove-tracking 

machining". However, due to the huge volume of the nut, generally 

300-1,500mm in nominal diameter, it takes lots of time to disassemble, 

assemble and transport it to the workshop. And there are problems 

such as finding the origin location of the screw helix, which leads to 

high maintenance cost for the large nuts. Aiming at repairing damaged 

internal thread of the nuts for marine steering gear, this paper presents 

a design of a groove-tracking milling machine, which is moveable and 

easy to assemble and disassemble. Due to the huge volume of the nut, 

this design will adopt a structure, which makes the nut fixed and the 

whole machine built into the nut to repair the thread. Further-more, 

finite element analysis, kinematics simulation analysis and dynamics 

analysis are carried out on the main parts by UG NX, which provide 

necessary reference and theoretical basis for the production and 

manufacture of this machine. 

Keywords—Marine nuts, Repair of large internal thread, Four-

axis feed system in cylindrical coordinate system, Finite element 

analysis. 

I. INTRODUCTION 

Aiming at repairing for the huge nuts used in marine steering 
gear, this paper develops a kind of automatic machine which has 
the advantages of simple control, high processing precision, and 
can carry out groove-tracking machining on the spot to reduce 
labor cost and transportation cost. The groove-tracking 
machining is used to remove the sintered layer from thread 
surface and then grind it with a whetstone until it is smooth. 
According to functions, the mechanical structure systems are 
divided into three parts, including spindle system, four axis feed 
system and support system. In order to achieve moveable, each 
part of the system should be designed as a relatively 
independent module, and thus to realize the repairing process of 
“disassembly-transport-assemble-machining” on the spot. 
Among them, the spindle system is used to drive the tool to 
process the thread along its helical cutting path. This system is 
connected to the four-axis feed system by a flange connection, 
thereby implementing modularity. Therefore, the appropriate 
principal axis can be replaced in different working conditions, 
so that the process capability is improved, and the stiffness and 
kinematic accuracy of the system can be improved. 

In this design, we carried out a detailed design for the 
mechanism and established the 3D model by UG NX. At the 
same time, we performed finite element analysis, motion 
simulation analysis and dynamic analysis of the main 
components. Combining with the feed control method, the 
motion trajectory of each part was obtained. Then, we analyzed 
the deformation by applying force to components and compared 
the theoretical trajectory with the actual trajectory for error 
analysis. 

II. SYSTEM DESIGN OF THE MACHINE 

A. Design Flow 

The groove-tracking machining method is used to remove 
the sintered layer from thread surface, and its main motion is the 
rotation of the spindle, while the feed motion is the spiral motion 
of the spindle driven by the machine.  

The first step is to calculate the cutting force when milling 
thread along the helix groove, and then based on it to design the 
structure and size of the spindle. Secondly, due to the design 
speed and other requirements, the servo motor is selected as the 
spindle motor. Then through the selection of standard parts such 
as motors and bearings, based on their size, the structure and 
size of the spindle box can be designed. This method is also 
applicable to the design of the feed mechanism. When designing 
the structure, the processing technology of parts should be 
considered. After the design, to conduct FEA on the parts to 
analyze the deformation, and thus to determine whether the 
parts meet stiffness requirements [1-4]. 

B. Overall Design Scheme 

According to the processing characteristics of the thread, 
this machine must meet the following three performance 
requirements: 

1) It can move and rotate simultaneously in the vertical 

direction and the rotation direction: By controlling the speed 

ratio between the two movements, helixes with different 

pitches are obtained for groove-tracking. 

2) It can move in the horizontal direction: By changing the 

distance between end effector and the centerline of the middle 

shaft, it can match nominal diameters of threads that need to be 

repaired. 

3) The end effector(the spindle head): it can rotate based 

on angular positioning to meet the processing of both sides of 

thread profile and the processing of different types of threads. 
GuiPing Lu is the corresponding author. (e-mail: lgpcan@163.com).  
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Based on three requirements, the following three design 
schemes are proposed, as shown in FIG.1: 

Fig. 1. Schematic diagram of feed mechanism of the groove-tracking milling machine. 

• Plan A: It has the same structure as the RPP cylindrical 
coordinate robot, with two prismatic joints (2P) and one 
revolute joint (1R). Based on it, the groove-tracking 
milling machine adds one more revolute joint and a 
spindle head at the end of the horizontal prismatic joint. 

• Plan B: This structure is derived from the structure of 
SCARA robot, the difference is that it adjusts the 
vertical prismatic joint from the original position at the 
end to above the revolute joint at the center axis [5]. 

• Plan C: A new type of linkage mechanism, which drives 
the connecting rod through the movement of two 
vertical prismatic joints, so that the end effector can 
extend or retract. The structure of vertical prismatic 
joint is the same as that of plan B, both of which are 
rotating nut ball screws. In this plan, the two joints are 
driven by two motors separately. And combined with 
the base motor driving the screw rod and the vertical 
shaft guide rail to rotate, the end effector can move 
horizontally and vertically, and rotated horizontally and 
spirally. At the same time, the angular positioning of the 
spindle head can be achieved by driving its revolute 
joint. 

Compared with the three plans, plan C is more reasonable. 
The following reasons: 

1) It has the characteristics of being collapsible and 

retractable in the axial direction. 

2) Its structure has the characteristics of special geometric: 

The triangle formed by the two rods is an isosceles triangle, the 

length of short rod is half of the length of long rod, and the joint 

of two rods is in the middle of the long rod, which makes the 

design and control easier. 

3) This plan has the characteristics of stroke integrity in 

the vertical dimension: In geometric, it can be deduced that the 

position of the end revolute joint is aligned with the connection 

joint of short rod on a horizontal plane at any position, so the 

end effector will never interfere with the bottom surface at 

lowest stroke position in vertical direction. 

C. Calculation of Cutting Force 

According to selection of quantities in cutting, the 
processing technology is a precision machining, which has the  

characteristics of small feed rate and high feed speed. Due to the 
uncertainty of thread profile and pitch of the nut, it will be set 

as a larger coarse thread when calculating the cutting force, to 
meet the requirements of a serrated nut with small pitch.  

By NX, we enlarged the ordinary hex nut through modeling 
to obtain a maximum hypothetical nut, and then used it as the 
standard for calculating the maximum cutting force. It can be 
known that the machine uses a milling method to machine the 
thread surface. Similarly, taking a common triangular thread as 
an example, we designed 3-flute tapered end mill, as shown in 
Fig. 2: 

 

Fig.2. Using 3-flute tapered end mill to machine screw thread along the thread 

profile. 

Setting: the material of the nut is divided into steel and cast 
iron. The milling cutter diameter d0=16mm, the rake angle γo = 
0°, the helix angle ω = 30°, the depth of cut ap = 0.05mm. The 
empirical formula for calculation of the cutting force is: 

 𝐹𝑐 =
𝑐𝑝𝑎𝑝

0.86𝑓𝑧
0.74𝐵𝑧

𝑑0
0.86 × 𝐾 × 𝐾1 × 10 () 

Where: B(mm)-the milling width, z-the number of cutting 
edge, cp-the influence coefficient of workpiece material on 
milling force, K-the influence coefficient of cutter front angle 
on milling force, K1-the influence coefficient of milling speed 
on milling force, fz(mm/z)-the feed engagement, d0(mm) -the 
milling cutter diameter. 

D. Structural Design of the Manipulator 

The structure of the connecting rod manipulator of the feed 
system is an isosceles triangle. Based on it, set the length of the 
long rod L1=500mm, and the length of the short rod L2=250mm. 
The joint where the two links intersect is the midpoint of the 
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long rod, so the schematic diagram of the connecting rods can 
be drawn, as shown in Fig. 3: 

 

Fig.3. Schematic diagram of the connecting rods. 

The long rod is the upper mechanical arm. Through 
mechanical analysis, we find that it is subjected to tension and 
bending moments under no-load condition. Therefore, in terms 
of the cross-sectional shape of the arm, a hollow rectangular 
structure is adopted to achieve weight reduction and attractive 
appearance. After determining the size of the spindle head and 
the motor selection of the revolute joint, the end size of the 
mechanical arm is basically determined. The specific three-
dimensional structure of the upper mechanical arm is shown in 
Fig. 4: 

 

Fig.4. Three-dimensional structure of the upper mechanical arm. 

E. Selection of Motor Used in Base of Middle Shaft 

As the main rotary motion of the entire feed system, the 
drive power required by the motor of middle shaft is the largest. 
According to the force analysis during groove-tracking cutting, 
the middle shaft is mainly subject to the feed force of rotary 
cutting and the tensile force of the robot arm, and the maximum 
torque is 189 Nm. According to the virtual assembly analysis by 
UG, the moment of inertia of the manipulator relative to the 
center axis at the maximum extended posture can be calculated: 
IZmax = 4.94 kg/m². 

According to the calculation of cutting parameters, it can 
obtain that the maximum feed rate of cast iron Vf = 1800 
mm/min, and the minimum inner diameter dmin = 500 mm. Also, 
it can be roughly calculated that the maximum rotation speed of 
the middle shaft n1 = 1r/min during cutting. To reduce the time 
of no-load return and improve efficiency, set the following 
parameters: the maximum rotating speed of middle shaft n2 = 
60 r/min; the accelerated speed a = 10π/s². According to the 
torque formula, the starting torque can be obtained: Mstart = 
IZmax·a = 155 Nm. 

Based on the data obtained from the preliminary calculation 
and the information provided by the motor supplier, the motor 
model was selected as SHA40A80CG, and its technical 
parameters are shown in Fig. 5: 

 

Fig.5. Torque-speed curve illustrating operation area of electric motor. 

The calculation the maximum load moment is shown in 
equation (2), and the schematic diagram is shown in Fig.6. It 
can be known the requirement that: the maximum load moment 
(Mmax)< allowable moment (Mc). 

 

Fig.6. The maximum load moment. 

The calculation the maximum load moment is shown in 
equation (2), and the schematic diagram is shown in Fig.6. It 
can be known the requirement that: the maximum load moment 
(Mmax)< allowable moment (Mc). 

 
 + + 

= max max
max

( )

1000

Fr Lr R Fa La
M  () 

Where: Mmax- the maximum load moment, Frmax- the 
maximum radial load, Famax - the maximum axial load, Lr and 
La- the moment arm, R- the amount of offset. 

Check of allowable moment of motor: 

According to the definition in Fig.6, the data measured in 
the assembly drawing is plugged into the formula to obtain that 
Mmax = 134.7 Nm, which is less than the allowable moment 
Mc(849Nm). Therefore, the middle shaft can be directly 
connected to the motor through the flange seat. According to the 
definition of rotational stiffness, when the upper end of the 
vertical shaft is a free end, its inclination angle θ can be obtained: 

 


=  =


0
0

4

134.7 180
0.00431

179 10
 () 

Since the upper support structure of the vertical shaft is 
supported by a crossed roller bearing, the resultant of inclination 
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angle θ and the deformation of the vertical shaft still meets the 
rigidity requirements [7]. 

F. Design of the Base Chuck 

The core structure of the base clamp is a linkage mechanism 
of three jaws, its linkage system is composed of three screws 
connected to three small bevel gears and a large bevel gear as 
an idler. In this way, by rotating one of the screws, it can move 
the three jaws in unison. And the jaws can slide on the base 
along the triangular sliding guide. 

When clamping, the nut is lifted and suspended above the 
center of the chuck. Driven by three claws, the nut is moved so 
that its axis gradually approaches the axis of the column, and 
then the nut is gently released after being tightened. The jaws 
have rollers on the sides, with which the heavy nut can slide up 
and down to the positioning surface. Due to the large muss of 
the huge nut, when the cutting force is not large, the static 
friction can be used to meet the fixing requirements. Combined 
with the additional clamping force of the jaws, the nut can be 
clamped tightly. The structure of the three-screw linkage system 
is shown in Fig. 7: 

 

Fig.7. Three-screw linkage system. 

G. Design of Upper Support Fixture of Middle Shaft 

As shown in Fig. 8, the main structure of upper supporting 
fixture is composed of threaded rod, connecting rod, supporting 
arm and chuck. Its working principle is: the rotation of the 
threaded rod drives the three connecting rod ends to move up 
and down, to achieve clamping and loosening of the chuck. 
Through the guide rail of the supporting arm, the magnetic 
movable chuck can slide on it to adjust the position. 

The connection between the support and the vertical shaft is 
shown in Fig.8. The sleeve bolt of support is a steel pipe with 
three slots cut, which can be connected to the support as an 
integral part by welding, and a nylon bushing is affixed in the 
pipe. 

 

Fig.8. Three-dimensional model of the main structure at the top of the vertical 

shaft. 

H. 3D Modeling of the Whole Machine 

Based on Unigraphics NX, the modeling method of this 
design is to directly mod-el the components in assembly context, 
so that there is no interference between the components, which 

is an efficient method. Through a series of design calculations 
and part selection, the whole machine modeling and assembly 
is gradually completed. The overall three-dimensional assembly 
diagrams are shown in Fig.9 and Fig.10: 

 

Fig.9. Assembly diagram of the upper part of the machine. 

 

Fig.10. Assembly diagram of the lower part of the machine. 

III. FINITE ELEMENT ANALYSIS 

A. Check for the Upper Mechanical Arm 

The upper mechanical arm is subject to tension and bending 
moment. Since the point of force is not on the mechanical arm, 
it should be converted into a torque to act on the output flange 
by calculation. According to the working condition of the upper 
arm under the maximum force, we perform a force analysis on 
it, as shown in Fig.11: 

 

Fig.11. Force analysis of the upper arm. 

Through the measure tool in NX, the total mass of the 
spindle head can be measured that Mspindle head = 8.8kg. 
According to the force of the milling cutter, the torque received 
by the upper arm in the case of down milling can be obtained: 

=  = 164 28372
vP V
M P N mm  () 

630 



=  = 152.1 39546
vP H
M P N mm  () 

HT200 material properties were assigned to the upper arm, 
the specific setting of the properties is shown in the Table 1. 

TABLE I.  MATERIAL PROPERTIES FOR THE UPPER ARM 

Properties 

(unit) 
Density 

(g/cm3) 

Young’s 

Modulus 

(N/mm2) 

Poisson 

ratio 

Shear 

modulus 

(N/mm2) 

Yield 

Strength 

(N/mm2) 

Value 7.2 130000 0.25 45000 220 

 

Apply constraints and loads: To simplify the analysis model, 
suppose the up-per arm is stationary relative to the absolute 
coordinate system while the nut is rotated. Based on it, four 
fixed restraints can be applied to the contact surface of pin 
bearing on the upper arm. In addition, since the spindle head is 
connected at the shifting fork, an anti-symmetrical constraint 
should be applied to the end faces inside the bearing holes on 
both sides of the shifting fork. [8-10] 

After simulation, the result contours can be obtained, as 
shown in Fig.12 and Fig.13. 

 

 

 

Fig. 12. Displacement nephogram of upper arm in the x-y-z direction. 

 

Fig.13. Stress nephogram of upper arm in the x-y-z direction. 

The maximum deformation displacement of the upper arm 

is 0.122mm, and the direction is the lower inner side，as 

shown in Fig.12 and Fig.13. Since the spindle head is installed 
at the shifting fork of the upper arm, the displacement amount 
on the side will be relatively reduced. For this deformation, it 
is necessary to adjust the feed amount to compensate 
according to the actual deformation, and to optimize the 
structure. In terms of stress, the maximum value is about 
17Mpa, which is less than the allowable stress of the material, 
so it meets the requirements of strength. However, it still 
needs to increase the stiffness of the upper arm. 

B. Analysis of the Whole Assembly 

The relationship of the applied load force is shown in 
Fig.14: 

 

Fig.14. The simulation of applied constraints, connections, and loads. 

Based on the assembly relationship, " Surface to Surface 
Gluing " object type is applied to the contact surfaces at the 
connections between the components. On the addition of 
constraints, the two ends of the vertical shaft and the threaded 
rod are fixed. The load force is mainly applied in the following 
forms: the weight of two servo motors of the follower bracket, 
the weight of the servo motors of the spindle head, and the 
cutting force. 

After simulation, we can get Fig.15, Fig.16 and Fig.17. It 
can be known that the maximum deformation of the screw is 
merely about 0.02mm, which has little effect. The place where 
the overall deformation is the part of cutting edge. And the 
whole robot arm is deformed downward along the direction of 
feeding force, of which the maximum displacement is 
1.254mm. When processing the nut with the largest diameter, 
the amount of deformation is too large, that it still needs to 
improve the connection structure of the mechanical arm and 
the vertical shaft, to increase the rigidity. 

 

 

Fig.15. The deformation of the threaded rod: (a) the main deformed part, (b) 

sectional view.
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Fig. 16. The displacement contour of the nodes of whole assembly in the x-y-z direction. 

Fig. 17. The displacement contour of the nodes of whole assembly in the x-y-z direction. 

IV. CONCLUSION 

Based on field investigation of the repairing technology 
for large nut threads in shipyard, the design scheme of 
moveable groove-tracking milling machine was put forward. 
Firstly, we calculated and analyzed the cutting force of the 
spindle cutter that directly participates in groove-tracking 
milling for threads. Then we gradually elaborated the structure 
of the parts connected to it, and finally completed the design 
of the entire machine, providing a certain basis for subsequent 
development. Based on advanced simulation in NX, we 
carried out FEA for the main parts and motion simulation for 
the whole machine, which further verifies the feasibility of the 
design. 
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Abstract—A large number of effective annotated data is the 

key support for learning a fault diagnosis model of mechanical 

equipment. However, the existing practical samples used for 

training fault classifiers are usually small and interfered by 

noise .According to this problem the paper presents a rub 

impact fault recognition method based on the Conditional 

Generative Adversarial Nets (CGAN) and Acoustic Emission 

(AE) technology. The data are from the Wind Turbine Train test 

bed. AE features are extracted from various views such as time, 

frequency and energy intensity under different operation state. 

The proposed CGAN model adds useful auxiliary information 

into each layer of GAN generation model to improve the quality 

of generated pseudo-samples. It is further to evaluate the 

probability of samples from the training set or real set.The 

experimental results show that this model can effectively 

identify the rub impact fault and have strong robustness. It is an 

effective way to solve the problem of  inadequate sample and 

improve the recognition performance of rub impact fault. 

Keywords—Acoustic Emission(AE), Conditional Generative 

Adversarial Nets(CGAN), Rub-Imapct Fault 

I. INTRODUCTION  

The rotating machinery tends to be more precise and 
complicated. The gap between dynamic and static parts inside 
the machinery tends to decrease, which makes dynamic and 
static parts easily trapped in rub and impact. There are three 
main research methods for rub impact fault diagnosis of 
rotating machinery, such as the dynamics analysis of rotor 

system , vibration analysis and Acoustic Emission (AE) 
detection[1].The first method focuses on the establishment of 
dynamic model to study the rub impact mechanism. However 
it is only suitable for the specific rotor system. It is difficult to 
obtain satisfactory analysis results for different kinds of 
rotating machinery[2-3].The vibration analysis method extracts 
the mechanical vibration characteristics. However, the 
vibration signals usually show similar characteristics among 
rub impact faults in rotating machinery. Compared with this 

problem, the AE signal is much more sensitive to the changes 
of wear when the dynamic and static parts surfaces broke 
down.  

The fault recognition method, traditional signal processing 
methods based on Fourier Transform, including Spectrum 
Analysis, Correlation Analysis, Time Series Analysis, 
Cepstrum Analysis and Envelope Analysis and so on, have 
played an important role in fault diagnosis of rotating 
machinery[4-7].However, prerequisites for these methods are 
that the input signal must be stationary. By contrast AE signal 
is a typical non-stationary signal. How to extract 
comprehensive and effective characteristic to express rub 
impact fault is a key link of fault identification. Frame features 
is a method to decompose the complex signal into short-time 
stabilization.The AE frame features of the rotor can show the 
details of fault changes from time, frequency and energy 
intensity views. It is of comprehensive information to 
diagnosis the fault  of rotating machinery. 

With the development of Deep Learning, researchers have 
successively proposed various recognition models based on 
Deep Learning Networks, such as Convolutional Neural 
Network (CNN) and Recurrent Neural Networks (RNN)[8-

9].Most of these new methods have achieved great success. But 
deep networks usually rely on large volume samples to learn 
effective models. However the disassembly of mechanical 
parts is difficult, data acquisition of dymamic machinery by 
different equipment and machine tools is not enough. The 
samples gap remains large for machine learning. In addition, 
due to serious noises environment the collected rubbing 
impacted samples are usually contaminated. 

Considering available samples not enough, Generative 
Adversarial Network (GAN) includes generation model to 
learn the distribution of samples for pseudo-samples 
construction, discriminant model to evaluate the probability of 
samples from the training set or real set[10-14]. In the 
confrontation training between real samples and pseudo-
samples, GAN can transform the characteristics of the 
samples and map into the effective feature subspace for much 
more robust features, so as to achieve better recognition effect 
on small data sets. However, GAN usually generates pseudo-
samples from random noise, the quality of the quality of 
generated specific samples is often not guaranteed[15-17].To 
solve this problem, this paper adopts Conditional Generation 
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Adversarial Network(CGAN) , which adds useful auxiliary 
information into each layer of GAN generation model to 
improve the quality of generated pseudo-samples. The paper 
proposes a novel rub impact fault recognition method based 
on CGAN and AE technology so as to achieve better 
identification effect on small data sets. 

II. RUB IMPACT FAULT RECOGNITION BASED ON CGAN 

GAN proposed by Goodfellow et al. in 2014 is composed 
of a generator and a discriminator. The generator captures the 
potential distribution of real data samples and generates 
pseudo-samples. A discriminator is a binary classifier that 
determines whether the input is real data or pseudo-samples. 
The structure of GAN are shown in Fig. 1. D and G represent 
discriminator and generator respectively, and input is real data 
x and random variable z respectively. G(z) is the pseudo-
samples generated by G that conforms to the real data 
distribution as same as possible. The goal of D is to realize 
data sources. If the sample is real data, it will be marked as 1 
for true. If the sample is the production of G(z), it will be 
marked as 0 for false.Two processes are mutual confrontation 
and iterative optimization continuously to improve the 
performance of D and G. Finally it makes the performance of 
generated pseudo-data G(z) on D(G(z)) consistent with the 
performance of real data x on D(x). 

 
 

Fig. 1 The Structure of GAN 

In the training process , it fixes generator and optimizes 
discriminator D. The loss function is as following: 

(1) 
For any non zero real numbers m and n, and the 

expression: 

                                                            
(2) 

the minimum at .Therefore, the target function of 

generator G is: 

                                                        
(3) 

According to equation (3), GAN gets the ratio result of  
the two different probability distributions. 

D(x) of x is the probability that x comes from real data, 

and the goal of G is to get 1. The loss function of generator G 

is . Therefore, GAN optimization 

problem is a minimal and maximization problem.  

GAN's objective function can be described as follows: 

(4) 
The above traditional GAN model can only learn one type 

of data at once. Consider the practical data sample sets 
containing multiple classes, it is necessary to learn and 
generate pseudo sample sets of corresponding classes one by 
one. To solve this low efficiency problem, the CGAN model 
structure is proposed in Fig. 2. 

 
Fig. 2 The Structure of CGAN 

It is easy to find out the improvement of model structure. 
By adding the label information to the generator and 
discriminator, the GAN model has the ability to generate 
multiple types of data at once. Besides, at the same time, 
CGAN model modifies the total loss function, and the new 
total loss function is shown in equation (5) : 

(5) 
Model training processing adopts alternate optimization 

method: 1) It fixes generator G to optimize discriminator D 
that the accuracy of discriminating G(z) from real data or 
pseudo-data distribution achieves maximize. 2)It then fixes 
discriminator D to optimize generator G that train model G 
achieves minimize. When training CGAN, the parameters of 
D are generally updated for k times and the parameters of G 
are updated for 1 time. 

 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. AE Data Acquisition 

Experimental data from Wind Turbine Drive Train test bed 
in Southeast University National Engineering Research 
Center of Turbo-generator Vibration. The test bed is shown in 
Fig. 3 including drive motor, speed torque sensors, bearing, 
cylindrical and planetary gearbox and load motor. The motor 
to adjust the rotor speed, AE sensors installed on the surfaces 
of bearing shaft. Signal acquisition system is AE acquisition 
system produced by American Physical Acoustics 
Corporation. The AE data sampled by 500kHz sample 
frequency, 51,147 points after an AE impact trigger. Then 
frame features are obtained by using 512 frame length and 256 
frame shift. 

 
Fig. 3 Test bed setup with AE sensor 

 

(1) Health state 

When the bearing runs in health and without 
rubbing contact, the AE waveform as showing in 
Fig. 4(a). And also three features based on frame 

features including spectral skew, short time energy and count 
above mean are used to recognize rub impact faults in this 
paper as showing in Fig. 4.It shows that the AE waveform is 
similar to random noise distribution. In the frame level 
features normalized short time energy is concentrated at 0.01-
0.03. These low-frequency noise spectrum are mainly from 
the rotor vibration of the mechanical structure. 

the  
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(a) Wavefrom 

 

(b) Spectral Skew 

 

(c) Short Time Energy 

 

(d) Count above Mean 

Fig.4 AE signal and features at health state 

(2) Rubbing state 

It changes bearings components that produce full-week 

rub. Fig.5 shows the AE waveform and its frame features 

during this rubbing state. From AE waveform , it shows that 

AE signal fluctuates significantly where the normalized short 

time energy is concentrated at 0.02-0.04, many AE events 

occur in the same time. The frequency skew has a noticeable 

change than in health state. 

 

(a) Wavefrom 

 

(b) Spectral Skew 

 

(c) Short Time Energy 

 

(d) Count above Mean 

Fig.5 AE signal and features at rubbing state 

(3) The Crack fault state 

It changes bearings components where the inner ring 

0.8mm crack fault of bearing was manufactured by spark plug 

processing technology. As the rotor running, the crack and 

rotor contacts where local rubbing fault produces AE signal. 

Fig.6 shows the AE signal and frame features. It can be seen 

that obvious periodical impact phenomenon in the time space. 

Also several burst-type AE signals appear in the normalized 

frequency range of 0-12. 
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(a) Wavefrom 

 

(b) Spectral Skew 

 

(c) Short Time Energy 

 

(d) Count above Mean 

Fig.6 AE signal of the Crack fault state 

B. CGDN Result Analysis 

The samples of the rotor under health state, rubbing state 
and crack fault state are 700 items in each state. The CGAN 
network structure is shown in Fig. 7 .  

 
Fig.7 The proposed CGAN network structure 

The random noise and the light gray square represents 

the generator G, which is composed of three layers. Input 

100×3 vector after three layers network, generate 594×3 

frame features, each layer configuration is as follows: 

TABLE1 EACH LAYER OF GENERATOR CONFIGURATION 

layers Input/Output 

The first hidden layer 100×3/150×3 

The Second hidden layer 150×3/300×3 

Output layer 300×3/594×3 

The dark gray square represents the discriminator D, 

which consists of three layers. After three layers the 

resolution is reduced to size 100.The configuration of each 

layer is as follows: 

TABLE2 EACH LAYER OF DISCRIMINATOR CONFIGURATION 

layers Input/Output 

The first layer 594/300 

The Second layer 300/150 

Output layer 150/100 

The parameters are: batch=256, epoch=300, learning 

rate =0.0001. Adam optimization algorithm was used as 

the loss function. the The trained CGAN model obtains 

new sample pairs are formed. New samples are sent to 

SVM classifier for classification evaluation. The penalty 

coefficient of SVM is C=1.5, and RBF kernel is adopted. 

C. Experiment 1: Performance on Rubbing Fault 

Recognition Under Ideal Conditions 

Under ideal conditions, the performance of fault 
recognition of rotating machinery with AE signal was 
analyzed by using CGAN model. The new features 
obtained through the trained CGAN transformation are 
mapped into SVM classifier for fault diagnosis. Table 3 is 
the confusion matrix of using SVM to identify the fault of 
AE signal characteristics after CGAN conversion. Among 
them, the recognition result for the crack fault was higher, 
which was 95.43%.The result of health state recognition 
was lower, which was 90.54%.The recognition rate of 
rubbing state was 91.76%.The experimental results show 
that the pseudo-data generated by the CGAN network 
provide an effective data supplement for the training of the 
model. On the other hand, the CGAN network realizes the 
transformation of the AE features of the AE signal, and 
adopts the features converted by CGAN. Even the 
relatively simple linear classifier such as SVM can 
distinguish the fault state well. 

TABLE3 RECOGNITION CONFUSION MATRIX USING CGAN 

 Health Rubbing Crack 

Health 90.54% 4.12% 5.34% 

Rubbing 3.01% 91.76% 5.23% 

Crack 2.11% 2.46% 95.43% 

D. Experiment 2: Performance on Rubbing Fault 

Recognition in Noise Environment 

The experiment adds Gauss white noise into existing AE 
signal. Table 4 shows the confusion matrix of AE 
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identification of fault under -20dB noise environment.It can 
be seen that under the background of noise, the recognition 
rate of three kinds of faults has decreased. The recognition rate 
of crack fault is 91.33%, a decrease of 4.1%.In the state of 
health and rubbing, the recognition rate was 86.14% and 
86.49%, decreasing by 4.4% and 5.27%, respectively. 

TABLE4 RECOGNITION CONFUSION MATRIX USING CGAN 

 Health Rubbing Crack 

Health 86.14% 5.23% 8.63% 

Rubbing 7.52% 86.49% 5.99% 

Crack 5.20% 3.47% 91.33% 

 

E. Experiment 3: Performance on Different Identification 

Methods 

The recognition performance of the CGAN model is 
compared with that of the other two AE fault recognition 
models commonly used at present. These three common 
models include: Deep Belief Network(DBN) and GAN.DBN 
is a three-layer structure and neurons in each layer is 384. 
Meanwhile, Dropout is used in each layer with coefficient 0.5, 
and Softmax is used in last layer.The layers structure of GAN 
are consistent with that of CGAN Network training 
parameters are set as follows: batch=256, epoch=300, learning 
rate λ=0.0001. This paper uses Adam optimization algorithm, 
and cross-entropy loss function. 

Table 5 and Table 6 show that the recognition ratio of 
health state, rubbing state and crack fault state, CGAN model 
recognition rate increased by 9.5% 1.83% and 1.79% 
respectively than neural network (DBN), increased by 5.23% 
1.43% and 0.76% respectively than GAN model. It further 
demonstrates that on the similar principle of training and the 
same number of hidden layer of recognition model, CGAN 
model has better recognition performance than DBN and 
GAN model. 

TABLE5 RECOGNITION CONFUSION MATRIX USING DBN 

 Health  Rubbing  Crack 

Health 81.04% 6.76% 1.22% 

Rubbing 1.87% 89.93% 0.82% 

Crack 3.15% 3.21% 93.64% 

 

TABLE6 RECOGNITION CONFUSION MATRIX USING GAN 

 Health Rubbing Crack 

Health 85.31% 6.52% 8.17% 

Rubbing 5.11% 90.33% 4.56% 

Crack 2.37% 2.96% 94.67% 

IV. CONCLUSION 

This paper presents a rub-impact fault diagnosis method 
using the Conditional Generative Adversarial Nets 
(CGAN)framework, which solves the problem of the samples 
gap and improves the quality of generated pseudo samples. It 
adds classification information into each layer of GAN 
generation model to improve the quality of the generated 
pseudo-samples.The data are achieved from the Wind Turbine 
Train test bed.AE frames features are extracted from various 
views such as time, frequency and energy intensity under 

different operation state.Compared with the ideal and noise 
environments, this model can effectively identify the rub 
impact fault and have strong robustness.Compared with the 
other two AE fault recognition models commonly used at 
present , the experimental results show that the pseudo-data 
generated by the CGAN network provide an effective data 
supplement for the training of the model. 
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Abstract—Analysis of the time and frequency domain 

characteristics of the real-time noise signal of the transformer is 

beneficial to the research of active noise control technology in 

substations. When performing spectrum analysis on 

transformer noise, the All-phase fast Fourier transform (FFT) 

spectrum analysis method has more advantages than the 

traditional analysis method. This method is used to process the 

real-time noise signal of a transformer. As can be seen from its 

spectrum chart, the transformer noise is based on 100Hz as the 

fundamental frequency. The noise energy reaches the peak at 

100Hz and 200Hz. In addition, the A sound level of the 

transformer noise signal can be calculated through the Paseval 

relationship. The A sound level changes smoothly with time and 

has a small fluctuation amplitude. Although the transformer is 

a large and complex noise source, the primary sound field 

generated by it is stable and conducive to implementation of 

active noise control system. 

Keywords—Transformer, noise signal, All-phase FFT 

spectrum analysis, A-weighted sound level 

I. INTRODUCTION  

The analysis and processing of audio signals have been 
widely used in the fields of noise suppression, non-destructive 
testing of materials and recognition of speech signals. At 
present, a variety of audio signal analyzers are used in actual 
projects at home and abroad. Although these instruments can 
measure multiple performance indicators of audio signals, 
they are expensive and not targeted, which is not conducive to 
the analysis of audio signal characteristics. In practical 
application, studying the time domain and frequency domain 
characteristics of transformer noise signals is of great 
significance to substation noise control [1,2]. The methods for 
discrete spectrum analysis of signals include traditional FFT 
method, Welch method, and multi-pyramid method. However, 
when these spectrum analysis methods process long signal 
sequences, the data need to be truncated, causing serious 
spectral leakage. For this reason, the All-phase fast Fourier 
transform (FFT) spectrum analysis method came into being. 
This analysis method can not only effectively suppress side 
spectrum leakage, but also have "phase invariance" [3]. At 
present, All-phase FFT spectrum analysis and its correction 

method have been widely used in the precise adaptive notch 
in noisy environments, continuous wave radar speed 
measurement, harmonic analysis of power systems and the 
design of spectrum analyzers [4]. In view of the above reasons, 
this paper directly collects the real-time noise signal of the 
transformer and performs All-phase FFT spectrum analysis on 
it to obtain the spectrogram of the noise signal. In addition, the 
paper calculates the A-weighted sound level of the real-time 
noise signal through the Parseval relationship, measures the 
subjective perception of noise in the human ear and studies the 
acoustic characteristics of transformer noise from two aspects 
of time domain and frequency domain. 

II. FREQUENCY DOMAIN CHARACTERISTICS OF 

TRANSFORMER NOISE SIGNAL 

In digital signal processing, the discrete Fourier transform 
(DFT) can be used to obtain the frequency domain 
characteristics of the signal and its calculation formula is 
shown in (1). 

1
2 /

0

( ) ( ) ( 0,1, , 1)
N

j kn N

n

X k x n e k N
−

− 

=

= =  −       () 

X(n) is the input discrete digital signal sequence, X(k) is 
the relative amplitude at the kth discrete frequency point. 
Although DFT can obtain the frequency domain 
characteristics of the signal, its large amount of calculation 
and long time consumption are not conducive to real-time 
signal processing [5]. In practical applications, the improved 
algorithm is generally used to analyze the signal spectrum. 

A. Traditional Spectrum Analysis Methods 

Traditional FFT method is used to describe the distribution 
of signal power over frequency. For the signal sequence 

( )Lx n  of length L, the spectral characteristics of N sampling 

points are analyzed to obtain the spectral amplitude value [6]. 
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It can be seen from (2) and (3) that as the number of 
sampling points increases, the resolution is higher, but the 
limitations of the sequence length lead to spectral leakage in 
this analysis method. In addition, the expected value and 
variance value can be calculated separately. 
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x k x k

s f
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f L

−

  = −
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x k x k

k s

Lf f
D P f P f

L f f

      +       
                  (5) 

2| ( ) |kW f q− is the convolution of two rectangular 

windows. Equation (4) shows that the traditional FFT method 
is progressive and unbiased. As the data length increases, the 
resulting spectrum becomes more and more accurate. Due to 
its large variance, the resulting spectral characteristic curve 
fluctuates sharply. It can be seen from (5) that even if the data 
length is increased, the variance cannot be greatly reduced. 

In order to improve the variance performance of the 
traditional FFT method, the data sequence is first divided into 
overlapping data segments and the periodic graph spectral 
estimation of each segment of data is windowed and averaged, 
which is the Welch spectrum analysis method [7]. The 
expected value of the Welch method is calculated as in (6). 
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sL is the length of the segmented data. ( )
1

2

0

1 L

n

U w n
L

−

=

=   is the 

window normalization constant. For a certain length of data, 

due to sL L , the deviation estimated by the Welch method 

will be greater than the traditional FFT method, and its 
variance is related to the segment length and window function, 
which is difficult to quantify. 

Thompson's Multi-Vertex Method (MTM) provides a 
time-bandwidth parameter M, which is used to balance the 
estimated variance and resolution. This parameter is related to 
time, bandwidth, and multi-vertebral number. As M increases, 
the variance decreases. However, the bandwidth of each 
multi-vertebral body is proportional to M. Increasing M will 
cause greater spectral leakage. For each set of data, there is 
always a parameter M to obtain the best performance between 
the estimated deviation and the variance. 

B. All-phase FFT Spectrum Analysis 

Compared with the above-mentioned various spectrum 
analysis methods, the All-phase FFT (apFFT) spectrum 
analysis method has the advantages of unchanged phase, 
suppressed side lobe leakage and reduced variance [8-10]. 
Before performing apFFT spectrum analysis, the data should 
be pre-processed [3, 8]. The specific implementation steps are 
as follows. 

1) A data vector of length (2N -1)  is transformed into N  

vectors of length N. This vector group should contain all the 

segmentation of sample points ( )x n  and the mapping 

relationship is shown in (7). 

 
T

( 1), , ( ), , ( )x n i N x n x n i= + − + +ix         (7) 

Where, 0,1, , 1i N=  − . 

2) The sequence 
ix  is weighted with the front window 

sequence [ (0),..., ( ),..., ( 1)]f f i f N= −f  and the sequence after 

the window is extended. ( )x n  term is in the first position. 

The back window sequence [ (0),..., ( ),..., ( 1)]Tb b i b N= −b is 

used to weight the new sequence to obtain the vector group 

as shown in (8). 
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3) The corresponding elements of the above vector 

groups are summed and averaged to form a All-phase input 

sequence to realize data preprocessing. 
The process of All-phase data preprocessing can be 

equivalent to a long (2 1)N −  window sequence cw to weight 

the data vectors and then shift and superimpose to obtain All-
phase input sequence [10]. The FFT of the input sequence is 
the output of apFFT. In order to ensure that the amplitude of 
the input sequence and the output sequence do not deviate, the 

window sequence cw  should be normalized. If the window 

function w is formed by convolution of the front window 

sequence f and the back window sequence b, the calculation 
formula is shown in (9). 
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Then the normalized convolution window 
cw can be 

calculated by (10). 
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Preprocessing the signal sequence with this overlapping 
method can improve the side lobe leakage caused by the 
traditional spectrum analysis method. The single frequency 

complex exponential signal 0 0( )
( )

j n
x n e

 +
=   is taken as an 

example. 0 2 / N =     Then the output of the windowless 

traditional FFT and windowless apFFT of the sequence  ( )x n

are shown in (11) and (12) respectively. 

0

1
[ ( ) ]1 sin[ ( )]

( )
sin[ ( ) / ]

N
j k

N
k

X k e
N k N

−
 + −   −

=  
  −

              (11) 

0 2

2 2

sin [ ( )]
( )

sin [ ( ) / ]

j
e k

Y k
N k N


  −

= 
  −

                        (12) 

Equations (11) and (12) indicate that the All-phase FFT 
spectral amplitude of the unit complex exponential signal is 
the square of the traditional FFT spectral amplitude, which 
means that the ratio of the side spectral line relative to the main 
spectral line is also attenuated according to the square 
relationship, so apFFT can better suppress sidelobe leakage 
[4]. In addition, the phase value of each spectral line of the 

All-phase FFT is 0 , which is the theoretical phase value of 

the center sample point (0)x .Because the traditional spectrum 

analysis method has the disadvantages of large variance, 
serious side lobe leakage and inability to extract the phase 
value, the All-phase FFT spectrum analysis method has 
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advantages in analyzing the frequency domain characteristics 
of the transformer noise signal. 

 

(a)The frequency characteristic curves by traditional FFT 

 

(b)The frequency characteristic curves by welch 

 

(c)The frequency characteristic curves by multitaper 

C. Spectrum Analysis of Transformer Noise Signal 

The traditional FFT method, the welch method, the multi-
pyramid method and the apFFT spectrum analysis method are 
used to perform spectrum analysis on the acquired transformer 
noise signal. The spectrum diagram is obtained as shown in 
Fig. 1. 

Combined with various spectrum analysis methods, it can 
be seen that the transformer noise signal takes 100 Hz as the 
fundamental frequency and reaches the energy peak at the 
frequency points of 100 Hz and 200 Hz. Among them, the 
curve obtained by the traditional FFT method is not smooth 
and the variance is large. In contrast, the welch method can  

 

(d)The frequency characteristic curves by apFFT 

 

(e)The degree by apFFT 

Fig. 1. The frequency characteristic curves of transformer noise 

improve the defect of the large variance of the traditional FFT 
method, but the resolution is significantly reduced. Although 
the multi-pyramid method balances the relationship between 
the variance and the resolution, its calculation amount is large, 
which is not conducive to the processing of real-time noise 
signals. The All-phase FFT spectrum analysis method has a 
higher main side lobe ratio, which can better suppress side 
lobe leakage and reduce variance, which is beneficial to the 
extraction of transformer noise spectrum characteristics. In 
addition, apFFT has "phase invariance". The phase of the 
characteristic frequency point can be extracted and used in the 
noise reduction system to control the placement and parameter 
adjustment of the secondary sound source. 

III. A-WEIGHTED SOUND LEVEL SYNTHESIS 

The A-weighted sound level of the real-time noise signal 
of the synthesized transformer can be used to measure the 
sensitivity of the human ear to noise, intuitively reflect the 
effect of noise control and have a major role in the control of 
transformer noise. In addition, observing the change of the 
noise A-weighted sound level of the transformer noise signal 
with time is conducive to the study of its time-domain 
characteristics and provides a theoretical basis for noise 
control. 

A. A-weighted Network Filtering 

In noise measurement and evaluation, the A-weighted 
network is generally used to correct different frequency 
components in the signal. According to the frequency 
weighting characteristics of A-weighted sound level, the filter 
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coefficients of the weighted network at different frequencies 
are fitted, as shown in (13) [11]. 

16 8

2 2 2 2 2 2 2 2 2

(3.5 10 )

[(20.6 ) (107.63 ) (737.86 ) (121942.2 )]
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f

f f f f


 =

+  +  +  +

(13) 

The filter coefficient reaches a peak value of 1.34 at a 
frequency around 2.5kHz, and the weighting network has the 
effect of enhancing the signal between 1kHz and 6.1kHz. For 
other frequency bands, the signal has different degrees of 
attenuation. 

B. Calculate A-weighted Sound Level 

The energy of the transformer noise can be expressed by 
the square sum of the amplitude of the time domain signal, but 
after the All-phase FFT, the energy of the signal in the time 
domain needs to be calculated by inverse transformation. 

Paceval’s theorem states that the energy of a signal is 
conserved in the time and frequency domains [12]. Therefore, 
it is more convenient to choose to calculate the energy of the 
signal in the frequency domain, as shown in (14). 
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( )X i  is the discrete Fourier transform of the sequence 

( )x n . According to (11) and (12), the relationship between 

apFFT and DFT output is shown in (15). 

2| ( ) | | ( ) |Y i X i=                              (15) 

Combining the operation result of the filter coefficient 
A  

of the A-weighted network and the All-phase FFT, the output 
of the A-weighted All-phase FFT is shown in (16). 

( ) ( ) ( ) 0,1, , 1A A iY i f Y i i N=   =  −     (16) 

Where: s
i

f
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N
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Then the energy of the noise after passing through the A-
weighted network is shown in (17). 
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The average energy per unit time is shown in (18). 
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In order to determine the real-time A-weighted sound level 
of the transformer noise signal, there must be a reference 
signal. Assume that its average energy is 

0e , then 

010(lg lg )dBA e e= −                       (19) 

010lg e  is a constant, so the signal A-weighted sound level 

can also be expressed as in (20). 

10lgdBA e C= +                       (20) 

The calibration constant C can be obtained by experiment, 
the paper uses known sample signal to adjust the constant C. 

IV. APPLICATIONS 

The real-time noise of a transformer is taken as an example. 
Noise signals are collected to analyze their frequency and time 
domain characteristics. 

A. Analysis of Real-time Noise Signal of Transformer 

When using All-phase FFT to perform spectrum analysis 
on the real-time noise signal of the transformer, the number of 

samples aN  should be determined by the sampling rate sf  

and sampling time interval t , as shown in (21). 

a (2 1) sN N f t= − =                             (21) 

Since the highest frequency of human audible sound is 
20kHz and the Nyquist frequency supported by the sound card 

is selected to be 20.5kHz, the actual sampling rate sf  is 41kHz. 

If the sampling time interval t  is 0.15s, it can be calculated 

that aN  is 6150, but when apFFT is used to perform spectral 

analysis on aN  data, the N data should be subjected to FFT 

spectral analysis, then N should be a power index of 2. Sample 
number N is power exponent 4096 slightly larger than 

a( 1) / 2N + .Then the actual sampling number aN  is 8191. 

Since the sampling rate sf  is 41 kHz, the actual time interval 

t is about 200 millisecond. 

The real-time noise analysis of a transformer is performed 
from the three aspects of apFFT spectrum analysis, real-time 
audio signal and A-weighted sound level synthesis. The flow 
chart is shown in Fig. 2. 

The real-time noise signal of a transformer is collected and 
converted into an electrical signal and displayed. Electrical 
signals are All-phase data preprocessed and performed by 
apFFT spectrum analysis. Spectrogram of noisy signal is 
shown. In addition, the noise energy is calculated according to 
the results of the calibration constant and apFFT, and then the 
transformer noise A-weighted sound level is synthesized and 
the decibel number is displayed. The display interface is 
updated in real time and the analysis result at a certain time is 
shown in Fig. 3. 

 

Fig. 2. The flow diagram of real-time transformer noise signals analysis 

The spectrum characteristic curve of the transformer noise 
under test has little change with time. As can be seen from Fig. 
3, the energy of the noise signal is mainly concentrated in the 

electric signal

All-phase data preprocess

display

calibration constant

synthetic A-weighted 

sound level

transformer real-time noise signal

apFFT spectrum 

analysis
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low frequency band. When the frequency is greater than 1 kHz, 
the noise energy decay faster. In addition, the collected real-
time noise signal changes smoothly over time with little 
fluctuation. It is shown that the noise A-weighted sound level 
at this moment is 58.0dB. 

 

(a) The real-time transformer noise signals 

 

(b) The spectrum characteristic curve of the transformer noise 

Fig. 3. An analysis of real-time transformer noise signals 

 

Fig. 4. The frequency characteristic curves of real-time transformer noise 

signals 

B. Characteristic Analysis of Noise Signal 

The spectrum analysis range is limited to within 1 kHz. 
The apFFT spectrum analysis of the transformer noise signal 
is performed respectively. The spectrum diagram is obtained 
as shown in Fig. 4. 

It can be obtained from the spectrum characteristic curve 
in Fig. 4 that the noise of the transformer under test takes 100 
Hz as the fundamental frequency, and the energy peak is larger 
at the frequency points of 100 Hz and 200 Hz. It can be seen 

that the noise signal changes smoothly with time by observing 
the real-time noise signal of the transformer. The change of 
the A-weighted sound level is less than 1dB within 1min. 
Although the transformer is a large and complex noise source, 
the primary sound field it generates is relatively stable, which 
is beneficial to the implementation of active noise control 
systems. 

V.  CONCLUSION 

1) The performance difference between the traditional 

spectrum analysis method and the All-phase FFT spectrum 

analysis method is compared. ApFFT has a smaller variance 

and truly reflects the initial phase of the original signal. 

2) The apFFT spectrum analysis of the real-time noise 

signal of the transformer can be obtained. The energy of the 

noise signal is mainly concentrated in the middle and low 

frequency bands and the fundamental frequency is 100Hz. 

The energy peak is larger at the frequency points of 100Hz 

and 200Hz. 

3) It can be seen that the noise signal is stable and the 

fluctuation amplitude is small through observing the real-

time noise signal of the transformer and the change of it’s A-

weighted sound level with time. 
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